
MSc Biomedical Engineering
Final Project

Assessing changes in EEG
functional connectivity after
dual-site transcranial
Alternating Current
Stimulation for varied phase
lags

Brighton de Jong

Supervisor: Dr.ir. Bettina Schwab (chair of the committee)
Daily supervisor: ir. Silvana Huertas Penen
External member: Dr.rer.nat. Maria Carla Piastra

June, 2024

Department of Biomedical Signals and Systems
Faculty of Electrical Engineering,
Mathematics and Computer Science,
University of Twente



Contents
1 Introduction 4

1.1 Transcranial alternating current stimulation . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Dual-site tACS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Phase lag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Functional connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.1 Base of FC measures: phase clustering . . . . . . . . . . . . . . . . . . . . . 6
1.4.2 Volume conduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.3 Phase-lag-based FC measures . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.4 Phase-lag and amplitude-based FC measures . . . . . . . . . . . . . . . . . 12
1.4.5 Choice of FC measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.6 Impact of dual-site tACS phase lag on FC . . . . . . . . . . . . . . . . . . . 14

1.5 Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 Methods 16
2.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Experimental design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Electrophysiological recordings and stimulation . . . . . . . . . . . . . . . . . . . . 16
2.4 Data pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 FC analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.6 FC measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.7 Parameter settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.7.1 Averaging post-stimulation blocks . . . . . . . . . . . . . . . . . . . . . . . 20
2.7.2 Epoch length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7.3 Frequency band . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.7.4 Averaging electrode pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.8 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.9 Visualization of temporal changes in FC . . . . . . . . . . . . . . . . . . . . . . . . 24
2.10 Optimization of settings based on preliminary results . . . . . . . . . . . . . . . . . 24

3 Results 26
3.1 Preliminary results with base settings . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Optimization of settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Final results with optimal settings . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4 Discussion 36
4.1 Key findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Change in FC for varied phase lags . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 FC measure comparison: ImCoh and wPLI . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Parameter settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.4.1 Electrode pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.4.2 Frequency band . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4.3 Epoch length and temporal dynamics . . . . . . . . . . . . . . . . . . . . . 39
4.4.4 Averaging type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.5 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5 Conclusion 42

References 44

2



Abstract

Background : Functional connectivity (FC) is known to be altered in various neurological
disorders. Dual-site transcranial Alternating Current Stimulation (tACS) is hypothesized to
modulate FC, potentially improving motor-related symptoms when targeted at the primary
motor cortex (M1). Our main objective was to investigate the phase lag condition because it
is a fundamental parameter in dual-site tACS to modulate FC. However, the specific effects
of the phase lag remain poorly understood, as there is high variability in results. In addition,
only in-phase and anti-phase conditions have been previously investigated. Furthermore, the
optimal method for measuring FC and the appropriate dual-site tACS parameter settings re-
main ambiguous. Therefore, our secondary objective is to systematically analyze FC measures
and parameter settings to recommend the most effective configurations for future research.
Methods: In this study, we have measured resting-state EEG to investigate the impact of dual-
site tACS on the beta-band FC between bilateral M1s by examining four phase lag conditions
and a sham condition for nine healthy young participants (aged 18-34 years). The four phase
lags were used: 0 (in-phase, IP), π/2 (pi-half, PH), π (anti-phase, AP), and 3π/2 (three-half-pi,
3HP). Circular statistics, using the Mean Vector Length (MVL) in conjunction with permu-
tation statistics, were employed to assess uniformity across the phase lags while averaging
the observed change in FC across all participants for each phase lag condition. Subsequently,
multiple comparisons tests, including Bonferroni-correction, were conducted between all five
conditions. The statistical tests were performed for ImCoh and wPLI, across four parameter
settings: electrode pair selection, frequency band, epoch length, and averaging type.
Results: For an average over three electrode pairs (FCC3h-FCC4h, C5-C6, and FC5-FC6),
a beta-band frequency range of 13-30 Hz, an epoch length of 20s, using averaging type 1,
we observe a significant non-uniform distribution across the four phase lags. This was found
for wPLI (p=0.017), but not for ImCoh (p=0.187). Subsequent multiple comparisons tests
revealed a significant difference between SH-AP (p=0.039) and IP-AP (p=0.022). These dif-
ferences were due to a relative increase in FC for AP.
Conclusions: Our dual-site tACS study, which investigated four types of phase lags, has re-
vealed the uncommon finding of increased FC for AP compared to IP and SH. This result
underscores the variability in phase lag outcomes in dual-site tACS, highlighting the need
for further investigation. As we found significant results for wPLI where ImCoh did not, we
suggest using wPLI over ImCoh as the FC measure. Additionally, we identified a different
electrode pair group for capturing changes in FC than initially expected. Further investiga-
tion in our ongoing study, incorporating spatial filtering, source reconstruction, and a larger
sample size, is warranted to enhance the statistical power and reliability of these findings.

Keywords: non-invasive brain stimulation, dual-site transcranial Alternating Current Stim-
ulation, phase lag, functional connectivity, imaginary coherence, weighted Phase Lag Index,
beta-band, primary motor cortex, electroencephalogram
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1 Introduction

1.1 Transcranial alternating current stimulation
Abnormal brain wave patterns have been observed in various neurological and psychiatric disorders,
such as such as Parkinson’s Disease [1], Alzheimer’s Disease [2], depression [3] and Schizophrenia
[4]. There is growing interest in the development of methods to externally modulate these neural
oscillations to potentially alleviate symptoms of these patients [5]. Transcranial alternating current
stimulation (tACS) is a non-invasive brain stimulation technique utilized to modulate brain oscil-
lations and potentially improve motor- and cognitive-related functions [5–8]. By delivering weak
alternating currents through electrodes placed on the scalp, tACS generates an electric field that
targets the outer layers of the brain, specifically the cortical areas [5]. In traditional tACS, only a
single electrode provided the alternating current [7, 9–11]. High-definition (HD) tACS tends to be
more commonly used [12–16] and considered to be more accurate in targeting the region of interest
[16]. HD-tACS stems from the field of transcranial Direct Current Stimulation (tDCS) [17–19]. It
was initially developed for tDCS and later translated to tACS in 2014 [15, 20]. For HD-tACS, a
center electrode produces a weak alternating current [7] ranging from 1 to 4 mA peak-to-peak [21].
To comply with Kirchhof’s circuit rule [5], the outer electrodes collectively generate a counteractive
current of equal magnitude to that of the center electrode, ensuring a net zero current flow.

Figure 1 [5] illustrates an example wherein the red electrode represents the center electrode and the
blue electrodes represent the outer electrodes with an opposite current. Each electrode carries one-
fourth of the current of the central electrode. The electric field produced is expressed as millivolts
per millimeter (mV/mm) and is generally in the range of 0.1 to 1 mV/mm [5].

Figure 1: 4 to 1 tACS electrode montage. On the left, the center electrode (red) and the
outer electrodes (blue) are demonstrated. On the right, is an example illustrating how the
electric field is concentrated around the position of the red electrode. Figure is taken from
Wischnewski et al. (2023) [5].

The working hypothesis is that entrainment is the main underlying mechanism of tACS [5, 22, 23].
Entrainment occurs when (some) brain oscillations synchronize with the frequency of the external
alternating current applied [5]. Figure 2 [5] illustrates this phenomenon. The grey dots represent
the pre-stimulation state, where neuronal spiking is relatively disorganized. Subsequently, when
the alternating current is applied, it generates an electric field that influences the timing of the
spiking of the neurons, as depicted by the pink dots. That is, neurons align with the frequency of
the alternating current. This can be described as the temporal locking of brain oscillations with
the given electrical stimulus [5].

While not all neurons synchronize with the given frequency stimulus, as observed in studies exam-
ining the effects of tACS in nonhuman primates [22, 23], the synchronized activity of some neurons
could be sufficient to alter the brain state. This effect has the potential to enhance cognitive and
motor functions, depending on factors such as the site of application, frequency, and dosage of the
stimulation [5, 21].
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Figure 2: Entrainment - the effect of tACS when turning the stimulation on. The black
dots represent neural spikes before stimulation (disorganized) and the pink dots represent
neural after stimulation (synchronized with the stimulation). Figure is taken from Wis-
chnewski et al. (2023) [5].

Observed stimulation-outlasting effects of tACS are hypothesized to be caused by spike-timing-
dependent plasticity (STDP) [24]. This theory assumes that tACS entrains a subset of the targeted
neurons, leading to a form of synaptic plasticity reliant on the precise timing of action potentials
between pre-synaptic and post-synaptic neurons [24, 25]. When a pre-synaptic action potential
precedes a post-synaptic potential, long-term potentiation occurs, strengthening the synapse and
increasing the likelihood of future pre-synaptic influence on post-synaptic activity. Conversely,
if the post-synaptic potential precedes the pre-synaptic action potential, long-term depression
occurs, weakening the synapse [25]. During tACS application, the (partial) entrainment of neuronal
oscillations modulates the timing of spikes, leading to the strengthening or weakening of synapses,
and thus creating lasting changes in brain connectivity and function.

1.2 Dual-site tACS
As mentioned before in 1.1, abnormal brain oscillations have been implicated in various neurological
and psychiatric disorders (1.1). Abnormal brain waves affect not only individual brain regions but
also communication between multiple regions [14, 26, 27]. Specifically, the functional connectivity
(FC) between distant cortical areas plays a crucial role in facilitating the flow of information
across the brain [5, 15]. Thus, researchers have explored the application of tACS simultaneously
in more than one cortical area [9, 11, 12, 14–16, 28, 29]. In dual-site tACS, electrical stimulation
is administered to two distinct cortical regions concurrently.

In particular, when dual-site tACS is applied with a frequency within the beta range (e.g. 20 Hz), it
holds promise for modulating motor and cognitive function [12, 13, 30]. Specifically, this technique
targets response inhibition [12, 13] and the regulation of current motor states [30]. When these
control mechanisms malfunction, the ability to transition between different coordination patterns
may be compromised.

1.3 Phase lag
One variable that comes inherently when applying tACS to two sites is the difference in phase
between the two applied stimuli, also called the phase lag. When this phase lag is equal to zero,
it is called in-phase stimulation. This means that the sinusoidals applied with tACS on both sites
have the same peaks and troughs aligned over time, as well as their frequency and amplitude.
Various phase lags can be introduced between the two stimulated regions. For example, anti-
phase stimulation can be applied, characterized by a phase lag of π, where the peaks and troughs
of the sinusoidal forms are exactly opposite to each other. Figure 3 includes a visualization of
both in-phase and anti-phase stimulation, where dual-site tACS was applied on the left and right
hemisphere [14]:

5



Figure 3: Example of in-phase and anti-phase stimulation in dual-site tACS, applied on
the left and right hemispheres. Figure taken from Schwab et al. (2019) [14].

The effects of in- and anti-phase stimulations have been previously investigated [9–16, 28–30]
for dual-site tACS. Generally, most studies report that in-phase and anti-phase stimulations exert
different, or even opposing effects on the inter-regional communication between the targeted cortical
areas ([9, 12, 14, 15]). However, not all studies show this in their results by reporting no change in
FC ([13, 29]), or even reported that anti-phase showed increased FC while in-phase did not [10].
Additionally, the effects of other phase lags (e.g. π and 3π/2) remain unexplored. This warrants
further investigation to explore the effects of multiple phase lags in dual-site tACS.

1.4 Functional connectivity
FC refers to the statistical dependencies between time series of neuronal activation patterns across
different regions of the brain [31]. This concept is pivotal in neuroscience for understanding how
brain regions communicate and coordinate with each other. It is essentially a measure of how brain
activity in different regions is synchronized over time [31]. It is important to note that FC is a
statistical concept that does not directly infer causality, that is, the observed temporal correlation
between brain regions does not necessarily mean that activity in one region causes activity in
another [31].

Dual-site tACS holds promise for modulating the functional connectivity (FC) between cortical
areas [16, 24, 32]. By targeting specific frequencies that are naturally present in the brain’s
oscillatory activity, dual-site tACS can potentially enhance or diminish the synchronization between
cortical areas, thereby modulating the FC between them (reference).

FC plays a crucial role in brain function and has been implicated in a wide range of neurological
disorders (references). Dual-site tACS allows for the simultaneous application of tACS to multiple
cortical areas, offering the potential to modulate FC. A modulation could be beneficial in the
clinical setting, depending on whether the patient has cortical areas exhibiting either excessive or
deficient FC (references).

1.4.1 Base of FC measures: phase clustering

There are various approaches [10–15, 29, 33] to measure FC within the application of dual-site
tACS. The measuring method of most of these FC measures is based on inter-site phase clustering
(ISPC), which describes in which quantity the phase difference is consistent over time between the
two sites (i.e. regions) of interest [34]. When the phase difference is consistent, it is correlated to
a high level of FC.
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This phase difference is often also referred to as the phase lag. In the context of dual-site tACS
and FC, this can be confusing. The difference is that the phase lag in dual-site tACS is an input
phase difference between the two given stimuli and the phase lag in FC is the measured output
phase difference between two electroencephalogram (EEG) signals.

Another possible confusion is the word ’lag’, as in the context of connectivity this can refer to that
one signal lags the other i.e. the opposite of a phase lead. However, in FC analysis, the phase
lag or lead is not considered. The term phase lag refers to the absolute phase difference between
signals when measuring FC.

In an effort to avoid confusion, from now on, phase lag (without hyphen) is used to refer to the
input phase difference in dual-site tACS. The term phase-lag (with hyphen) is used to refer to the
measured phase-lag between EEG signals, in the context of quantifying FC.

Continuing with the investigation of a consistent phase-lag over time, we further elaborate on the
calculation of ISPC. An example involving two EEG signals from electrodes x and y is provided.
Both signals are sinusoidal and have an amplitude (mx, my) and phase component (ϕx, ϕy) such
that they can be described as mx ∗ eiϕx and my ∗ eiϕy . With a focus on the phase component,
ISPC looks for whether the signals x and y are showing a constant phase difference ∆ϕ over time.
Within the example of signals x and y, we can subtract these signals from each other to obtain
equation 1:

eiϕx − eiϕy = ei(ϕx−ϕy) = ei∆ϕ with ∆ϕ = ϕx − ϕy (1)

To then have a look at whether the phases of x and y are functionally connected, we must look at
the phase angle difference. To obtain the phase angle difference, we first need to obtain the phase
angles of both signal x and y over time. To perform this transformation, we can apply a Morlet
Wavelet Convolution (MWC). It is a convolution of the narrowband (snippet from broadband)
filtered signal with a complex Morlet wavelet [34]. MWC derives both a frequency component and
a phase angle component and keeps the time component. After transformation, three features are
extracted: amplitude, phase and narrowband filtered signal [35]. All these features can then be
plotted over time. For the application in our example, we transform EEG signals x and y such
that we extract their phase component and have a phase angle over time plot. This transformation
is illustrated in Figure 4:

Figure 4: The figure on the left shows the original two exemplary EEG signals x and y.
The figure on the right shows the same signals x and y after MWC, now displaying the
phase angle over time of both these signals. Figures taken from Cohen (2014) [34].

Using Equation 1, with MWC we can also obtain this formula with a time component t (Equation
2).

eiϕxt − eiϕyt = ei(ϕxt−ϕyt) = ei∆ϕt with ∆ϕt = ϕxt − ϕyt (2)

When applying Equation 2, we obtain the phase angle difference of signals x and y. The phase
angle time series from Figure 4 is then converted to a phase angle difference time series in Figure 5a.
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When projected onto the complex plane, we obtain Figure 5b. In this figure, each line represents a
phase angle difference. After collecting these multiple phase differences across various time points,
it can be evaluated whether these obtained phase differences consistently show a similar value.
This would then indicate that both brain regions are functionally connected.

(a) Phase differences in time series [34].
(b) Phase differences in the
complex plane.

Figure 5: On the left, the phase angle difference time series for signals x and y. On the
right, the same phase angle differences over time are projected onto the complex plane.
Figures taken from Cohen (2014) [34].

To do this, the average of these phase angle differences must be calculated. As phase angles are
not on a linear scale, but a circular scale, we cannot simply add up the phase angles and divide by
the number of measured phase angles [34]. For instance, consider phase angle differences of -0.1π
and 2π, illustrated in figure 6 [36]. If averaged linearly, the answer would be 0.95π. However, on
a circular scale, the answer should be -0.05π, as demonstrated by the yellow line in figure 6.

Figure 6: Example illustrating the problem with linear averaging of angles for signals x
(in blue) and y (in green). The orange line represents the linear average, while the yellow
line illustrates the correct circular average of the phase angles of x and y. Figure taken from
Cohen (2019) [36].

This problem arises in particular with the use of 0/2π. In general, averaging phase angles linearly
leads to two possible answers, depending on the use of the sign. To address this, a solution is to
average not just the phase angles themselves but the vectors representing these angles. This ap-
proach also provides insights into the concentration of data around specific phase angles. Without
going into detail, averaging these vectors results in longer average vectors when individual angles
are closely aligned. This outcome aligns with the concept of phase clustering (ISPC), the key
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concept of most FC measures.

To demonstrate this with EEG data, an example is given when measuring signals from electrodes
C3 and C4 (Figure 7). Here, the phase angle difference is calculated for the electrode pair C3-C4
for two timestamps t=0 and t=1 (Figure 7A). When averaging their corresponding vectors, an
approximation is drawn with the blue line (Figure 7B) with a length of approximately 0.8.

Figure 7: ISPC explained in polar space with a theoretical measurement of electrodes C3
and C4. On the left (A), two vectors with phase angle differences of two time points (t=0
and t=1): ∆ϕC3C4(t = 0) and ϕC3C4(t = 0), respectively. On the right (B), the resultant
averaged vector (mean(∆ϕC3C4)) of the vectors of both time points, corresponding to an
amplitude of |mC3C4| ≈ 0.8.

Based on this information, we can describe the formula of ISPC (Equation 3), where we calculate
this clustering of phase angle differences. This measure is essentially a summation of all data points
n (over time t) of the previous equation (Equation 2) about the phase angle difference (ϕxt

−ϕyt
):

ISPCf =

∣∣∣∣∣ 1n
n∑

t=1

ei(ϕxt−ϕyt )

∣∣∣∣∣ (3)

Further explanation of variables of the equation

Here, ISPCf denotes the ISPC for a specific frequency f , computed as the absolute value of the
average phase difference between the time points (t) of the brain signals x and y. The higher the
clustering of phase differences, the higher the value of ISPC, ranging from 0 (no connectivity) to
1 (complete connectivity).

1.4.2 Volume conduction

Implementing ISPC to quantify FC can be problematic. This is due to volume conduction. Vol-
ume conduction (Figure 8 refers to the phenomenon where electrical signals spread almost instan-
taneously through the conductive medium (scalp, skull, and cerebrospinal fluid) surrounding the
brain [34]. It is relatively instantaneous when considering that the electrical signal is traveling
with the speed of light and only depends on factors such as the distance traveled, frequency, and
resistance of the medium [37]. However, these factors only contribute to a very minimal delay
compared to the electrical potential traveling from the brain region where some signal originates
from the measuring electrode at the scalp. This relatively instantaneous transmission within the
purpose of measuring true brain connectivity can lead to a spurious estimation of FC between
brain regions, as the signals measured at different electrodes may reflect shared noise rather than
neural communication.

As can be seen in Figure 8B and C, one brain signal can be detected by two electrodes due to
instantaneous transmission [34]. This would then be detected as a phase angle difference of (almost)
0 or π. Whether that would be 0 or π depends on the spatial relationship between the measuring
electrodes and the neural source. To elaborate, in case the electrodes are placed on opposite sides
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Figure 8: Volume conduction problem. Desired (A) and undesired (B and C) measured
connectivity scenarios [34].

of the dipole, the measured signals exhibit a phase difference of π due to the inverse polarity [37].
Conversely, if the electrodes are on the same side of the dipole, a phase difference of 0 is observed
due to aligned polarity.

That being said, true connectivity with a phase-lag of 0 or π does exist [34]. However, as explained
here, there is a high chance that these values for phase-lags are related to volume conduction.
Therefore, FC measures are preferred that exclude connectivity related to zero/π phase-lag.

In Figure (5b) we see phase clustering around a phase angle difference of 0. When quantifying
FC with ISPC, it would generate a relatively high FC value, while in reality, this is probably due
to volume conduction. To address this issue, the concept of weighting FC was introduced. This
concept will be described in the next subsection.

1.4.3 Phase-lag-based FC measures

Vinck et al. [38] proposed measuring FC by a weighted Phase Lag Index (wPLI) in 2011. Before
explaining wPLI, the Phase Lag Index (PLI) must be explained, a measure introduced by Stam et
al. in 2007 [39]. Compared to ISPC, it is necessary to perform two additional steps to calculate
the PLI. The first step is taking the imaginary part (See Figure 9):

Figure 9: An example of 7 measured phase angle differences of electrodes C3-C4, with
the average vector depicted in blue. Taking the imaginary part results in an FC value of
approximately 0.5.

Similarly to Figure 7, the blue vector represents the averaging of phase angles. When taking the
imaginary part of this vector value, the vector is projected onto the imaginary axis, indicating an
FC value of approximately 0.5.
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Figure 10: Concept of weighting FC. On the left weighting all phase-lags equally and on
the right avoiding and diminisihing FC values when originating from a phase-lag difference
around 0 or π. Figure taken from Vinck et al. (2011) [38].

The second additional step is taking into consideration the sign. That is, after taking the imaginary
part, a value of 1 is assigned for positive phase differences and -1 for negative phase differences. In
the example of figure 9, this FC value would be equal to 1. Hence, PLI computes the average sign of
the imaginary part of the cross-spectral density (related to phase clustering), rather than averaging
vectors [34]. In addition, the absolute value is taken as again, with functional connectivity, no
difference between phase lag and phase lead is made. These steps together provide the following
formula for PLI:

PLI =

∣∣∣∣∣ 1n
n∑

t=1

sign(Im(Sxyt))

∣∣∣∣∣ with Sxyt = ei(ϕx−ϕy)t (4)

Here, we have a summation with n data points over t time and Sxyt presenting the phase angle
difference over time of signals x and y. As demonstrated by the equation, PLI quantifies the bias
of phase angle differences towards either the positive or negative sides of the imaginary axis on
the complex plane. A high PLI indicates that all phase angle differences are consistently on one
side of the imaginary axis. Conversely, a PLI of zero signifies an equal distribution of positive and
negative phase angle differences relative to the imaginary axis.

The wPLI builds upon the principles of PLI by incorporating weighting, based on the distance
of the phase angles from the real axis [34, 38]. Equation 4 demonstrates that the wPLI not only
considers the sign of the angles but also scales them by the magnitude of the imaginary component.
Consequently, angle differences further away from zero or π radians exert a greater impact on the
estimation of connectivity, as depicted in Equation 5. As a consequence, this creates the weighting
as depicted earlier in figure 10.

wPLI =
n−1

∑n
t=1 |Im(Sxyt)| sign(Im(Sxyt))

n−1
∑n

t=1(Im(Sxyt))
with Sxyt = ei(ϕx−ϕy)t (5)

There is one thing to take into consideration when applying a weighting factor like in wPLI (by
means of taking the imaginary part), compared to the more straightforward measure ISPC. At
times, functional connectivity (FC) exhibits a phase-lag that gradually changes over time. For
instance, if one signal oscillates at 10 Hz and another at 10.1 Hz, they synchronize, but their
phase-lag slightly fluctuates over time (the averaged vector in polar space rotates with 0.1 Hz).
Cohen et al. demonstrated this phenomenon through simulation [34] in Figure 11.

In this simulation (where nearly complete FC was simulated), ISPC was found to be consistent
nearing 1, but debiased wPLI (dwPLI) was going to zero when the phase-lag passes 0 (or π). In
conclusion, this simulation demonstrates once more the downside of using a phase-lag-based FC
measure to avoid volume conduction, which is missing true connectivity.
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Figure 11: Simulation of detecting FC problem with phase-lag-based FC measure (dwPLI)
when true FC occurs but is not stationary over time [34] At t=200 ms both dwPLI and
ISPC detect correctly FC, but at t=363 ms, dwPLI misses true FC, while ISPC finds it.

1.4.4 Phase-lag and amplitude-based FC measures

PLI and wPLI assume equal amplitudes for all measurements. On the contrary, coherence based
FC measures do not make this assumption and therefore include power (i.e. amplitude squared)
information [34, 40].

Interestingly, Nolte et al. [40] claim that based on their study about quantifying FC with ImCoh,
including the amplitude information yields more robust results. This may be due to the dependence
of the phase-lag on the amplitudes. First, for a signal with low amplitude, it is more likely that
its phase component would be distorted by noise [40]. Therefore, the measurement of signals
with low amplitude would be less reliable, and therefore a weighting of the amplitudes would
be desirable. Secondly, the measurement of phase angles is subject to a principle of uncertainty
concerning amplitude size [35]. Specifically, smaller amplitudes introduce greater uncertainty in
phase value determination, whereas larger amplitudes afford greater certainty in phase estimation.
An analogy that comes to mind is measuring an angle using a geometric triangle. When trying
to precisely determine a certain angle, opting for a longer distance from the angle being measured
results in greater precision compared to a shorter distance. Similarly, when determining an angle
of a signal’s vector, a larger amplitude provides a more reliable determination of the phase angle.
Thus, although the main objective is to assess a change in connectivity based on consistent phase
measurement, incorporating the amplitude may enhance the reliability of these phase measurements
([40]).

The difference between purely phase-lag-based FC measures and both phase-lag and amplitude-
based FC measures is illustrated in Figure 12. Here, in both the purely phase-lag-based example
and the phase-lag and amplitude-based example, we can find vectors of two time stamps (t=0 and
t=1) corresponding to the measured connectivity of electrode pair C3-C4. The phase angles are
exactly the same, however, in the phase-based example we can see the equal amplitudes assumption,
as all vector lengths are equal to 1. On the contrary, in the phase- and amplitude-based example,
we find varying vector lengths, demonstrating the incorporation of amplitude information. For
both types of FC measures, the imaginary part is used to handle the volume conduction. For
example in the category of phase-based FC measures, wPLI uses the imaginary part and in the
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category of phase- and amplitude-based FC measures, ImCoh explicitly makes use of this [38, 40].
To compare such measures, a projection onto the imaginary axis is made for both types of FC
measures. Figure 12 shows that this leads to a (slightly) different outcome in measured FC.

Figure 12: Difference between two categories of FC measures: purely phase-based (left)
where the vectors are all equal to 1 and phase- and amplitude-based (right) where the
vectors have varying amplitude. The blue vector is the average of both vectors originating
from a phase-lag between two electrodes, in this example C3-C4. In addition, the projection
to the imaginary axis is added for comparison of the two types of FC measures when both
include only the imaginary part (e.g. wPLI and ImCoh).

Coherence-based FC measures are the most common practice within the type of incorporating both
amplitude and phase components to measure FC. Coherence-based FC measures originate from
the formula for coherency [40]:

Cxy =
Sxy√

Sxx(f)Syy(f)
(6)

with electrodes x and y. Sxy is the cross-spectrum and equation 6 the normalized cross-spectrum
between x and y (normalized by auto-spectra of electrodes x and y). In more detail, Sxy, Sxx and
Syy can expressed as:

Sxy = ⟨mxe
iϕx ∗mye

−iϕy ⟩ = ⟨mxmye
i∆ϕ⟩, with ∆ϕ = ϕx − ϕy,

Sxx(f) = ⟨mxe
iϕx ∗mxe

−iϕx⟩ = ⟨m2
x⟩,

Syy(f) = ⟨mye
iϕy ∗mye

−iϕy ⟩ = ⟨m2
y⟩.

(7)

In which ⟨⟩ represents an average over multiple EEG measurement time points. Here we find for

Filling this into equation 6, then it can be rewritten as:

Cxy =
⟨mxmye

i∆ϕ⟩√
⟨m2

x⟩⟨m2
y⟩

(8)

To go from coherency to coherence (Coh), the absolute value of Cxy(f) is taken:

Cohxy(f) ≡ |Cxy(f)| (9)

When applying the absolute and take the square of m2
x and m2

y, we get:
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Cohxy =
|mxmye

i∆ϕ|
|mx||my|

(10)

Then, if we take the imaginary part and translate this onto a scale over time points t, we get
a formula that is similar to the format of ISPC (Equation 3) and wPLI (Equation 5). We then
obtain Equation 11 [34]:

|ImCoh| =
∣∣Im(n−1

∑n
t=1 |mtx| |mty|Sxyt)

∣∣
n−1

∑n
t=1 mtx · n−1

∑n
t=1 mty

with Sxyt = ei(ϕx−ϕy)t (11)

1.4.5 Choice of FC measure

In this study, we have selected one phase-lag-based FC measure and one measure that incorporates
both phase-lag and amplitude information. Specifically, we have chosen FC measures that are
maximally robust against volume conduction. These measures are wPLI (a phase-lag-based FC
measure) and ImCoh (a phase-lag and amplitude-based FC measure), as they both incorporate
weighting along the imaginary axis such that spurious connectivity with phase-lag 0 and π is
omitted.

When comparing ImCoh and wPLI, it is evident that they share a common foundation in phase
clustering, as both include ei(ϕx−ϕy)t. However, they diverge in two key aspects. Firstly, ImCoh
does not take into consideration the sign simplification. Secondly, a significant distinction lies in the
normalization of phase clustering (Sxyt) by the amplitudes of x and y. However, in the application
of tACS when weak electric fields are used, no significant changes in power (amplitude squared)
are expected [15, 41]. Returning to Nolte et al.’s assertion [40] that incorporating amplitude could
enhance reliability due to increased weight on larger vectors and therefore higher reliability of
measured phase values [40], this may not directly apply within tACS experiments. Thus, it can be
concluded that ImCoh and wPLI should yield similar results in tACS experiments.

1.4.6 Impact of dual-site tACS phase lag on FC

Previous studies suggest that the manipulation of the induced phase lag in dual-site tACS might
influence FC modulation. As discussed earlier (1.3), these studies have explored the effects of
in-phase and anti-phase stimulation and typically reported a modulation of the FC compared to
a sham condition. The dual-site tACS studies that have compared phase lag conditions [9, 10,
12–15, 29], assessed by offline FC data, are presented in Table 1.

Table 1: Dual-site tACS studies that have investigated at least in-phase and anti-phase
conditions by means of an FC measure. Alongside, the frequency band of interest, FC
measurement, and the primary FC outcomes were reported. FC measures used were wPLI,
wPPC (weighted pairwise phase consistency), PPI (psychophysiological interaction), Im-
Coh, and MSC.

Study Frequency FC Measure Primary FC Outcome
Meng (2023) [12] beta wPLI Increased IP compared to AP and sham
Zhang (2023) [29] alpha wPPC No change for any condition
Tan (2022) [13] beta ImCoh No change for any condition
Schwab (2019) [14] alpha ImCoh Increased IP compared to AP and jittered phase
Violante (2017) [11] theta PPI Increased IP & increased AP for different regions
Helfrich (2014) [15] gamma MSC Increased IP & no change AP compared to sham
Strüber (2014) [10] gamma MSC Increased AP & no change IP compared to sham
Polanía (2012) [9] theta wPLI Increased IP compared to AP and sham

Overall, investigating the effects of the used phase lags in dual-site tACS on FC modulation rep-
resents a crucial area of research with significant implications for understanding the aftereffects of
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dual-site tACS. By gaining a better understanding of these effects, future dual-site tACS experi-
ments may help mitigate the high variability observed in current research findings [9, 10, 12–15,
29].

1.5 Aim
Our main objective in this study is to investigate the role of induced phase lags in dual-site tACS
applied to both primary motor cortices (M1s). Specifically, we aim to assess in what way the
type of induced phase lag contributes to changes in FC (increase or decrease) within these regions.
That is, we want to compare each phase lag condition with sham and also compare each phase lag
condition with each other. This investigation offers insights into the mechanisms contributing to
the observed variability in dual-site tACS outcomes, potentially enhancing treatment efficacy in
neurological disorders.

In addition, we want to have more insights on how to interpret FC measures and have an indication
of what FC measure might be preferred to use in the context of dual-site tACS. Moreover, we want
to understand better the influence of various parameter settings used within our study design on
detecting FC modulation, as will be discussed in 2.7.

Thus, our main research question is: "How does the phase lag condition in dual-site transcranial
Alternating Current Stimulation (tACS) induce changes in beta-band EEG functional connectivity
(FC) between the primary motor cortices of healthy participants?"

In combination with the sub-questions:

• Which FC measure effectively captures the observed changes in FC?

• What parameter settings effectively capture the observed changes in FC?

Based on earlier findings [9–15, 29], we hypothesize that dual-site tACS will induce changes in
functional connectivity (FC) across different phase lag conditions. Given the variability in outcomes
from previous studies, we do not hypothesize whether these changes will manifest as increases or
decreases in FC. Instead, we hypothesize that different phase lags will result in distinct changes in
FC. If a uniform distribution across the phase lags is observed, we expect this will be evident in the
polar plot, with one or more phase lag conditions showing lower or higher ∆FC values compared
to Sham.

In addition, we hypothesize that both imaginary coherence (ImCoh) and weighted Phase Lag
Index (wPLI) effectively capture the observed changes in FC. While variations in outcomes are
anticipated due to the inclusion of amplitude weighting in ImCoh and its exclusion in wPLI, it is
expected that both measures yield comparable results, aligning with the main research question.
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2 Methods

2.1 Participants
Nine healthy participants between the ages of 18 and 34 years (mean age: 26) were recruited for
this study and received financial compensation. Of these participants, six were male and three
were female. Additionally, six were right-handed, and three were left-handed. No participant
had undergone brain stimulation before. Prior to the experiment, participants were provided
with detailed information about the study procedures and objectives, after which they provided
written informed consent. The study was approved by the ethical committee of the University of
Twente, Faculty of Electrical Engineering, Mathematics, and Computer Science (EEMCS) and was
conducted according to the declaration of Helsinki (2013).

2.2 Experimental design
In this study, dual-site tACS was performed using four different phase-lags, namely 0 (IP: InPhase),
π/2 (PH: PiHalf), π (AP: AntiPhase), and 3π/2 (3HP: 3HalfPi). Additionally, a sham condition
was included, this condition tries to replicate the sensory experience of tACS stimulation without
administering actual electrical stimulation. Thus, in total each participant underwent all five
conditions. For the four phase-lags and the sham condition, a ramp-up and ramp-down of the
stimulation, with a duration of 3 seconds each, were used.

Figure 13: Experiment set-up for one condition of one participant. During stimulation
blocks are white, the pre-stimulation block is marked in blue, post-stimulation blocks are
marked yellow (post-stimulation block right after first stimulation dark yellow) and the no-
stimulation block is marked green.

Each condition consists of a 22 minute block (see Figure 13). The data can be divided into dur-
ing stimulation (white), pre-stimulation (blue), post-stimulation (yellow) data and no-stimulation
(green). EEG data was acquired during all the blocks of each condition. Nevertheless, the EEG
data during stimulation (online data) is heavily influenced by the tACS stimulation [42], so this
data is filtered out during preprocessing. For the analysis we only used the data before and
after stimulation, specifically, pre-stimulation and post-stimulation blocks (offline data). The no-
stimulation block has been excluded from the analysis to ensure consistent block lengths for all
data right after a stimulation block.

The order of the conditions was randomized for each participant, and they were blinded to the
order. Moreover, there was at least a 5-minute interval between each condition. This is considered
to be sufficient rest such that we can assume independence between conditions within one subject.

2.3 Electrophysiological recordings and stimulation
The raw multichannel data derived from the experiment with dual-site tACS, consists of recordings
of all nine participants. The multichannel data contains 64 measuring EEG electrodes (with FCz
as the reference electrode), 8 stimulating EEG electrodes, 4 EoG electrodes, and 2 ECG electrodes.

In the experimental setup, a weak electrical current of 4 mA peak-to-peak, 20 Hz, to both primary
motor cortices (M1s) using dual-site tACS was administered. The alternating current is generated
by employing a 3 to 1 electrode montage. This montage consists of a central stimulating electrode
where a maximum current of 4 mA is applied, surrounded by three outer electrodes with an opposite
current of 1/3 of the value of the central electrode each one, which serve as counterbalances to
prevent current leakage.

In Figure 1, found in Section 1.1, an illustration of a 4 to 1 electrode configuration was provided for
reference. The primary distinction between this montage and the one we used lies in the presence
of a fourth outer electrode near the ear in the 4 to 1 configuration, which is absent in our 3 to
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1 system. Additionally, it is worth mentioning that the relative distances between the electrodes
and their sizes depicted in the figure are exaggerated for visualization purposes. Nevertheless,
the figure effectively elucidates the underlying principle, highlighting the central electrode (in red)
delivering positive current and the surrounding outer electrodes (in blue) responsible for delivering
an opposite current to maintain focus on the targeted stimulation site and prevent current leakage.

This targeted stimulation site is the M1 on both hemispheres. Specifically, for this study the cental
stimulation electrodes were positioned in the EEG positions C3 on the left M1 and C4 on the right
M1. The corresponding outer electrodes were FC3, C1, CP3 and FC4, C2, CP4 on the left and
right M1, respectively. Each set of four electrodes then creates an electric field underneath.

In figure 14, the set-up of EEG electrodes is shown, of which the green and yellow marked electrodes
follow the 10-10 electrode system for EEG recording [43]. However, the green and yellow electrodes
with the black outline are not used for measuring the EEG but for the tACS stimulation. Therefore,
an additional eight electrodes are placed nearby the stimulation electrodes. Following the arrow
from the black outlined electrodes to a red or white electrode, around the left primary motor cortex
we use the additional measuring electrodes CCP5h, FFC5h, FCC3h, CCP3h. Around the right
primary motor cortex we use the additional measuring electrodes CCP6h, FFC6h, FCC4h, CCP4h.

Figure 14: Configuration of the 10-10 electrode system for EEG recording, figure taken
from Brain Products GmbH [44]. Green and yellow electrodes represent the standard 10-10
layout. Optional red and white electrodes are utilized for setting up 4-to-1 tACS montages
in the M1 region bilaterally. These stimulation montages, outlined in black, are solely for
delivering stimulation and do not record EEG data. Eight arrows originating from the
outlined electrodes indicate which nearby red or white electrodes are used instead for EEG
measurement. The black electrode AFz serves as the ground electrode and the blue electrode
FCz as the reference electrode.
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2.4 Data pre-processing
The recorded data was subjected to the following preprocessing steps:

1. Data division into online and offline data;

2. Concatenation of offline data;

3. Bandpass filtering 0.5-40 Hz;

4. Downsampling from 5 kHz to 2.5 kHz;

5. Application of Independent Component Analysis (ICA). ICA decomposes EEG signals into
statistically independent components, which we can use to eliminate physiology-based arti-
facts;

6. Pearson’s linear correlation was employed to compare ICA components with electrocardiog-
raphy (ECG) and electrooculography (EOG) signals. Thresholds were initially set at 0.2 for
both EOG and ECG, in accordance with a previous dual-site tACS experiment by Schwab
et al. [14]. Following analysis of pilot data, the threshold for ECG was adjusted to 0.3;

7. Additional ICA components based on visual inspection were removed [45]. Components
where frontal focused activity was observed were identified as EOG related components and
therefore eliminated. Electromyography (EMG) related data was recognized by focalized ac-
tivity around the ears or neck. Additionally, characteristic muscle-like activity patterns were
identified through inspection of the Power Spectral Density (PSD) plots [34]. By integrat-
ing topographic plot inspection with analysis of the PSD plot, muscle-related artifacts were
effectively removed. In total, no more than five ICA components were removed to ensure
sufficient preservation of data;

8. In the ICA processing step, additional components were visually inspected and removed
to preserve data quality. Electrooculography (EOG) channels were examined for frontal-
focused activity indicative of eye movements. Electromyography (EMG) related data was
identified through focalized activity around the ears or neck in combination with Power
Spectral Density (PSD) plot inspection for typical muscle-related artifacts, ensuring their
removal. To maintain data integrity, a maximum of five components were removed, balancing
artifact removal with data preservation;

9. Identification and removal of noisy channels were conducted. Channels with an average
amplitude exceeding three times the standard deviation of the mean amplitude across all
channels were automatically excluded from further analysis. In addition, further channels
were excluded from analysis based on real-time observations during data acquisition and
post-experiment inspection;

10. To ensure consistency in the number of channels across all participants, eliminated channels
were interpolated. Interpolation is a technique used to estimate the missing data points by
averaging the neighboring electrode signals. This process ensures that each participant has
the same number of channels for analysis;

11. Re-referencing the EEG data to an average reference. This involves calculating the average
signal across all electrodes and subtracting this average signal from each individual electrode.
This step is performed to create a new reference point that helps eliminate common noise
sources from the EEG signals.

2.5 FC analysis
Offline data were analyzed for all 9 participants to identify changes in FC. For the pre-stimulation
data, we use the 3-minute block preceding the first 5-minute stimulation block (highlighted in blue
in Figure 13). This 3-minute EEG data is divided into multiple segments, such as 9 segments of
20 seconds. The number of post-stimulation segments used, dependent on the post-stimulation
averaging type (see 2.7.1), was also applied to the pre-stimulation data. For instance, if 6 segments
were used for post-stimulation averaging, then the same number of segments (6) was selected for
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pre-stimulation averaging. FC is calculated for each of the selected segments, and then the average
FC value across the segments is computed and divided by the number of segments to obtain the
final averaged FC value for the pre-stimulation EEG data. An example of this data division is
illustrated in Figure 15.

Figure 15: The pre-stimulation block, lasting three minutes, is divided into segments. In
this example, segments of 20 seconds each are used, resulting in a total of 9 segments. FC is
calculated using only the last 6 segments to align with the number of used post-stimulation
segments (averaging type 1). The resulting FC values are averaged to obtain a single pre-
stimulation FC value.

.

For the post-stimulation data, we have six 1-minute blocks following a stimulation period. The first
block immediately follows a 5-minute stimulation period and is marked in darker yellow, while the
subsequent five blocks follow 1-minute stimulation periods. From each 1-minute block, initially the
first segment right after stimulation is derived. For further inspection of changes in FC over time,
other segments are also used, further explained in Section 2.9. For the six derived segments of,
for example, 20 seconds, the FC values are calculated from the EEG data of each segment. Then,
for most of the analysis (see other averaging types in Section 2.7.1), the average of all segments is
calculated. In the end, we obtain one averaged post-stimulation value.

Figure 16: The post-stimulation data is derived from six one-minute blocks. In this exam-
ple, a segment length of 20 seconds is used. Additionally, from each one-minute block, the
first segment of 20 seconds is selected. FC is then calculated for each of these six segments,
and the resulting FC values are averaged to obtain a single averaged post-stimulation FC
value.

.

From this averaged post-stimulation segment FC value and the averaged pre-stimulation FC value,
we can quantify the change in FC as depicted in Equation 12:
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Change in FC = post-stimulation FC − pre-stimulation FC (12)

The whole experiment design from preprocessing to calculating the change in FC can then be
summarized in the following flowchart (Figure 17):

Figure 17: Flowchart of experiment design.
.

2.6 FC measures
FC was computed at the electrode level using two connectivity measures: ImCoh and wPLI. This
study aims to elucidate the distinctions in outcomes between these two measures. To achieve
this, we initially focus solely on the pre-stimulation data. This approach isolates the influence
of stimulation, allowing us to evaluate the differences between the two measures independently.
We will examine whether they exhibit similar baseline values and variance, and if they manifest
comparable variability across the five conditions.

Subsequently, the results regarding the change in FC will be compared. The primary emphasis
lies in determining whether the observed changes in FC are consistent and comparable between
the two FC measures. Specifically, the objective is to determine whether these measures lead to
similar conclusions regarding our primary research question.

2.7 Parameter settings
In this study, we explore various parameters crucial for calculating FC. These parameters include:
the type of averaging used for post-stimulation data, epoch length, frequency band, and EEG elec-
trode pairs. Table 2 provides a summary of the different settings investigated for each parameter.
Initially, a base setting is chosen for each parameter, which serves as the basis for the final result
— the primary outcome addressing the main research question concerning the influence of various
(phase lag) conditions on the change in FC after dual-site tACS.

Subsequently, to address the research subquestions, we examine how alterations in each parameter
setting might affect the observed changes in FC. By comparing these variations with the main
result, our analysis aims to identify the most effective settings for highlighting changes in FC. The
insights gained can guide the selection of optimal FC analysis configurations for future studies.

2.7.1 Averaging post-stimulation blocks

FC values are known to be fluctuating over time [46–48]. Therefore, the experiment is designed such
that we can use multiple post-stimulation blocks to subsequently average the FC values of these
post-stimulation blocks. There are 6 post-stimulation blocks of one minute long in the experiment.
Throughout the analysis, three different types of averaging the post-stimulation blocks were tested:
averaging type 0, type 1 and type 2. For these blocks, first the FC was measured per block, to
then average their FC values such that we have one averaged post-stimulation FC value.

For averaging type 0, only the initial post-stimulation block is used, indicated by its darker yellow
shade compared to the subsequent 1-minute post-stimulation blocks (refer to Figures 13 and 16).
Therefore, with averaging type 0, no averaging across multiple blocks is performed. This specific
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Table 2: FC measuring parameters and its settings. Base settings are marked in bold.

Parameters Settings
Type of averaging the post-
stimulation blocks

Averaging type 0: No averaging, use only the first epoch
after the first block of 5 minute stimulation
Averaging type 1: Average all six epochs (use all post-
stimulation epochs)
Averaging type 2: Average last five epochs (only use epochs
after a 1 minute stimulation period, exclude epoch after 5
minute stimulation)

Epoch length 12 seconds
20 seconds
30 seconds

Frequency band 13-30 Hz
15-25 Hz
17-23 Hz
19-21 Hz

Electrode pairs (averaging) CCP5h-CCP6h
FFC5h-FFC6h
FCC3h-FCC4h
CCP3h-CCP4h
C5-C6
Average of all 5 electrode pairs around M1

block is of particular interest as it immediately follows the first and longest stimulation period of
the experiment.

Averaging type 1 is where all six 1 minute post-stimulation blocks are used to assess the change
in FC. Averaging type 2 is where all six but the first 1-minute post-stimulation blocks are used,
so in total five 1-minute blocks (all five light yellow blocks) are used and averaged. We have these
distinct averaging types, as the first stimulation block of 5 minutes is longer than the other 1
minute stimulation blocks, which could have an effect on the measured post-stimulation data.

For the general (change in) FC analysis, we picked averaging type 1. This is because we then use all
post-stimulation blocks to have the most robust averaged FC data. Using multiple post-stimulation
blocks allows us to capture a broader range of temporal dynamics and potential fluctuations in FC
over time. By averaging across these blocks, we mitigate the influence of any individual block’s
variability or outlier data points, resulting in a more stable and reliable representation of the overall
change in FC following stimulation.

2.7.2 Epoch length

Research on the impact of epoch length on the measurement of FC is scarce, with only a couple of
studies exploring its effects on EEG data analysis [49–51]. Fraschini et al. [49] investigated the in-
fluence of epoch length on PLI and amplitude envelope correlation (AEC). Our focus lies primarily
on PLI due to its relevance to our study, which employs a similar phase-lag-based measure, wPLI.
Notably, they observed that PLI stabilizes around 8-12 seconds, with full stabilization occurring at
approximately 12 seconds. Using an epoch length shorter than 8 seconds can result in excessively
high connectivity, as illustrated in Figure 18.
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Figure 18: The influence of epoch length on the measured FC by PLI and AEC. PLI,
the FC measure of interest, stabilizes around 8-12 seconds, being fully stable at 12 seconds.
Figure taken from Fraschini et al. [49].

.

On the other hand, Chu et al. [50] suggest that FC measures may take up to 100 seconds to
fully stabilize. This duration aligns with dual-site tACS-related studies that found a stimulation-
outlasting effect for their first used epoch with a length of 100 seconds [10, 14]. However, in other
scenarios, the stimulation-outlasting effect of dual-site tACS may be brief. Using an epoch length
of this magnitude gives rise to the risk of overlooking the effect of tACS.

Furthermore, Tort et al. [51] investigated the effect of the epoch length on the statistical measure
of assessing the modulation index (MI) for various phase bins. They found that for 30 seconds
and longer, a stable MI was expected. Shorter than 30 seconds can lead to a spurious MI. They
emphasize that these findings for MI are probably transferrable to other cross-frequency coupling
(CFC) measures.

Ultimately, selecting an appropriate epoch length involves a trade-off. A shorter epoch length
increases the risk of capturing spurious connectivity due to insufficient data samples, while a
longer epoch length may obscure the effects of tACS. Based on these considerations, we opt to test
epoch lengths ranging from a minimum of 12 seconds to a maximum of 30 seconds in our study.

2.7.3 Frequency band

Around the 20 Hz frequency stimulus, investigation into the beta-band FC is conducted. Typically,
the beta-band encompasses frequencies ranging from 13 to 30 Hz. Prior studies targeting the beta-
band with tACS at 20 Hz have similarly explored the 13-30 Hz range [1, 12, 52] or closely to
this range [13, 30, 53]. However, a critical question arises regarding the necessity of investigating
such a broad frequency band when applying tACS at 20 Hz. It remains unclear whether the effects
extend to frequencies at the edge of the beta-band (e.g. 13 Hz, 30 Hz) or primarily remain centered
around 20 Hz. There is concern that by selecting a band that is too broad, the effect of tACS may
be overlooked.

2.7.4 Averaging electrode pairs

We choose to study the following electrode pairs since these are found in the M1s and around
them:

• CCP5h-CCP6h

• FFC5h-FFC6h

• FCC3h-FCC4h
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• CCP3h-CCP4h

• C5-C6

From these selected electrode pairs, we are able to assess FC, as further elaborated in Section 2.5.
One such electrode pair in proximity to the stimulation electrode pair C3-C4 is CCP5h-CCP6h.
Given the possibility of a localized effect of tACS, we initially examine the FC values obtained from
these electrodes. However, as mentioned before when averaging post-stimulation blocks (Section
2.7.1), FC values fluctuate over time due to dynamic brain activity [46–48]. Therefore, similar to
averaging the post-stimulation blocks, we have additionally computed the average of FC values
derived from all electrode pairs. This enhances the robustness of our FC calculations in assessing
changes.

2.8 Statistics
Circular and linear statistical methods
To gain a comprehensive understanding of how the change in FC (∆FC) varies across different
phase lag conditions, we employed circular statistics for our analysis. This approach enables us
to preserve the circular nature of the phase lags, allowing us to test our hypotheses. That is,
we hypothesized that phase conditions like InPhase and AntiPhase, which exhibit opposite phase
lags, would induce contrasting effects on ∆FC. Equivalently, this opposite relationship is expected
between the PiHalf and 3HalfPi conditions.

Initially, we applied standard linear statistical methods in the form of an analysis of variance
(ANOVA). However, we encountered limitations with this approach. ANOVA does not consider the
circular nature of the data, leading to a loss of angular relationship between conditions. This loss of
relationship could potentially mask a significant effect of tACS, particularly when opposite effects
are anticipated across different phase lags. In an ANOVA F-test, the test statistic is evaluated
against the overall mean. This can become an issue when more than one phase lag exhibits a
significant change in FC. Possibly, a larger change in FC is needed to achieve significance compared
to when only one phase lag deviates from the overall mean.

Even more, when employing circular statistics, any opposite effect across inverse phase lag condi-
tions would be found for a relatively smaller change in FC. When two phase lag conditions display
contrasting effects in ∆FC, the skewness of the circular distribution becomes more pronounced
compared to the scenario where only one phase lag condition is affected by the stimulation. On
the other hand, we have to keep in mind that this principle holds true in reverse. That is, if
opposing phase lag conditions demonstrate the same type of change (e.g. both increased FC), then
a relatively higher change in FC is required to be regarded as significant. Moreover, in a scenario
where all phase lag conditions demonstrate a similar type of change in FC (distinctly different from
∆FC=0 and/or distinctly different from sham), the distribution remains uniform.

Mean Vector Length
In general, we choose circular statistics to preserve the angular relationship between the phase
lag conditions. Specifically, we opted to use the Mean Vector Length (MVL) in conjunction with
permutation statistics [54]. This method, also referred to as Amplitude Phase Locking (APL) [55],
has been validated in the context of phase-amplitude coupling [51, 56]. In our study, rather than
evaluating amplitudes for each phase condition, we examined changes in FC across various phase
lag conditions. By integrating permutation statistics into this approach, we circumvented the need
for a normal distribution and mitigated any potential shortcomings associated with MVL [56].

Multiple condition comparisons
If the null hypothesis is rejected, indicating a non-uniform distribution with a significant MVL at
a p-value < 0.05, we will proceed with planned comparison testing. As outlined in our research
plan, in the event of a notable non-uniform distribution of phase lags, our aim is to assess which
phase lag condition significantly differs from the sham condition. In addition, we also aim to assess
differences among the phase lag conditions. Therefore, we have designed multiple comparisons
tests with all ten comparisons:

• SH-IP
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• SH-PH

• SH-AP

• SH-3HP

• IP-PH

• IP-AP

• IP-3HP

• PH-AP

• PH-3HP

• AP-3HP

Given that the same participants are used for different conditions, a two-sample dependent test
is used for the comparisons. Initially, the normality of the paired data will be assessed using the
Shapiro-Wilk test [57]. If the data conforms to a normal distribution, we will use the parametric
paired-sample t-test to assess the significance of differences in the two means. Alternatively, if the
data deviates from normality, the non-parametric counterpart of the t-test for dependent samples
will be employed i.e. the Wilcoxon signed-rank test. To address the issue of multiple hypothesis
testing and control for false positives in our statistical analysis, we applied a Bonferroni-correction
to the p-values obtained from our hypothesis tests.

2.9 Visualization of temporal changes in FC
After initially analyzing only the immediate segments of the post-stimulation blocks, the full post-
stimulation block can be fully examined by implementing a sliding window approach to explore
temporal changes in connectivity. This sliding window has the length of the chosen segment length.
For instance, with an initial segment length of 0-20 seconds and a sliding window shift of 5 seconds,
subsequent intervals would progress as follows: 5-25 seconds, 10-30 seconds, and so forth, up to
40-60 seconds, covering the entire minute of the post-stimulation block. By implementing this
approach, it can be visualized how the measured change in FC behaves over time. However, no
statistical significance is assessed for these additional segments beyond the initial 0-20 seconds time
window.

2.10 Optimization of settings based on preliminary results
While analyzing the preliminary results of the base setting, we observed no statistically significant
differences in either ImCoh or wPLI. Subsequently, in our initial exploration of all parameter
settings, we identified a significant result for the electrode pair FCC3h-FCC4h (measured by wPLI).
However, the significance of this finding was marginal and did not persist in subsequent multiple
comparisons tests. This led to further exploration of the parameter settings for p-values close to
significance (p<0.10).

Exploration of parameter settings within our preliminary results (see Table 3 in Section 3.1) pro-
vided the following findings:

• Electrode pairs: In addition to the significant electrode pair FCC3h-FCC4h, we found for C5-
C6 a p-value below 0.10. Other electrode pairs used for EEG measurement were investigated
adjacent to these electrode pairs (FCC3h-FCC4h, C5-C6) for relatively low p-values (p<0.10).
This led to our finding that FC5-FC6 showed a significant result for 17-23 Hz.

• Frequency band: Broader frequency bands (15-25 Hz, 13-30 Hz) exhibited p-values below
0.10.

• Averaging type: The p-values exhibited little variation, which justifies retaining the averaging
type that incorporates all data (averaging type 1).
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• Epoch length: A substantial increase in the p-value was observed upon either decreasing
(12s) or increasing (30s) the epoch length, thus indicating to maintain an epoch length of
20s.

Overall, after examination of each parameter setting individually, it suggested that a broader beta-
band of 15-25 Hz or 13-30 Hz, and averaging across a different set of electrode pairs are desired
optimizations within our parameter choices. Furthermore, preliminary results indicate that the
optimal settings involve an epoch length of 20 seconds and averaging type 1, as utilized in the base
settings.

The full beta-band encompassing 13-30 Hz was selected over the narrower range of 15-25 Hz, as
this supports better comparability with prior beta-band studies. For example, for dual-site tACS
studies regarding the effects on FC within the beta-band specifically, frequency bands of 13-30 Hz
[12] and 14-33 Hz [13] were used.

In selecting electrode pairs, we opted to include those demonstrating significance or nearing signif-
icance (p<0.10) within the 13-30 Hz band, specifically the FCC3h-FCC4h, C5-C6, and FC5-FC6
pairs. This approach enhances the statistical power of the FC analysis.

25



3 Results
To facilitate a clear understanding of the findings, we introduce the structure of this results section.
Initially, the preliminary results obtained using the base settings (as introduced in Section 2.7) are
presented in Section 3.1. Subsequently, Section 3.2 details the results across all parameter settings.
Based on these findings, we selected optimal settings, which are presented in the final results in
Section 3.3.

3.1 Preliminary results with base settings
Change in FC: Individual data
The change in FC (∆FC) is initially depicted in Figures 19a and 19b, measured by ImCoh and
wPLI respectively. These figures provide insight into the spread of ∆FC across participants under
each phase lag condition, offering an overview of the variability in response to dual-site tACS. In
general, the figure facilitates a first examination of any trends within the dataset.

(a) ∆FC for ImCoh. Values range from ap-
proximately -0.03 (origin of the polar plot)
to 0.08 (outer radius of the polar plot).

(b) ∆FC for wPLI. Values range from ap-
proximately -0.06 (origin of the polar plot)
to 0.16 (outer radius of the polar plot).

Figure 19: The average change in FC (∆FC) measured by ImCoh and wPLI during the
initial 20 seconds following stimulation across four phase lag conditions: InPhase (IP, phase
lag = 0), PiHalf (PH, phase lag = π/2), AntiPhase (AP, phase lag = π), and 3HalfPi (3HP,
phase lag = 3π/2). The dots within each phase lag condition represent the change in FC
for each of all 9 participants. Base settings were used and described in the grey subtitle.

Change in FC: Means ±1 standard deviation
A second visualization of the dataset is presented in Figures 20a and 20b. Here, the individual data
of the four phase lag conditions was transformed, such that each condition is represented by the
mean value and its corresponding ±1 standard deviations. This allows for a more comprehensive
overview of the data in an attempt to visualize any possible non-uniform distribution across the
phase lags. In addition, the sham data was added for direct comparison with all four phase lag
conditions.
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(a) ∆ImCoh for all phase lag conditions:
means ±1 standard deviation.

(b) ∆wPLI for all phase lag conditions:
means ±1 standard deviation.

Figure 20: ∆FC measured by ImCoh and wPLI for all phase lag conditions, with the error
bars representing the means (dot) from all 9 participants, +1 standard deviation from the
mean (outer cap) and -1 standard deviation from the mean (inner cap). The blue circle
represents the mean and the blue shaded region represents its ±1 standard deviation spread.
Base settings were used.

Mean Vector Length
In Figures 21a and 21b, the average ∆FC over all nine participants for each of the phase lag
conditions is depicted, represented by the length of the vector. The Mean Vector Length (MVL)
is computed from these phase lag vectors, providing a measure of the overall directionality and
strength of phase preference across conditions. To enhance visibility, the MVL is magnified by a
factor of 4, ensuring a clear illustration of the MVL. The primary role of the MVL is to act as
the test statistic for evaluating the uniformity of distribution across phase lags; a relatively small
MVL implies uniform distribution, while a relatively large MVL indicates non-uniform distribu-
tion. Permutation statistics are employed to objectively assess whether the length of the MVL is
significant.

(a) ∆ImCoh for all phase lag conditions:
phase lag vectors and Mean Vector Length.

(b) ∆wPLI for all phase lag conditions:
phase lag vectors and Mean Vector Length.

Figure 21: Comparison of changes in FC across various phase lag conditions using Im-
Coh and wPLI measures. Each colored vector represents the mean of a specific phase lag
condition. The black vector represents the MVL, enlarged by a factor of 4 for illustrative
purposes. Base settings were used.

Permutation statistics
Figures 22a and 22b illustrate the null hypothesis distribution of MVL across 10,000 iterations,
represented by the blue bars distributed over 50 bins. The selection of 10,000 iterations was
determined empirically to ensure the stability of the statistical values for each run.
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The observed MVL yields p=0.360 for ImCoh and p=0.150 for wPLI. Consequently, the null hy-
pothesis cannot be rejected, suggesting a uniform distribution across the four phase lag conditions.

(a) Permuted distribution for ImCoh with
the observed MVL correlating to p=0.360.

(b) Permuted distribution for ImCoh with
the observed MVL correlating to p=0.150.

Figure 22: Permuted distributions for ImCoh and wPLI of the test statistic MVL
(n=10000, visualized with 50 bins) with a black dashed line representing the threshold
MVL (p=0.05) and the dashed red line representing the observed MVL. Base settings were
used.

Effect of tACS over several time windows
In these figures, we extend our analysis beyond the initial segment of the post-stimulation block.
Beginning with the initial segment, we use a 20-second window (from base settings) that is succes-
sively shifted by 5-second increments until reaching the final segment from 40 to 60 seconds. This
approach allows us to observe temporal variations in the change of FC during the first minute after
stimulation. Each figure presents the results for each of the four phase lag conditions in comparison
to the sham condition. We illustrate the variance by displaying the ±1 standard deviation for each
segment. The comparison for AP vs SH is demonstrated in Figure 23 for both ImCoh and wPLI,
as this comparison showed the greatest difference between a phase lag condition and SH. Some
differences in the mean are observed during the first three time windows (up to 10-30 seconds).
After these time windows, this difference disappears.

(a) ∆ImCoh: AP vs SH. (b) ∆wPLI: AP vs SH.

Figure 23: Comparison of FC changes over 20s time windows (slid every 5s) between
different conditions for the full one minute after stimulation. Each line represents the
average FC value for the respective condition, with the shaded region indicating the range
of variability represented by ± standard deviations. The x-axis denotes the time intervals
after stimulation onset, ranging from 0 to 60 seconds in 5-second increments, and the y-axis
denotes the change in FC for each of these time intervals. Base settings were used.
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3.2 Optimization of settings
All other parameter configurations have undergone testing. For conciseness, we exclusively present
the p-values for ImCoh and wPLI after permutation statistics in Table 3.

Parameter setting ImCoh wPLI

Base p=0.360 p=0.150
Elec. pair CCP5h-CCP6h p=0.827 p=0.596
Elec. pair FFC5h-FFC6h p=0.627 p=0.740
Elec. pair FCC3h-FCC4h p=0.136 p=0.043*
Elec. pair CCP3h-CCP4h p=0.986 p=0.765

Elec. pair C5-C6 p=0.285 p=0.076
Frequency band 13-30 Hz p=0.366 p=0.096
Frequency band 15-25 Hz p=0.224 p=0.059
Frequency band 19-21 Hz p=0.703 p=0.462

Epoch length 12s p=0.900 p=0.625
Epoch length 30s p=0.560 p=0.477
Averaging type 0 p=0.185 p=0.155
Averaging type 2 p=0.302 p=0.228

Table 3: P-values for both ImCoh and weighted Phase Lag Index wPLI across different
experimental settings. The first row presents p-values for base settings, indicating the
statistical significance of ImCoh and wPLI. Subsequent rows represent variations from base
settings, with corresponding p-values for both ImCoh and wPLI, demonstrating the impact
of parameter modifications on the FC measurements. *Significant non-uniform distribution
for p<0.05.

The current analysis has revealed a statistically significant non-uniform distribution across phase
lags for the electrode pair FCC3h-FCC4h. However, following multiple comparisons tests, none of
the corrected p-values reached significance.

Upon further investigation, electrode pair C5-C6 exhibited a relatively low p-value (p=0.076).
Moreover, frequency bands spanning 13-30 Hz (p=0.096) and 15-25 Hz (p=0.059) demonstrated
trends toward significance in comparison to narrower bandwidths. Consequently, it was proposed
to leverage this information by optimizing these parameters to focus on electrode pairs of interest
(FCC3h-FCC4h, C5-C6) in conjunction with a broader frequency band (13-30 Hz). In addition,
adjacent electrode pairs in proximity to FCC3h-FCC4h and C5-C6 were explored.

The p-values after permutation statistics for these optimized parameter settings are demonstrated
in Table 4.

Electrode pair ImCoh wPLI

CCP5h-CCP6h p=0.615 p=0.329
FFC5h-FFC6h p=0.667 p=0.556
FCC3h-FCC4h p=0.360 p=0.080
CCP3h-CCP4h p=0.575 p=0.891

C5-C6 p=0.178 p=0.034*
FC1-FC2 p=0.800 p=0.564
FC5-FC6 p=0.289 p=0.032*
FT7-FT8 p=0.849 p=0.873
T7-T8 p=0.466 p=0.175

Table 4: Statistical examination of both previously examined and additional electrode
pairs was conducted using permutation statistics of the MVL. The resulting p-values are
presented for both ImCoh and wPLI. The analysis encompasses the full beta frequency band
ranging from 13 to 30 Hz. *Significant non-uniform distribution for p<0.05.
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For the full beta-band, the electrode pair C5-C6 becomes significant (from p=0.076 to p=0.032),
whereas the electrode pair FCC3h-FCC4h no longer retains significance (from p=0.043 to p=0.080),
albeit remaining relatively proximate to significance. Among the additional electrode pairs, it was
found that FC5-FC6 exhibits significance (p=0.032). Figure 14 was subsequently updated by
highlighting electrode pairs demonstrating significance within specific frequency bands (17-23 Hz
or 13-30 Hz) in green, while those lacking significance were highlighted in red. The updated figure
is presented as Figure 24.

Figure 24: Visualization of the 10-10 electrode system with all tested electrode pairs
highlighted, figure taken from Brain Products GmbH [44]. Green denotes electrode pairs
exhibiting significance within the beta-band (17-23 Hz or 13-30 Hz), while red indicates
electrode pairs where significance within the beta-band was not observed.

To assess the impact of varying the width of the frequency band on the uniformity of ∆FC across
phase lags, supplementary tests were performed using the optimized selection of electrode pairs.
Results are published in Table 5.
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Frequency band ImCoh wPLI

13-30 Hz p=0.187 p=0.016*
15-25 Hz p=0.021* p=0.001*
17-23 Hz p=0.010* p=0.001*
19-21 Hz p=0.048* p=0.022*

Table 5: Statistical examination of the frequency band for optimal electrode pair selection
was conducted using permutation statistics of the MVL. The resulting p-values are presented
for both ImCoh and wPLI. The analysis encompasses the full beta frequency band ranging
from 13 to 30 Hz. *Significant non-uniform distribution for p<0.05.

Similarly, to assess the impact of varying the epoch length, supplementary tests were performed
using the optimized selection of electrode pairs. Results are published in Table 6.

Epoch length ImCoh wPLI

12s p=0.919 p=0.396
20s p=0.187 p=0.016*
30s p=0.357 p=0.094

Table 6: Statistical examination of the epoch length (in seconds) for optimal electrode pair
selection was conducted using permutation statistics of the MVL. The resulting p-values are
presented for both ImCoh and wPLI. Analysis encompasses the full beta frequency band
ranging from 13 to 30 Hz. *Significant non-uniform distribution for p<0.05.

Finally, to assess the impact of the averaging type used, regarding the inclusion or exclusion of post-
stimulation blocks, supplementary tests were performed using the optimized selection of electrode
pairs. Results are published in Table 7.

Averaging type ImCoh wPLI

Type 0 p=0.090 p=0.071
Type 1 p=0.187 p=0.016*
Type 2 p=0.232 p=0.075

Table 7: Statistical examination of the averaging type for optimal electrode pair selection
was conducted using permutation statistics of the MVL. The resulting p-values are presented
for both ImCoh and wPLI. The analysis encompasses the full beta frequency band ranging
from 13 to 30 Hz. *Significant non-uniform distribution for p<0.05.

After optimization of the parameter settings, it was observed that:

• Electrode pairs: In addition to the significant electrode pair FCC3h-FCC4h, we found for
C5-C6 a relatively low p-value of 0.076 for wPLI. Other electrode pairs used for EEG mea-
surement were investigated adjacent to these electrode pairs (FCC3h-FCC4h, C5-C6) for
relatively low p-values (p<0.10). This led to our finding that FC5-FC6 also showed a sig-
nificant result for 17-23 Hz (wPLI: p<0.0001). Besides, it is worth noting that this was the
only instance where significance for ImCoh was observed (p=0.002).

• Frequency band: Broader frequency bands exhibited p-values below 0.10, specifically, the
15-25 Hz band (p=0.059) and the 13-30 Hz band (p=0.076);

• Averaging type: The p-values exhibited little variation, which justifies retaining the averaging
type that incorporates all data (averaging type 1);

• Epoch length: A substantial increase in the p-value was observed upon either decreasing
(12s) or increasing (30s) the epoch length, thus indicating to maintain an epoch length of
20s.
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In our final results, we selected a combination of electrode pairs that demonstrated p-values lower
than 0.10 within the 13-30 Hz frequency range: FCC3h-FCC4h, C5-C6, and FC5-FC6.

3.3 Final results with optimal settings
When averaging over the selected electrode pairs within the full beta-band (13-30 Hz), we observed
a p-value of p=0.189 for ImCoh and a p-value of p=0.017 for wPLI. We further investigate the
significant results for wPLI within Figures 25, 26, 27 and 28.

Figure 25: Average ∆FC measured by wPLI for all phase lag conditions for each partici-
pant. ∆FC values range from approximately -0.09 (origin of the polar plot) to 0.26 (outer
radius of the polar plot). Optimized electrode pairs, full beta-band settings.

Figure 26: Change in FC (wPLI) for all phase lag conditions: means ±1 standard deviation
(SD). Here it is observed that the means for AP and PH extend beyond the +1 SD ring
of the sham condition, while the means for IP and 3HP align closely with the mean of the
sham condition. Optimized electrode pairs, full beta-band settings were used.
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Figure 27: Comparison of changes in FC across various phase lag conditions using Im-
Coh and wPLI measures. Each colored vector represents the mean of a specific phase lag
condition. The black vector represents the MVL, enlarged by a factor of 4 for illustrative
purposes. The length (0.0150) and phase angle (146◦) of the MVL are depicted in the grey
subtitle, along with the optimized electrode pairs and full beta-band settings.

Figure 28: Permuted distribution (wPLI) of the test statistic MVL (n=10000, visualized
with 50 bins), the threshold MVL (p=0.05) and the observed MVL (p=0.017). Optimized
electrode pairs, full beta-band settings.

All condition comparisons have been investigated, with their corresponding p-values documented
in Table 8.
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Comparison Non-adjusted p-value Adjusted p-value

SH-IP 0.734 1.000
SH-PH 0.039 0.391
SH-AP 0.004 0.039*
SH-3HP 0.800 1.000
IP-PH 0.014 0.144
IP-AP 0.002 0.022*
IP-3HP 0.966 1.000
PH-AP 0.300 1.000
PH-3HP 0.151 1.000
AP-3HP 0.017 0.174

Table 8: Summary of multiple comparisons tests for comparisons between all (ten) con-
ditions. Non-adjusted and adjusted p-values by Bonferroni-correction are demonstrated.
*Indicates a significant difference in ∆FC between conditions after correction (p<0.05).

Hence, significant differences in ∆FC were observed between the SH-AP and IP-AP conditions. We
further investigated the temporal variations over the entire minute for these conditions in Figure
29 for both significant comparisons.

(a) ∆wPLI: AntiPhase vs Sham. (b) ∆wPLI: InPhase vs AntiPhase.

Figure 29: Comparison of FC changes over 20s time windows (slid every 5s) between
different conditions for the full 1 minute after stimulation. Each line represents the aver-
age FC value for the respective condition, with the shaded region indicating the range of
variability represented by ±1 standard deviations. The x-axis denotes the time intervals
after stimulation onset, ranging from 0 to 60 seconds in 5-second increments, and the y-axis
denotes the change in FC for each of these time intervals. Optimized electrode pairs, full
beta-band settings were used.

Furthermore, in response to the unexpected increase in p-value observed with an epoch length of
12s (compared to 20s), an added examination of temporal dynamics was undertaken. Specifically,
temporal variation was investigated using epochs of 12s with incremental steps of 3s, optimized
electrode selection, and a more narrow frequency band (17-23 Hz) was selected for further analysis.
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(a) ∆wPLI: AntiPhase vs Sham. (b) ∆wPLI: InPhase vs AntiPhase.

Figure 30: Comparison of FC changes over 12s time windows (slid every 3s) between
different conditions for the full 1 minute after stimulation. Each line represents the aver-
age FC value for the respective condition, with the shaded region indicating the range of
variability represented by ±1 standard deviations. The x-axis denotes the time intervals
after stimulation onset, ranging from 0 to 60 seconds in 3-second increments, and the y-axis
denotes the change in FC for each of these time intervals. Optimized electrode pairs, full
beta-band settings were used.
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4 Discussion

4.1 Key findings
In this study, our primary objective was to investigate how the phase lag condition in dual-site
HD-tACS modulates beta-band FC between the M1s through the analysis of resting-state EEG.
We hypothesized that different phase lag conditions would result in varying changes in FC, as
we found variable outcomes in preceding research [9–15, 29]. Our analysis of FC changes (∆FC)
across four phase lag conditions (IP, PH, AP, and 3HP) and a sham condition (SH) revealed a
significant difference between the SH-AP and IP-AP conditions, as shown in Table 8. A circular
visualization of these conditions, presented in Figure 26, indicates a significant increase in FC for
the AP condition compared to both SH and IP.

A secondary objective was to research which FC measure effectively captures the observed changes
in FC. We hypothesized similar outcomes as the main difference between the two measures is the
inclusion/exclusion of amplitude and similar power (= amplitude2) throughout the measurements
was expected. Our research suggests that wPLI captures changes in FC better than ImCoh does.

Another secondary objective of this study was to identify parameter settings (electrode pair se-
lection, frequency band, epoch length, and averaging type) that effectively capture the observed
changes in FC. Our results indicated that for our specific dual-site HD-tACS 3-to-1 montage setup,
the electrode pairs FCC3h-FCC4h, C5-C6, and FC5-FC6 were effective. For future studies with
a similar setup, the electrode pair FCC5h-FCC6h is recommended over the FFC5h-FFC6h pair
used in this study. Although the more conventional 13-30 Hz frequency band was used for our
final results, our findings suggest that a more narrow band of 17-23 Hz more effectively captures
changes in FC. Regarding epoch length, an epoch of 20 seconds is advisable. For averaging type,
averaging over all post-stimulation data blocks (type 1) is recommended.

4.2 Change in FC for varied phase lags
Our findings combined with previous studies [9–15, 29] suggest that the phase lag condition is an
important factor, but it is still unpredictable whether a specific phase lag causes an increase or
decrease in FC, in case any change in FC was measured to begin with. In a field with dual-site
tACS studies investigating phase lag conditions by measuring FC, we can compare our findings
with those presented earlier in Table 1, which includes eight studies [9–15, 29]. In these studies, we
observed an increased FC for IP compared to AP in the studies conducted by Meng et al., Schwab
et al., Helfrich et al., and Polanía et al. [9, 12, 14, 15]. However, the other four studies reported
either an increase in FC for AP or no change at all. Combined with our findings, which indicate
a relative increase for AP, there is no consistent outcome for FC modulation based on a specific
phase lag.

As we have attempted to compare with previous studies from a global standpoint, to our knowledge,
no prior studies have investigated the impact of the phase lag within dual-site tACS on FC under
similar conditions. These conditions include the electrode montage (3-to-1 HD), the location of
stimulation (bilateral M1 regions), and the state of the participant while measuring EEG (resting-
state). Each of these factors can contribute to varying outcomes across studies. For instance, we
can attempt a comparison with beta-band studies in particular from Meng et al. and Tan et al.
[12, 13]. Both studies explored resting-state EEG under IP and AP conditions within a broad
beta-band range (13-30 Hz, 14-33 Hz), with a 20 Hz stimulus applied to two regions. However, the
locations of stimulation differ not only in location but also in proximity, with the two stimulation
sites being relatively nearby.

In contrast, our study focuses on long-range interhemispheric connectivity, i.e., connectivity be-
tween distant regions in which each region is located in a different hemisphere. This way, a better
comparison could perhaps be made with other interhemispheric FC studies, such as from Schwab
et al., Helfrich et al., and Strüber et al. [10, 14, 15]. However, these studies analyzed a different
frequency band. Regardless of how we examine these studies combined with our results, the con-
clusion remains that when considering IP, AP, and SH conditions, it remains hard to predict what
type of change a specific phase lag will cause if any change in FC is measured.
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In addition, we have considered two additional phase lag conditions that have not been previously
examined in any dual-site tACS study: PH and 3HP. Our results suggest a trend indicating that
PH may increase FC compared to SH and 3HP. This is supported by the results shown in Figures
26 and 27, where the mean FC for PH extends beyond the ±1 SD sham region in Figure 26,
unlike 3HP. Furthermore, the phase preference of the MVL observed in Figure 27 aligns not only
in the direction of AP (180 degrees) but also in the direction of PH (90 degrees), as indicated by
the MVL angle of 146 degrees. However, these differences did not reach statistical significance.
Despite the lack of statistical significance, the observed trend warrants further investigation to
better understand the effects of these phase lags and their role within the broader context of all
phase lags.

4.3 FC measure comparison: ImCoh and wPLI
When testing for a non-uniform distribution across the phase lag conditions, we consistently ob-
served lower p-values for wPLI compared to ImCoh, when considering p-values < 0.5 (see Tables
3, 4, 5, 6, and 7). Notably, this difference becomes important when considering our final results,
where we used a frequency band of 13-30 Hz (further explanation of this choice in 4.4.2). When
we assessed various frequency bands (see Table 5), we observe that a significant non-uniform dis-
tribution was identified for both ImCoh and wPLI when averaging over the optimized electrode
pairs and utilizing beta-bands of 15-25 Hz, 17-23 Hz, and 19-21 Hz. However, when using the full
13-30 Hz beta-band, significance was retained only for wPLI (p=0.016), while ImCoh remained
relatively far from significance (p=0.187).

This phenomenon, where significant results are found for wPLI but not for ImCoh, was observed
in our analysis of other parameters as well. When assessing individual electrode pairs (see 3), a
significant ∆FC was found for the electrode pair FCC3h-FCC4h using wPLI, but not with ImCoh.
When evaluating epoch length, specifically an epoch length of 20 seconds, we observed a significant
p-value for wPLI, whereas ImCoh did not yield a significant result. Lastly, when examining the
averaging type, a significant ∆FC was identified for averaging type 1 using wPLI, but not while
using ImCoh (see 7). This prompts the question of whether the observed significant ∆FC for wPLI
is spurious, or if ImCoh is overly constrictive in filtering out FC.

To make a fair comparison, it is crucial to re-examine the computational differences between these
measures closely. The primary distinction is the inclusion or exclusion of amplitude in the calcu-
lation. As noted in the introduction (see 1.4.5), Nolte et al. contend that considering amplitude is
imperative, as low amplitude signals are considered weak and therefore easily disturbed by noise
[40]. Hence, weighing down low amplitude signals provides higher reliability in the measurement of
the phase component. Therefore, Nolte et al. advocate using ImCoh to measure FC. Nonetheless,
it is plausible that this hypothesis may not hold. By giving less significance to measurements
with lower amplitude, there is a risk of discarding data that could offer equally explanatory phase
measurements, leading to an excessively conservative measure. To tackle this potential problem,
Stam et al. proposed the PLI [39], which gives equal weight to signals of all amplitudes. Later,
Vinck et al. proposed using wPLI to retain the favorable properties of ImCoh, which is robustness
against spurious FC at a 0/pi phase-lag caused by volume conduction [38]. In addition to consid-
ering the computational properties of ImCoh and wPLI, we must address our assumption that all
signals have equal power throughout the measurement. This assumption is likely violated to some
extent. Because if the power were entirely equal, the results of these significance tests would be
very similar. In another ongoing study within our research group, this power is under investigation
to verify that we have similar power throughout the measurement.

Considering the equal power assumption, our hypothesis of expecting changes in FC, and the result
of finding more significant changes in FC with wPLI compared to ImCoh, we cautiously conclude
that wPLI best captures ∆FC. These observations suggest that ImCoh may be too conservative
in measuring FC by eliminating weak signal data that might contain true FC. However, we must
be cautious in making this claim, as from an experimental standpoint alone, it is impossible to
determine whether the low amplitude signals represent true FC or spurious FC. Nevertheless, we
can further investigate the power dynamics in our experiment, which is being addressed in our
parallel ongoing study. If the power does not significantly change throughout the experiment, it
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would indicate that relatively low amplitude signals do not differ significantly from relatively high
amplitude signals. Consequently, weakening the impact of relatively low amplitude signals would
be less justified, as they could contain valuable data. This would provide a stronger foundation
for our recommendation to use wPLI over ImCoh.

4.4 Parameter settings
To achieve the final results in our study (see 3.3), we initially tested our preliminary findings using
pre-determined base settings. After finding no significant ∆FC with these base settings (see 3.1),
we proceeded to analyze each setting within the four parameters: averaging type, epoch length,
frequency band, and electrode pairs. As described in the Methods section (see 2.10), we examined
the p-values to identify significance (p<0.05) and near-significance (p<0.10) as shown in Table 3.
Through this detailed analysis, we determined that changing one parameter — the selection of
electrode pairs — was necessary. For our final results, we used an optimized set of electrode pairs
(FCC3h-FCC4h, C5-C6, and FC5-FC6). Additionally, we adjusted the frequency band to the more
conventional 13-30 Hz for better comparison with other beta-band studies. The settings of other
parameters remained the same, specifically, we retained averaging type 1 and an epoch length of
20 seconds. Further elaboration on these choices is provided in the following paragraphs.

4.4.1 Electrode pairs

The adjustment of electrode pair selection was based on statistical tests for each pair, as presented
in Table 4. We focused here in wPLI, based on our findings as discussed in section 4.3. We
hypothesized that with the electrode pairs used in base settings (CCP5h-CCP6h, FCC5h-FCC6h,
FCC3h-FCC4h, CCP3h-CCP4h, and C5-C6), which are placed close to the stimulation site, would
be able to capture changes in FC. However, we did not find a significant result when averaging
over these five electrode pairs, as earlier discussed in our Methods section (24). Taking a closer
look at the individual electrode pairs in Table 3, we found that electrode pairs CCP5h-CCP6h,
FFC5h-FFC6h, and CCP3h-CCP4h exhibited p-values exceeding 0.3, suggesting an absence of
significant modulation in FC by tACS. Besides, we did find for electrode pair FCC3h-FCC4h a
significant result (p=0.043) and for C5-C6 a near significant p-value (p=0.076).

To optimize our electrode pair selection, we expanded our analysis to include additional pairs
surrounding the pairs from base settings (FCC3h-FCC4h and C5-C6) that demonstrated potential
for capturing changes in FC. Figure 24 visualizes the electrode pairs selected for further analysis
(in green) and those discarded (in red). All green pairs exhibited significance for some beta-band:
FC5-FC6 (13-30 Hz), C5-C6 (13-30 Hz), and FCC3h-FCC4h (17-23 Hz). For the beta-band used
in our final results (13-30 Hz), each selected pair had p-values below 0.10. This threshold was
chosen to maximize the inclusion of electrode pairs, thereby increasing data volume and enhancing
the likelihood of achieving collective significance. Notably, FCC3h-FCC4h was significant for the
17-23 Hz band and near significant for the 13-30 Hz band (p=0.08). Excluding this pair from the
final selection was deemed unfavorable due to its strong potential for contributing valuable data
and improving the overall significance of the multi-electrode pair selection.

Upon revisiting Figure 24, it becomes apparent that the electrode pair FCC5h-FCC6h should
be included in future experiment designs using the same electrode montage. This figure shows
that FCC5h-FCC6h is surrounded by other green-marked electrode pairs demonstrating signif-
icant results. Therefore, rather than substituting the stimulation electrode pair FC3-FC4 with
FFC5h-FCC6h (a non-significant electrode pair from the base settings), it appears more logical to
incorporate FCC5h-FCC6h instead.

Including electrode pair FCC5h-FCC6h could have potentially enhanced the statistical power of
our analysis. We cannot change the set-up for our ongoing study, but in future study designs,
incorporating this electrode could validate whether the optimal electrode selection for assessing the
effects of dual-site tACS on the M1 with our chosen 3-to-1 montage indeed comprises a combination
of FCC3h-FCC4h, FC5-FC6, C5-C6, and FCC5h-FCC6h.

In addition, this finding underscores that when employing electrical stimulation and EEG mea-
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surements, the anticipated effects may manifest in locations slightly different from the initial as-
sumptions. In our case, the found effect was more frontal and lateral than expected. Therefore,
we recommend a broader spatial exploration of the region surrounding the stimulation electrodes.

In addition, in future investigations, it would be valuable to validate the precise stimulation lo-
cations through simulations. Specifically, it would be intriguing to ascertain whether electrodes
FCC3h-FCC4h, FC5-FC6, C5-C6, and FCC5h-FCC6h indeed exhibit optimal sensitivity to the
effects induced by our chosen dual-site tACS electrode montage. If these electrodes prove to be
the most effective in capturing the desired effects, simulations could help forecast which additional
electrodes, beyond the standard 64-measurement 10-10 electrode configuration, should replace
the stimulation electrodes. This would prevent the loss of valuable data, as demonstrated with
FCC5h-FCC6h. Overall, such simulations hold promise in predicting the electrodes that would
most effectively capture the modulations in brain activity across any chosen electrode montage.

4.4.2 Frequency band

It was unknown to what extent the effect of tACS would remain notable when including frequencies
further away from the stimulation frequency (20 Hz). The effect might fade away when including
frequencies near the edges of the full beta-band. On the other hand, taking a very narrow frequency
band is also undesirable, as there may not be enough signal power to reliably detect changes in
FC, leading to a lower signal-to-noise ratio.

Based on the p-values from Table 5, the most favorable frequency bands appear to be within 15-25
Hz or 17-23 Hz. These bands exhibit relatively lower p-values for ImCoh and wPLI when relating
to narrower (19-21 Hz) and broader (13-30 Hz) frequency bands. Given our results, by selecting
a bandwidth of only 2 Hz, we might have missed modulation effects beyond the band of 19-21
Hz. Additionally, frequency bands broader than 15-25 Hz may include data no longer affected by
tACS.

However, caution is warranted when interpreting these results based solely on p-values. While
p-values inform us about the reliability of the observed change in FC being attributable to tACS,
they do not convey the magnitude of this effect. Given that all tested frequency bands for the
optimal electrode pairs exhibited statistical significance, assessing the effect size is crucial to fully
comprehend the impact of tACS on FC across various frequency bands. Therefore, future studies
should include effect size analysis.

In an extended frequency band analysis, it is also beneficial to investigate individual discrete
frequencies rather than averaging them directly. This approach involves generating an intermediate
plot of discrete frequencies before averaging, allowing for a more detailed examination of how the
20 Hz stimulus affects surrounding frequencies. By doing this, we can gain a clearer understanding
of the specific frequency response to tACS. Currently, we assume the highest effect to be around
20 Hz, with the effect diminishing at frequencies further from the stimulation frequency, but this
has not been conclusively demonstrated. Finding relatively higher p-values for the 19-21 Hz band
encourages this extended frequency band analysis. For the final analysis in this study, we chose
to use the broadest frequency band of 13-30 Hz. This decision facilitates comparability with other
dual-site tACS studies focusing on beta-band activity [12, 13].

4.4.3 Epoch length and temporal dynamics

The base setting of using a 20s epoch length appeared appropriate for this study. Both shorter
(12s) and longer epoch lengths (30s) yielded non-significant results, contrasting with the significant
findings observed with the 20s epoch length. The increase in p-value with a larger epoch length,
leading to loss of significance, can be explained by potential decay in the effect of tACS after ± 20s.
For a shorter epoch length, we also find an increase in p-value accompanied by a loss of significance.
This result is somewhat unexpected, as the effect of tACS is likely to be strong immediately after
stimulation.

One plausible explanation for this phenomenon could be that the initial seconds (<12s) of the
recording did not capture the tACS effect, while the subsequent seconds up to 20s did capture the
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effect. As we cannot reliably investigate epoch lengths shorter than 12s [49], we delved deeper into
this phenomenon by examining the temporal dynamics using a sliding window figure, illustrated
in Figure 30. We ensured the utilization of the optimized electrode pairs. We hypothesized the
possibility of observing an increased difference within the SH-AP or IP-AP comparisons in later
time windows (with 3s shifts) following the initial 12s, such as the 9-21s interval. Although the
sliding window figures are not statistically tested, it appears that there is no increase for both
AP-SH and IP-SH during the 9-21s interval.

The most plausible explanation for not finding a significant result for a shorter epoch length of
12s is the lack of data. When inspecting Figure ??, we observe some changes in FC for the 0-
12s and 3-15s time windows. However, at least for the 0-12s window, the observed ∆FC was
not significant but could become significant with a larger dataset. In general, analyzing a larger
group of participants will help clarify why a 20s epoch length was the most suitable for our study.
Moreover, we recommend adding a statistical assessment for all epoch lengths too. This extended
research would be valuable, given that the epoch length appears to have a substantial impact on
the results and there is limited coverage in the literature [49–51].

4.4.4 Averaging type

The primary objective of assessing the averaging type was to determine whether including the
first post-stimulation block, immediately following the longest stimulation period of 5 minutes,
yielded different results compared to the subsequent post-stimulation blocks, which followed 1-
minute stimulations. To assess this, we used three different averaging types: averaging type 0,
which included only the first post-stimulation block following a 5-minute stimulation; averaging
type 1, which included all six post-stimulation blocks; and averaging type 2, which included only
the last five post-stimulation blocks following 1-minute stimulations.

Averaging type 1 emerged as the sole statistically significant (wPLI) averaging type when using the
optimal electrode pair selection, as shown in Table 7. Including only the first post-stimulation block
after the longest stimulation period of 5 minutes, allows us to test whether a longer continuous
stimulation period is necessary to observe an effect or if inclusion of the subsequent 1-minute blocks
is required to ensure more robust data. Our results support the latter. That is, the additional
blocks seems to help mitigate the influence of outliers and improve the signal-to-noise ratio.

One limitation of our study is the decision to equalize the number of pre- and post-stimulation
segments, particularly affecting averaging type 0. We decided to equalize the number of post-
stimulation segments with the number of pre-stimulation segments, even when more pre-stimulation
segments were available. For instance, with averaging type 1 and an epoch length of 20 seconds,
we used six stimulation segments but could have included nine 20s pre-stimulation segments from
the full 3-minute pre-stimulation block. This was done to ensure a fair comparison between the
averaged post-stimulation and pre-stimulation blocks by using the same number of segments. How-
ever, this approach results in the exclusion of some pre-stimulation data, potentially reducing the
reliability of the averaged pre-stimulation FC data. This issue is particularly pronounced when
assessing averaging type 0, where we have only one post-stimulation segment. The inability to
average multiple segments becomes apparent for both post- and pre-stimulation data. This issue
could have been avoided by including as many pre-stimulation segments as possible to average
over (e.g. nine segments, when using a 20s epoch length). In conclusion, the results for averaging
type 0 seem very unreliable, suggesting that the analysis of averaging methods should have been
approached differently or excluded altogether.

We used averaging type 2 to assess the influence of the first post-stimulation block and found
it to play a crucial role in finding a significant change in FC. Indirectly, by excluding the first
block, averaging type 2 allows us to evaluate the potential effect, or lack thereof, of the longer
5-minute stimulation period. For averaging type 2, we still have five segments to average over,
which was considered to be a sufficient number to maintain robust data. However, the p-value
rises for averaging type 2 compared to averaging type 1, accompanied by a loss of significance.
This suggests that the initial post-stimulation block holds substantial importance in our dataset.
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4.5 Future work
A primary limitation of this study is the small sample size of only nine participants, which in-
herently reduces the statistical power and reliability of our conclusions. In Section 4.4.3, we have
highlighted a situation where this limitation may have played a role in finding significance for
within a 0-20s interval but not for 0-12s. However, this limitation is currently being addressed, as
the study is ongoing and aims to include a total of 30 participants in the near future.

EEG recordings obtained from the scalp offer valuable insights into brain activity, yet they come
with inherent limitations, like volume conduction [34]. There are two methods that can be used to
allow for more accurate analysis of electrophysiological signals: source reconstruction and spatial
filtering.

Source reconstruction involves a mathematical technique that enables the estimation of the specific
brain regions generating the recorded EEG signals. By pinpointing the origins of brain activity,
source reconstruction enhances the precision of analysis, while minimizing the influence of volume
conduction and other artifacts or sources of noise [34].

By implementing spatial filtering, it becomes feasible to detect true 0 and π phase-lag connectivity,
addressing a significant limitation of the lagged connectivity methods used in our study. In address-
ing volume conduction in EEG data analysis, two primary approaches are commonly employed:
spatial filtering and lagged connectivity methods [34]. While our project focused on investigat-
ing lagged connectivity methods, particularly wPLI, spatial filtering techniques offer an effective
alternative. Methods such as the surface Laplacian [13] are applied directly to the sensor-level
EEG data and are suitable for setups with at least 64 electrodes [34]. Unlike lagged connectiv-
ity methods, spatial filtering can effectively address volume conduction and reveal true phase-lag
connectivity.

While source reconstruction and spatial filtering are distinct methods, they are often used together
[13, 58]. Spatial filtering can be used as a preprocessing step to enhance signal quality before
applying source reconstruction. Both methods aim to improve the accuracy of EEG analysis but
operate at different stages of the data processing pipeline. Source reconstruction typically follows
spatial filtering to further localize brain activity with reduced artifacts.

Overall, combining spatial filtering, source reconstruction and an increased sample size can help us
validate our main conclusions regarding the significant changes in FC for SH-AP and IP-AP. Addi-
tionally, they can provide insights into why these significant changes are observed when measuring
from electrode pairs FC5-FC6, C5-C6, and FCC3h-FCC4h. Furthermore, this approach can verify
our claim that wPLI better captures changes in FC than ImCoh. Lastly, with these two methods
we can further investigate our findings regarding the parameter settings, the frequency band in
particular. That is, we can then enhance our understanding of which beta frequency band is most
appropriate for assessing the effects of a 20 Hz stimulation frequency.
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5 Conclusion
In this study, we have demonstrated a significant change in FC after applying dual-site beta-tACS
on both M1s between the conditions SH-AP and IP-AP. AP demonstrated a significant increase in
FC compared to SH and IP. As this is not a common result in other studies investigating the role
of the phase lag in dual-site tACS, this study highlights the variability in outcomes, emphasizing
the need for further investigation of the phase lag. Besides, our study assessed two commonly
used FC measures: ImCoh and wPLI. We found that wPLI commonly identified significant results
where ImCoh did not, suggesting that wPLI is a more reliable measure of FC. Furthermore, we have
assessed various parameters in our study design. Most notably, we found a different set of electrode
pairs than initially expected that captures changes in FC best and recommended one additional
electrode pair to add in future research with the same HD electrode montage. Future work holds an
expansion of the sample size from nine to 30 participants, which will increase our study’s statistical
power and reliability of our findings. Additionally, the combination of spatial filtering and source
reconstruction is recommended for a more accurate analysis of electrophysiological signals.
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