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Abstract
The aging infrastructure has accelerated the engineers’ efforts to update the structural health
evaluation frameworks by adapting to the ever-changing spatial and temporal parameters such
as temperature distribution. Long-term monitoring studies consistently highlight the impact of
temperature on bridge behavior. Solar radiation, the primary driver of temperature conditions,
depends on the seasonal and diurnal sun trajectories, weather conditions, bridge positioning,
and surrounding objects. The confluence of these parameters causes variations in the temper-
ature distributions in bridges, necessitating a component-based measurement, conducted by a
system of sensors attached to the deck, cables, girders, etc.

This BSc research investigates the temperature effects on the bridge dynamic response using a
comparative study between field data and finite element methods (FEM). This study examines
the UT Campus bridge by extracting five temperature scenarios describing distinct bridge con-
ditions from a temperature analysis of historical data. The bridge’s main dynamic parameters
(natural frequencies and mode shapes) are evaluated based on the Fast Fourier Transformation
(FFT) of acceleration data collected in a controlled environment experimentation.

Numerical replicas of the bridge using finite element modeling software (ANSYS) are used
to approximate bridge dynamic behavior. With the objective of this research to investigate
temperature-induced effects, two main modeling input parameters are determined: the bridge
properties including geometry, material characteristics, boundary conditions, and the temper-
ature distribution in the bridge. The predefined bridge material properties and geometry are
refined through model updating techniques to match the bridge dynamic parameters. Mean-
while, the temperature scenarios are adopted to characterize bridge thermal conditions, with
temperature as a force exerted in the elements of the FE model. The simulated frequencies
from the FEM are compared to the observed frequencies from the scenario-based acceleration
data via statistical and modal error indicators.

Conclusively, the FEM predicts the trend of change; a decrease in eigenfrequency as the av-
erage temperature increases, while not missing the impact of temperature variability in the
structure to play a significant role. Nevertheless, it is significantly less sensitive to the rate
of change compared with the observed data. Future research on transient thermal analysis
alongside scenario-based controlled experimenting for the observed data can reduce the data
uncertainties as well as increase the resolution of the dynamic loading interaction in bridges.
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1
Introduction

Bridges are essential parts of the infrastructure; being pivotal for the transportation of people
and improving inter-regional accessibility, contributing to the economy by facilitating trade
and commerce, and overall being a symbol of development and quality of life. Their ser-
viceability is crucial for the progress of the mentioned societal dynamics, therefore bridges
as many other civil engineering structures are designed for a relatively long lifespan with
most of the bridges in the Netherlands exceeding 50 years in functionality (Rijkswaterstaat,
2022). Throughout the years, the environmental impact, notably the temperature distribu-
tion alongside the traffic loading has affected the structural integrity of these bridges, some
being extensively deteriorated and the remaining raising concerns for damage (Sohn (2006);
Figueiredo et al. (2024)). This natural degradation of structures under variable conditions has
necessitated the need for Structural Health Monitoring (SHM) to assess the reliability of us-
ing these structures. Nowadays, bridges are continuously monitored structures compared with
other infrastructure components. These inspections, mostly conducted as visual monitoring
are traditionally focused on fatigue detection via comparison with standardized qualities of the
bridge elements set by international guidelines on material properties; which include cracks,
corrosion, deformation, vegetation, etc. Nevertheless, such inspections are based on empiri-
cal quantification of damage and are inherently prone to human error while being unable to
address the degree to which temperature affects structural behavior.

The increased interest in the investigation of the environmental impact of bridge response has
catalyzed shifts in the way structural health monitoring is conceptualized. In the early 1960s
when SHM was presented as a new framework to verify the structural conditions of a bridge
based on modal analysis of sensor-collected data, there was no novelty in the introduced prac-
tice on how to account for damage and how to understand the material-to-environment relation-
ship. With the development of technology, data analyses become prominent in engineering,
thus highlighting the importance of the data-gathering function of the existing SHM systems
(Koo et al. (2012); Tadeu et al. (2022); Glashier et al. (2024)). The data-driven approaches
provide valuable insights into the dynamics of the bridge, however, localization of damage
and impacting variables such as temperature, wind, and humidity are assessed qualitatively
due to the lack of controlled experimenting of isolated inputs.

SHM techniques have evolved rapidly in the last years, since the introduction of finite element
methods (FEM) in civil engineering. This numerical technique built upon the finite fragmen-
tation of structures into simpler units governed by systems of equations describing the laws
of physics and reacting phenomena, allowed engineers and researchers to isolate and adjust
dimensions and material properties of structures while controlling the input conditions such
as temperature distribution and humidity. This method exhausted the continuous struggle of
testing in bridges, by inducing extreme scenario conditions, normally unachievable in real-life
settings (Rao, 2017). Furthermore, it has spurred a deeper understanding of bridge behavior
reflected the dynamic parameters such as natural frequency and mode shapes.

1



1.1. Long-term bridge monitoring 2

This research aims to contribute to the existing knowledge in SHM by establishing a compar-
ative study of long-term measured data and finite element modeling. Specifically, the study
investigates the impact of temperature distribution on the bridge dynamic response. A case
study is presented to exemplify a practical application of this method. Initially, collected data
from a system of sensors is analyzed, and filtered on a frequency domain. Subsequently, the
bridgemodel is built in FEM software (ANSYS) and is updated based on a reference scenario of
established knowledge about dynamic parameters and uniform temperature distribution. The
outputs of the model, consisting of dynamic properties such as natural frequencies are com-
pared with the observed frequencies to investigate the feasibility of FE modeling in predicting
bridge response under variable temperature conditions.

1.1. Long-term bridge monitoring
The baseline for this research is to understand the bridge behavior under temperature distribu-
tion using a sensor-based monitoring system. The long-term monitoring system is the primary
mechanism to collect data that describe the dynamics of a bridge and the surrounding parame-
ters, enabling a possibility for a simultaneous ‘system snapshot’ that can help engineers assess
the relationship between observable and non-observable factors. For data acquisition, the uti-
lized sensors are accelerometers, strain gauges, and temperature sensors.

Accelerometers are the vibration recorders of the bridge. If the bridge is excited causing a sud-
den or continuous shift from the state of equilibrium, vibration sensors record the displacement
of the internal spring system by converting it to an electrical signal that records the acceleration
relative to the ignited axis. While accelerometers make use of spring system sensitivity, strain
gauges measure the amount of strain caused by a force-based deformation such as tension,
compression, bending, or torsion based on the electrical resistance of the material. Apart from
the direct bridge response measurements, the dynamics of the bridge account for the temper-
ature conditions of these measurements. Temperature sensors or thermocouples measure the
bridge’s thermal environment by approximating temperature as a voltage difference between
two distinct metal wires. These sensors are attached to bridge components to measure their
temperature. Nevertheless, data acquisition requires thorough implementation techniques and
a management plan to accurately monitor a whole system with various confluent parameters.

Sensors require strategic location planning dense spatial scattering all over the bridge (Steenack-
ers and Guillaume, 2005). Distance between sensors is determined by bridge design, geometry,
and research purpose. The position of temperature sensors is critical due to their sensitivity
to solar exposure variations and the material it is attached to (Alampalli (1998); Cross et al.
(2013)). These measurements require an incremental basis of repetition and storage; carried
on an hourly basis for temperatures and on minute-based systems for accelerations in high-
resolution systems. This necessitates bridge monitoring to be a continuous process that re-
quires a long-term practice of management and inspection of sensors’ serviceability.

The spatial and temporal characterization of bridge response derived from dissimilar sensor
systems requires data synchronization to ensure correct correlation between measured indices.
Subsequently, measured data are stored in accessible hard drives to be used for further anal-
ysis. A detailed analysis of the collected data is impractical due to the sheer size of the data;
hence, numerical replicas of bridges are nowadays increasingly favored over data-driven mod-
els for the time efficiency and the ability to explore features impossible to be evident in the
empirical models. However, any numerical model is an approximation of reality, thus hybrid
approaches of comparative studies between simulations and observed data can effectively bal-
ance the strengths and limitations of the long-term structural health monitoring systems.
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1.2. Research aim and objectives
This thesis investigates the effectiveness of the finite element method in estimating the tem-
perature distribution effects in the structural behavior of the UT Campus bridge located in
Enschede, the Netherlands, by conducting a comparison of simulated dynamic response with
field data obtained from a continuous structural health monitoring system.

The rapid change in environmental conditions has affected the structural conditions of bridges,
thus making their health assessment a perplexing work. Among the confluent factors affect-
ing bridge structural integrity, the temperature distribution is a critical parameter. However,
the existing engineering guidelines lack a deep understanding of the thermal effects on the
bridge response, while data interpretation from structural health monitoring systems requires
additional analytical processing, thus increasing uncertainty about data usability for impact
assessment. The motivation behind assessing the effectiveness of FE simulations underpins
the feasible understanding of the dynamic behavior of the bridge elements under different tem-
perature conditions; by verifying the extent to which FE models can predict real-life structural
behavior quantitatively. The model effectiveness is assessed based on the accuracy of the
model to fit the real-life dynamics of the bridge, measured in terms of model error. To support
these conclusions, certain research objectives are formulated:

• To analyze field data measured from the structural health monitoring system installed on the
bridge, composed of distributed temperature sensors and accelerometers.

• To determine the bridge’s main dynamic parameters such as natural frequencies and mode
shapes alongside different temperature scenarios.

• To utilize FE simulations by designing a steel girder bridge based on its geometry, material
properties, and boundary conditions.

• To update the FE model relative to established knowledge about the bridge’s main dynamic
parameters obtained from a controlled data acquisition campaign.

• To compare observed and simulated results via statistical and modal error indicators.

• To assess the discrepancies between observed and simulated data, by identifying possible
sources of errors and by highlighting limitations of FE modeling in aiding engineers to eval-
uate bridge performance under variable conditions.

1.3. Scope of the study
The scope of this thesis proposal comprises an investigation into structural health monitoring
practices, specifically data collection and interpretation as well as FE modeling in capturing
temperature-induced effects regarding modal parameters. The investigation of the literature
is presented in Chapter 2. It is elaborated in four sections, regarding structural health moni-
toring, structural dynamics, temperature effects on the dynamic response of bridges, and FE
modeling and simulations. A three-step methodology is explained in Chapter 3, uncovering
the mechanism to sufficiently extract, model, and interpret real-life phenomena features from
the bridge behavior. Chapter 4 presents the study case, for which the methodology is applied.
It explains the context for the temperature contributions in Section 4.1 and the relevance of the
output from the data interpretation of accelerations in Section 4.2. Section 4.3 introduces the
numerical representation of the UT Campus bridge alongside the model updating mechanism
and temperature distribution model that implements the results from temperature analysis. Fi-
nally, the last chapters discuss the results in Chapter 5 and limitations of the research in Section
5.4, focusing on epistemological deficiency as well as empirical and modeling uncertainties.



2
Literature review

For a better understanding of the knowledge development regarding the key underlying con-
cepts and objectives of this research, the literature is reviewed to establish key concepts and
a framework for this study to further develop existing knowledge and address possible recom-
mendations encountered from the studies in the past. This chapter initially introduces Struc-
tural Health Monitoring in Section 2.1, followed by a brief explanation of Structural Dynamics
in Section 2.2, thus providing a technical domain settling for the subsequent chapters. Finally,
literature concerned with temperature distribution effects on bridge dynamics and FEmodeling
are summarized in Section 2.3 and Section 2.4 respectively.

2.1. Structural health monitoring
Structural health monitoring (SHM) on its primary premise refers to a system utilized to mon-
itor the behavior of a bridge under traffic load and environmental impact. At its core, it is a
data-gathering system developed to record data regarding bridge response to excitation. These
data are collected, filtered, processed, and analyzed by structural engineers to verify the struc-
tural integrity of infrastructure components, mostly bridges to assess the degree of safety and
level of serviceability (Borah et al., 2021). Its importance is explicated by the contribution
to a much more complex interface of systems and its relevance to the economy and society
transcends the engineering realm, thereby developing methods to increase structural condition
awareness is a cornerstone for most of the studies conducted in the SHM domain.

Defining a universal SHM framework has been a difficult task for studies in the past, because
of environmental and operational variations in structures as highlighted by Sohn (2006). Un-
derstanding the measured data and isolating the effects of individual factors like temperature,
and traffic have required perplexing analysis according to Koo et al. (2012). Not only data col-
lection and analysis is challenging but even if achieved with strict rigor, means of validation
with models such as FE simulations are strenuous for the updating of the condition parameters
(Westgate and Brownjohn, 2011). However, some converging attempts to establish an effective
paradigm to fit different contextual conditions are presented by Sohn (2006), Malekloo et al.
(2021), and Figueiredo and Brownjohn (2022), with the latter one chosen to proceed in this re-
search methodology. According to Figueiredo and Brownjohn (2022), SHM can be described
as a four-stage process: (i) operational evaluation, (ii) data acquisition (iii) feature extraction
and generation, and (iv) statistical modeling for feature classification. There are no defined
boundaries between the stages, therefore overlapping is possible, sometimes necessary.

Operational evaluation In this stage, the motivation of the assessment and context-settling
parameters of the study case are defined. It also involves answering essential questions related
to the implementation of the SHMsystem, such as safety justifications, risk-to-damage analysis
the structure, cost, duration, etc. This phase is highly sensitive to the case study and legislative
regulations sectioned in engineering codes such as Eurocode and National Annex.

4



2.2. Structural dynamics 5

Data acquisitionThemost common data acquisition practice in bridgemonitoring is vibration-
based structural health monitoring. This system is composed of sensors, mainly active or pas-
sive, depending on the purpose of the monitoring process and the type of data necessary for
the engineers to analyze. In the case of active sensors, they artificially excite the structure via
signals to record their response, while passive sensors function as ’recorders’ of the bridge’s
natural behavior (Cai et al., 2012). Despite the active sensors being more precise in diagnos-
ing possible damage in a structure, the latter sensors are preferred over active sensors due to
their cost-efficiency and resolution of environmental variability. Sensor types differ by nature
depending on the parameters assigned to be measured, varying from acceleration, strain, tem-
perature, etc. Other important features that influence the quality of the measured data are the
sensor layout and placement in the structures alongside the density of sensors utilized.

Feature extraction and generation Feature extraction relates to a preliminary data analysis
that begins with data filtering and refining, conducted manually or automatically by Machine
Learning (ML) algorithms such as Artificial Neural Networks and Multilinear Principal Com-
ponent Analysis (Glashier et al., 2024). This analysis aims to extract the system’s responses to
natural excitation in terms of damage-sensitive patterns based on model-driven or data-driven
approaches. The model-driven approach emphasizes the physical understanding of the struc-
ture via numerical models to predict the bridge behavior under variable internal (inherent dam-
age) and external (environmental and traffic) conditions. On the other hand, data-driven ap-
proaches rely on data interpretation only, thus there is limited knowledge about the structures
and it relies on ML algorithms and boundary conditions set in the operational evaluation stage.

Statistical modeling for feature classification The biggest workload of data analysis occurs
in this stage. It leads to an inference of the data-driven approach, by detecting any anomaly
exceeding the safety boundaries set earlier on. In the model-driven approach, any sensitive
change in the input features is referenced as casually related to potential damage.

Structural health monitoring reliance on data monitoring and acquisition has proven to be suc-
cessful in assessing structural integrity, but its application is occasionally obstructed as a result
of the reactive attitude of these systems. These are not any different from the traditional visual
inspection which relies on information on the presence of damage. Therefore, resilient health
monitoring has to be supported with proactive measures of damage detection, and that includes
the integration of model and data into hybrid approaches, calibration, and validation of these
models with continuously refreshed data and machine learning techniques assisted by artificial
intelligence (Figueiredo and Brownjohn, 2022).

2.2. Structural dynamics
Structural dynamics is a branch of structural engineering focused on analyzing the behavior
of structures under time-varying conditions. It studies the behavior of a structure by identify-
ing dynamic properties such as natural frequencies, mode shapes, and damping ratios. These
parameters are unique for any structure, thus any variance in their magnitude represents a spe-
cific response of the bridge to any internal and external change resulting in an overview of
bridge performance. International engineering guidelines delineate the norms and conditions
of the bridge depending on the magnitude of these parameters. Non-stationary ambient excita-
tion sources such as wind, traffic, waves, etc. impact structural dynamic parameters by causing
fluctuations in the collected data(Cornwell et al. (1999); H. Li et al. (2009); Cross et al. (2013)).
Therefore simplistic data analysis that neglects the relative contribution of environmental vari-
ability can lead to inaccurate damage detection and erroneous decision-making (Steenackers
and Guillaume, 2005).
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Addressing these knowledge gaps, Farrar et al. (1994) performed a vibration test and conse-
quently a vibration analysis in a concrete bridge to investigate the usability ofmodal parameters
in determining damage. This vibration-based monitoring consists of vibration testing and anal-
ysis, commonly referred to as modal analysis, and is widely used in SHM studies such as the
Z-24 bridge (Alampalli, 2000), the Ting Kau bridge (Ni et al., 2008), the Tamar bridge (Cross
et al., 2013) to provide insight into the structural behavior of deteriorating infrastructure.

Natural frequencies andmode shapes The components of a bridge tend to deflect, varying on
the stiffness and mass distribution of the material. Any stimuli inflicted on these components
disturb the balance of the bridge, resulting in a change in the state of equilibrium. These
changes in equilibrium are the sum of simultaneous vibration patterns, which if considered
spatially over the span of the bridge, are called the mode shapes. The vibration pattern is
described as the eigenfrequency or natural frequency of a bridge. Eigenfrequency describes the
rate at which a structure or component oscillates, measured in Hertz (Hz). In ideal conditions,
the natural frequency fn can be calculated using the following formula:

fn =
Kn

2π

√
EIg

wL4
(Eq. 2.1)

where Kn is the effective stiffness coefficient for the n-th mode, E is the Young’s modulus,
I is the moment of inertia, w is the density of the material, g is the gravitational acceleration
and L is the component’s length. Under variable conditions, the predicted values from the
theoretical natural frequency and themeasured natural frequency do not comply. This is mainly
related to the change in the stiffness of the component, where any sign of damage or impact
from environmental conditions such as temperatures will cause a reduction of the stiffness,
resulting in the observed eigenvalues being lower than predicted ones. Analyzing only natural
frequencies does not provide details for which of the aforementioned criteria is the root cause
of the behavior anomaly, thus the mode shapes are required to understand spatial deformations
of the components relative to changes in natural frequencies.

2.3. Temperature effects on bridge dynamics
In the SHM context, bridges are frequently monitored to verify their structural integrity, and
serviceability over time. While traditional methods such as visual inspection are commonly
used to detect visible damage or deterioration, they may not provide comprehensive insights
into the effects of temperature on bridge conditions. Therefore, the structural healthmonitoring
systems are used to collect sufficient data about the dynamic response of the bridge, in terms of
natural frequency and mode shapes aggregated with temperature distribution to understand the
impact of the diurnal or seasonal change in these dynamic parameters. Early studies investigat-
ing the material properties (mainly part of the science of material studies) such as Rishin et al.
(1973) concluded that an increase in temperature causes a decrease in the Young’s modulus E
of a material due to thermal expansion. Consequently, according to Equation 2.1, the results
implied that the natural frequency will decrease as the temperatures increase. Prior studies in
SHM tried to analyze the environmental impact on bridge behavior with Cornwell et al. (1999)
conducting a modal analysis of the Alamosa Canyon bridge during daily temperature cycles.
This study highlights the influence of temperature on the dynamic properties of bridges and
was in the continuous support of experimental findings of material of science papers (Rishin
et al., 1973) and previously conducted research on the dynamic characterization of bridges
(Moorty and Roeder (1992); Farrar et al. (1994)).
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Peeters and De Roeck (2000) uncovered the limitations of experimental-based investigation on
the temperature effect on bridges due to the non-linear relationship of temperature and natural
frequencies based on a year-long monitoring of data in Z-24 bridge. The study concluded that
there is a linear relation for the temperatures above freezing point (0 ◦C), unlike the non-linear
relationship of the natural frequencies depending on the material of the component. These
findings were justified by an earlier study of Alampalli (1998) which supported the reasons
behind this non-linearity depending on the type of support, the presence of asphalt, exposure
to solar radiation, size of the bridge, etc; later revised in Tamar bridge (Cross et al., 2013).

However, the temperature distribution becomes more complex due to seasonal changes. In the
winter, the diurnal change does not affect the natural frequencies, compared to the same hourly
fluctuations in temperatures in the summer. This correlates to the more uniform temperature
distribution in the cold seasons compared to the variations in the spring and summer months.
Laory et al. (2012) highlighted that the diurnal changes have a more significant effect in sum-
mer compared to winter. This study revealed the necessity for long-term data monitoring to
reduce uncertainty about the dynamic variation of modal parameters. Recent studies managed
to collect long-term data on modal parameters and temperature distributions in bridges. The
case of the long-term monitoring of the Tamar bridge presented by Cross et al. (2013) revealed
temperature was found to have a seasonal impact rather than daily in terms of relative change
in natural frequencies depending on the uniformity of thermal strain.

Although the temperature effect was evident in most SHM studies, its quantification is cru-
cial for effective damage detection. Understanding damage patterns necessitated regression
analysis on collected data to dive into the sole effect of temperature apart from other variable
conditions. Xia et al. (2006) developed a linear regression analysis to establish relationships
between the measured frequencies on a reinforced concrete slab under temperature changes.
The results revealed a strong negative correlation between frequency and temperature in four
mode shapes, with the first two modal frequencies decreasing by 0.23% when the temperature
is increased by one degree. These findings tangentially spurred a continuous strive for quan-
tifying the impact of the temperature variation such as the case of the Tianjin Yonghe Bridge
which was used as a case study in H. Li et al. (2009). This paper connected ANN, MPCA,
NLPCA, and IRB analysis to quantify the change of natural frequencies at a magnitude of
1.470% to 3.155% as the temperature varied from −11.5 ◦C to 3.71 ◦C. Similar studies on
cable-stayed bridges, footbridges, and concrete bridges are presented by Catbas et al. (2008),
Kromanis et al. (2015), Tadeu et al. (2022) highlight the importance of temperature-induced
stresses on bridge dynamic parameters, relative to the traffic loads.

2.4. Finite element methods
Finite element method is a numerical technique based on the fragmentation of structure or ’sub-
ject domain’ into smaller and simpler units. This unit is governed by the differential equations
and boundary conditions set by the field of application (e.g. fluid dynamics, structural analysis,
heat distribution, soil mechanics). These units are connected via a set of nodes, constituting a
mesh model or a representative of a real-life environment dictated by the mathematical model
built upon. In the context of SHM, the FE modeling assists in a parametric study to investi-
gate the influence of specific conditions, impossible to happen or improbable to be measured,
in real-life structures. The primary application of FE modeling pertains to stimulating dam-
age scenarios to verify bridge response compared with measured data. Particularly, they are
employed to address thermal effects by varying temperature input to estimate the relative con-
tribution to dynamic properties of the bridge such as natural frequencies and mode shapes (L.
Zhou et al. (2015); Liu and Zhang (2017)).
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Creating a numerical replica of a bridge in FEM, requires two main considerations: the bridge
characteristics such as geometry and material composition, and the boundary conditions. The
bridge characteristics related to the types of the bridge pose increased uncertainty in temperature-
induced data depending on the number of the components, such as the case of a long-span
cable-stayed bridge (Y. Zhou and Sun, 2019). On the other hand, material property estimation
is bounded by our theoretical understanding of the structure and is quantified by deterministic
values for Young’s modulus, Poisson’s ratio, and thermal expansion coefficients. These val-
ues are attributed to an ideal bridge condition, assuming uniform structural integrity, thereby
posing a limitation of the analysis application. The second input, referred to as boundary con-
ditions, is a set of limitations in terms of mathematical restrictions. These conditions define the
integration of the system with internal and external forces. The internal forces are explicitly
related to support reaction impact on the deformation patterns, while the external forces relate
the FE model to variable input such as traffic loading or temperature distribution.

In the case of temperature impact analysis, the literature provides two possible analysis op-
tions. One method is to conduct a thermal analysis of the bridge. This analysis comprises a
theoretical application of heat-transfer analysis and thermal boundary conditions in the case of
a bridge environment, accounting for various meteorological conditions. Important remarks
of this method are the efficiency in predicting temperature distribution which concurs with
measured data (L. Zhou et al., 2015). Despite temperature distribution not being isolated from
concurring with other environmental variables, there is another method that can account for
specific temperature distributions, and that is temperature profiling viamodel updating. Model-
updating techniques are applied in data-driven analysis of the bridge behavior (Cross et al.
(2013); Kromanis et al. (2015); Mariani et al. (2024)) to link deformation with temperature
variation. Model updating is conducted to evaluate bridge conditions, or make retrofitting
schemes by systematically varying the bridge’s geometrical and material properties to match
observed data results (Kangas et al. (2003); Zhu et al. (2015)). For damage assessment depen-
dent on temperature variability and traffic loading, specific temperature distributions convey
complex patterns, thereby scenario-testing based on collected data can be used as part of model
updating (Marchenko et al., 2024).

Westgate and Brownjohn (2011) presented an FE model of the Tamar bridge as a research
tool to verify the impact of variable environmental conditions. This research concluded that
adjusting the stiffness of the structure, thus virtually damaging the bridge by reducing Young’s
modulus takes increasing precedence over the modal properties on the later frequencies of
the bridge. Nevertheless, FE modeling has its limitations where sources of error may derive
from the mathematical model of the structure assuming isotropy and linear-elastic behavior,
the quality of which is constrained by mesh size and computational power. Nonetheless, FEM
is an approximation of reality, thus it is bound by human knowledge and computational power,
as highlighted by Figueiredo and Brownjohn (2022).
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2.5. Conclusions
The literature review provides foundations for understanding the key concepts and objectives
of the research. SHM is introduced as a safety-assessing system for monitoring the behavior
of bridges under variable loading and environmental conditions. The integration of sensors
in the monitoring systems has enhanced the capability to precisely characterize the bridge
dynamic response both spatially by localizing feature deviation and quantitatively by assessing
the damage. The reviewed studies propose research methods that contribute to knowledge
production and development of current SHM practices. Nevertheless, these studies encounter
knowledge gaps, explicitly acting as boundary conditions for the reliability of the studies. The
following conclusions are highlighted consistently:

1. The interchangeability of environmental conditions coupled with the uncertainty of data
acquisition and extraction campaigns has posed a challenge in establishing a universal
SHM framework, despite the efforts of several studies such as Sohn (2006), Malekloo
et al. (2021), and Figueiredo and Brownjohn (2022).

2. The sensitivity of bridge dynamics requires long-term monitoring and temperature iso-
lation both numerically and methodologically to verify the extent to which temperature
influences the bridge dynamics spatially and temporally (Cornwell et al. (1999); Peeters
and De Roeck (2000); Catbas et al. (2008); Laory et al. (2012)). Therefore, understand-
ing the temperature effects on bridge dynamics requires hybrid approaches of observed
and simulated data with perpetual cross-validation.

3. The deficiency of modeling techniques for the temperature distribution relative to the
real-life measurements necessitates improvements in the model updating techniques
of the FE models, specifically for the non-linear scenarios (Westgate and Brownjohn
(2011); L. Zhou et al. (2015); Liu and Zhang (2017)) such as temperature distributions.

In conclusion, this chapter summarizes the main findings of the literature review conducted in
support of the research objectives. These studies’ limitations provide future research direction
in quantifying temperature effects on dynamic parameters through advanced regression analy-
sis or numerical techniques. The latter serves as the initiator of the research methods, for the
FEM techniques being cost-effective and resilient to the environment, necessary to simulate
complex temperature scenarios and assess their impact on bridge structural dynamics.



3
Methodology

A framework to investigate the impact of temperature distribution in bridge dynamic response
developed by integrating long-term bridge monitoring studies (Cross et al. (2013); Kromanis
et al. (2015)) and FEM of bridge behavior under variable environmental conditions (Westgate
and Brownjohn (2011); Marchenko et al. (2024)). A three-step methodology, as presented in
Figure 3.1, is devised to conduct this research. Initially, an operating SHM system that col-
lects acceleration and temperature records of the environmental conditions is utilized as the
main source of information for the study case. The continuously collected data is stored in a
time-series database. The temperature historical dataset is analyzed where five scenarios are
selected, yielding a range of conditions the bridge experiences annually. A heel-drop experi-
ment is conducted in the bridge, to determine the bridge’s natural frequencies under controlled
conditions. These values are used as a reference for the comparative study further on. The
second phase entails an FE model set-up with the bridge’s dimensional and material charac-
teristics and temperature distribution. A FEM software (ANSYS) is employed to run a finite
element analysis (FEA) predicting the bridge behavior as opposed to real observations from
the study case. The model is iteratively updated with reference to the controlled environment
results to actualize real bridge behavior so it mimics real-life dynamics. Finally, a comparison
between observed and simulated data is conducted through error estimation and mode assur-
ance criterion (MAC). The detailed explanation of these three phases is explained in the next
chapters grounded on the reviewed methodologies in the literature.

Figure 3.1: The methodological workflow of the research.
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3.1. Data pre-processing
This section outlines a methodological procedure for temperature data analysis and accelera-
tion data pre-processing. The temperature is retrieved from the historical database, while the
acceleration data comprises two types: the controlled environment acceleration data used in
this phase to determine the modal parameters for a reference scenario, and the uncontrolled
environment acceleration data, which coincides with temperature measurements to describe
bridge behavior under temperature distribution effect. The latter dataset is analyzed and com-
pared in the last stage of this study. Additional data regarding humidity or wind speed are
neglected for being outside the scope of this study.

3.1.1. Temperature data
The variation of temperature is important to isolate the thermal response and relate its effects on
the bridge to the dynamic parameters. High variability in the temperature distribution causes
different contractions and expansion patterns in the bridge, resulting in different stiffness-to-
mass ratios for the same bridge component. This nonlinear deformation for a unit length of
component i.e. the girders affects the extent to which the bridge can oscillate on its natural
frequency, with the higher deformation expected to reduce the frequency measurement as dis-
cussed in the literature review, Section 2.3. An illustration of the selection criteria is displayed
in Figure 3.2, representing the daily average temperature measurement of all sensors alongside
the standard deviation indicated by the error bars.

Figure 3.2: Average annual temperature distribution (left); Zoomed window for one-month duration (right).

The historical sensor measurements are analyzed to identify five distinct scenarios encompass-
ing a wide range of diurnal and seasonal conditions. Two selection criteria are applied to cate-
gorize the magnitude of the variability; the amplitude of variation and the average and standard
deviation of all measurements. These indicators quantify the change between the maximal and
minimal measurement, thereby revealing the days with the highest variability indicated by the
error bar (a) in Figure 3.2. Concurrently, the average and standard deviation are used to de-
termine extremely hot scenarios for the highest average temperatures in the summer middays
and extremely cold scenarios for the lowest temperatures in winter sunrise. Intermediate sce-
narios representing cloudy and rainy days are selected for both hot and cold seasons (error bar
(b)). The solar radiation is scattered evenly in the environment, causing less variance in the
temperature measurements. Finally, a low amplitude and low standard deviation (error bar (c)
in Figure 3.2) for the measurements signifying a uniform temperature distribution across the
structure is selected for the reference scenario. The average temperature of this scenario is
consistent with the controlled experiment average temperature to ensure a basis of comparison
between observed and simulated data in Chapter 5.
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3.1.2. Acceleration data
The measured acceleration data coinciding with the temperature measurement can reveal a cor-
relation between parameters, but the insufficient understanding of the loads exciting the bridge
impedes the precise evaluation of the bridge’s natural vibration. Consequently, a controlled
experiment is conducted under constant verifiable environmental parameters such as tempera-
ture, wind, and humidity - with the bridge devoid of cyclists and pedestrians traffic. A constant
point force is exerted by an individual at different locations of the bridge. The bridge response
is captured via a deployed system of wireless sensors.

The eigenfrequencies or natural frequencies can be estimated using Fast Fourier Transforma-
tion (FFT), illustrated in Figure 3.3. FFT is a mathematical algorithm that computes the fre-
quency of a signal by decomposing the relative magnitudes of the various sinusoidal signals
(Rogers et al., 1997). The FFT applies for the whole signal simultaneously but loses the tem-
poral information of the signal. The natural frequencies are selected using the peak-picking
method. The frequencies with the higher amplitudes represented as spikes in the FFT graphs,
denote the dominant frequencies or the natural frequencies of the bridge. Peak selection re-
quires a thorough consideration to differentiate natural frequencies from resonant ones, with
the latter characterized by sharp, prominent follow-up peaks. For the controlled environment,
acceleration pre-processing is not conditioned by unknown parameters, therefore the presence
of resonant frequencies is limited, making the interpretation of results straightforward.

Figure 3.3: Wave signal decomposition (left); Fast Fourier Transformation for frequency estimation (right).

The mode shapes are defined by the spatial distribution of the amplitudes of the natural fre-
quencies of a bridge. The eigenfrequencies picked in the FFT plot from Figure 3.3 for several
measurements across a structure will reveal the corresponding vibration pattern such as the
first vertical and first torsional mode shapes in Figure 3.4. While the frequency-amplitude
plots reveal the magnitude of deformation or acceleration of a certain frequency, the phase
spectrum analysis provides information about the location of a point or node in time relative to
a reference frequency. It refers to the angle component describing the displacement of the sinu-
soidal wave relative to a reference point and is evaluated by considering the imaginary number
of each frequency value calculated by the FFT. This is applied in a Matlab code, which uses
the eigenfrequencies as the reference points to determine the direction of the deflection to be
either positive or negative.

Figure 3.4: Mode shapes from the peak-picking method of the first eigenfrequency (left) and the second
eigenfrequency (right).



3.2. Finite element methods 13

Uncontrolled environmentmeasurements referred to as scenario-based acceleration data present
higher uncertainty. The main criteria to correlate the impact of temperature variation investi-
gated in the previous section is by selecting bridge response concurrent with or within a time
range from the time of temperature measurement. If the same time is not possible due to the
desynchronization of the two measuring systems or because of disturbance due to abnormal ac-
celerations, then the range of 15 minutes is considered a representative of the bridge response
due to the given temperature configuration. This presumes the relatively slow heat transfer for
a limited time window, reflected by the similar values of the temperature standard deviation.

The second criterion is the scenario selection. The sensors collect acceleration data from all
kinds of excitation such as walking pedestrians, cyclists, wind, etc. thus consisting of uncon-
trolled testing conditions. Correlating temperature to any change of frequency pattern would
require considering the relative impact of these other factors which are unknown and cannot
be quantified. Therefore the selection criteria are narrowed to cyclists-induced accelerations,
thereby neglecting any pedestrian measurement. The higher speeds reflected by smaller time
measurements are less likely to cause resonant effects compared to the walking-induced fre-
quencies which may coincide with bridge natural frequencies and alter the bridge response.

3.2. Finite element methods
The FEM is a numerical technique designed to systematically solve complex problems by
fragmentation of the subject matter. The subject matter ranges from solid to fluid objects
and is dependent on the scope of the study. The most common procedure for developing a
FEM requires the geometry design with context-dependent reference elements, the material
characterization with properties describing its behavior under input forces, and the assignment
of the boundary conditions to describe the constraints of a subject matter’s behavior.

In bridge modeling, the division of the structure into finite elements, also known as discretiza-
tion, represents the building block of the entire structure. These fundamental units are intercon-
nected via nodes, which are specific points in the structure that describe the relations between
elements in terms of translation and rotation. Node allocation can be in the boundaries between
elements or within an element, depending on the nature of the problem. The shape of the el-
ements depends on the dimensionality of the problem, where the one-dimensional problems
require line elements, increasing to triangular and quadrilateral shapes for two-dimensional
problems (Figure 3.5) up to tetrahedral or hexahedral for three-dimensional domains (Rao,
2017). The nodal network is the functional unit that connects the physical condition assigned
to the elements with the governing equation of the modeling continuum.

Figure 3.5: Structural nodal discretization for a 2D continuum (left) via quadrilateral (middle) and triangular
(right) elements.
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Given the study objectives of investigating bridge dynamic behavior under temperature distri-
bution, there are two important criteria for the selection of the reference elements. The element
should approximate stress and strain distributions while accepting temperature as loading and it
should be compatible with a modal analysis simulation, compatible with a FEM software (AN-
SYS). Consequently, the selected reference elements are SHELL181, suitable for thin shell
structures such as steel girders, and LINK180, suitable for cables and bracings in bridges.

SHELL181 is a four-node element with three degrees of freedom in translations and three
degrees of freedom in rotation (ANSYS, 2024). The degrees of freedom are related to the
three-dimensional continuum (Cartesian axes). This element is suitable for linear, large-strain
deformations caused by pressure or temperature. Loading is applicable in the four corner nodes
(denoted I, J, K, and L in Figure 3.6). As a single-layer 2D element, the thickness can be
assigned to the model depending on the component it describes, such as flange, web, deck, etc.
The second element is LINK180, a two-node uniaxial element with three degrees of freedom
at each node, allowing translation in the x, y, and z directions. It is a tension and compression
3D element, supporting temperature loading in the nodes (ANSYS, 2024).

Figure 3.6: SHELL181 geometric model (left); LINK180 geometrical model (right) (ANSYS, 2024).

To define each bridge component independently, material profiles are assigned independently
of each other. The input values are the density of the material (assumed to be isotropic),
Young’s modulus (resistance to elastic strain under induced stress), the Poisson ratio (expan-
sion relative to the compression in the perpendicular direction expressed as the ratio of trans-
verse strain to axial strain) and the isotropic thermal expansion coefficient (the rate at which
the material expands or contracts relative to the change in temperature). The output of the ref-
erence elements is the nodal displacement, and the stress and strain distributions, categorized
into the mechanical and thermal profiles. The modal analysis is compatible with both elements
if the temperature is considered static loading.

The matrix-vector representing the element equations about the displacement and rotation is
combinedwith the load vectors (the temperature distribution). Solving these systems of equilib-
rium equations requires the definition of the boundary conditions for the model. The boundary
conditions in the structural analysis relate to the restriction of the movement specifically in the
support locations for the displacement and rotation. There are four major conditions for the
boundary conditions; (a) fixed support restricting movement in all translational and rotational
degrees, (b) pinned support restricting translations while allowing rotation degrees, (c) roller
support allowing one translation degree while restricting translation and rotation of another
axis, and (d) no support conditions where translation and rotation is unrestricted (Figure 3.7).
The selection process is assisted by the ANSYS toolkit and previous FEA studies of the same
bridge (Marchenko et al., 2024).
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Figure 3.7: Support location configuration (a-d) described in terms of translational and rotational degrees of
freedom.

Nonetheless, uncertainties for boundary conditions such as the support type and location, and
component stiffness require model updating. The formulation of an objective function is nec-
essary to ensure a good-fitting for the finite element model with the study case observations.
The objective function is set to reduce the error between field data and FEA results to less
than 10%. The field data dynamic properties for the model updating in this report concern the
reference scenario selected in the temperature data analysis (Section 4.1).

Achieving the target accuracy requires sensitivity-based model updating, which includes an
iterative process of varying the bridge parameter values and optimizing the support location
configuration for the model to match the dynamic properties of the real-life behavior. Initially,
the bridge support configuration is adjusted manually, aiming for a converging result within
the objective function. Then, a sensitivity analysis of the bridge dynamic response to Young’s
modulus variation is utilized to reduce the error, if the boundary conditions do not satisfy the
predetermined criteria.

The second part of the model updating is determining the temperature distribution. In align-
ment with the temperature data analysis, five different scenarios that resemble the field data
measurements exhibit the basis of the temperature distribution. Depending on bridge com-
ponent geometry and materials, Eurocode provides rough estimates that are not tailor-made
distributions, therefore reliability is low (Kromanis et al., 2015). Depending on the number
of thermocouples and their spatial distribution in the bridge, the measurements lack complete
temperature profiling, therefore the vertical and horizontal distribution is built upon existing
knowledge and previous studies.

3.3. Data comparison
Results from the uncontrolled acceleration data are presented and compared with the FEA
results. To quantify the interpretation of the data comparison, other relevant comparative stud-
ies have used methods that depend on the nature of the study and the compatibility of the data
with the testing tools. Twomain indicators are selected to determine the accuracy of the results;
one modal-based and one statistical-based. The evaluation of the Modal Assurance Criterion
(MAC) is used to quantify the similarity of model prediction of mode shapes to real mode
shapes from the testing campaign (Ren et al., 2004; Mao et al., 2019). As shown in Equation
3.1, MAC is an indicator of the correlation between two modal shapes, where ϕo and ϕe are
the mode shape vectors being compared.

MAC(ϕo, ϕe) =

∣∣ϕT
o ϕe

∣∣2
(ϕT

o ϕo) · (ϕT
e ϕe)

(Eq. 3.1)
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The second indicator is Root Mean Square Error (RMSE) in Equation 3.2. It is a statistical
measure indicating the magnitude of error between observed value yi and simulated values ŷi.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (Eq. 3.2)

To summarize, bridge response is recorded using a structural health monitoring system of
sensors including accelerometers along temperature distribution using thermocouples. The
dynamic response is categorized into two environments; a controlled environment to deter-
mine the natural frequencies for a reference scenario with the least amount of error and an
uncontrolled environment to relate the temperature distribution effects in the bridge dynamic
response based on scenario selection. The dynamic response captured in terms of bridge ac-
celeration is transformed to the frequency-time domain via FFT to perform a modal analysis
of the bridge. Then, an FE model of the bridge developed in ANSYS is updated by optimizing
boundary conditions to match observed frequencies for the reference scenario. Temperature
data from the data acquisition campaign from a basis to derive the temperature spatial distribu-
tion in the bridge to simulate its response under variable conditions. The frequency analysis
results from the FEA are compared to the field data to verify the effects of temperature impact
on the bridge by measuring the variance between the pertinent datasets.



4
Case study: UT Campus bridge

The proposed methodology is applied in a pedestrian bridge, as shown in Figure 4.1, located on
the campus of the University of Twente, in the city of Enschede, the Netherlands. This bridge
will serve as the case study for the comparison of the collected data from sensors in the bridge
with the FEA simulations. The bridge was opened to public use in the 1980s, accessible for
pedestrians and cyclists. It connects Sintelbaanveld in its western link with Hogekamp on the
eastern side, crossing over an artificial pond (4.1c). It is oriented in a northwest-to-southeast
direction, while its exposure to the sun changes depending on the season varying with more
exposure hours in the summer and less radiation during winter.

(a) (b)

(c)

Figure 4.1: The UT Campus bridge: (a) side-view, (b) bottom-view, (c) top-view.
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The northwestern side is an exemption due to the shadows caused by the extensive presence
of trees, while the presence of buildings nearby such as Vrijhof (south) blocks the radiation in
the early evening hours, while the Plaza Residence and UPark Hotel (east) block the sun rays
in the early morning hours. The exposure of bridge elements also changes with the position
of the sun, with the middle girder enclosed in all directions, being the least exposed element
to solar radiation. In summer, the sun’s trajectory is longer, reflected by the extensive sunny
hours and higher temperature gradients in the bridge. In winter, the trajectory is smaller, with
the day being shorter and the radiation prevented by the continuous cloudy and rainy weather.
Consequently, the temperature gradients are smoother and lower than on summer days. The
maximal and minimal solar projection based on the sun’s position is given in Figure 4.2 for the
two solstices on the 21st of June and on the 21st of December.

(a) (b)

Figure 4.2: Sun trajectories in (a) summer solstice on the 21st of June (b) winter solstice on 21st of December.

In technical terms, the UT Campus bridge is a steel girder and timber deck bridge, spanning 27
meters long and 2 meters wide. The structure is composed of three 27-meter-long IPE600 steel
girders and 80x80x5SHS horizontal bracings. The D40 hardwood oak timber deck is sided by
a total of twenty-two timber railing posts bolted to the outer girders (Figure 4.3). In 2022, a
complete SHM system of sensors was installed in the bridge. Since then, the bridge has been
continuously monitored using temperature sensors, accelerometers, strain gauges, and a local
weather station. Due to a lack of information about the prior conditions of the bridge when it
became operational, visual inspections have necessitated a structural assessment of the bridge.
This has provided a ground study for several SHM investigations in the past (Kromanis (2021);
Marchenko et al. (2024)) regarding camera-vision testing, long-term data collection, etc.

Figure 4.3: Structural top-view drawing of the UT Campus bridge with the locations of installed thermocouples
(T-i, i=1,2,...,10) and accelerometers (A-j, j=1,2,...,12).
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4.1. Temperature analysis
The UT Campus bridge is exposed to considerable solar radiation due to the low-rise surround-
ings. The induced temperatures are measured from 10 sensors located in the steel girders,
continuously where each measurement is stored on a regular timeframe of 5 to 10 seconds
depending on the time delay of system synchronization. The obtained data from one year-
long bridge monitoring (Figure 4.4) reveals the fluctuation on a seasonal basis where the cold
months from December to April show a fluctuation of temperatures between a minimum of
−5 ◦C to a maximum of 23 ◦C, while summer is characterized by a fluctuation from a min-
imum of 10 ◦C to a maximum of 40 ◦C. The gaps between July and September as well as
November to December are related to some malfunctions in the monitoring system.

Figure 4.4: Annual temperature measurements from thermocouples (T-i, i=1,2,...,10).

Zooming in on Figure 4.4, specifically on 3 days between 28th February to 2nd March, re-
veals the actual distribution of temperature temporally and spatially. Figure 4.5 explicates the
day-night cyclic change in temperature where the maximal temperatures are recorded in the
afternoon while the lowest temperatures are in the early morning hours with the lowest being
−4.1 ◦C in the early morning of 1st March. As the sun approaches its zenith, the tempera-
ture increases gradually with the sensors of the southeast side (sensors T1-T9) being the ones
exposed more to solar radiation. This is reflected by the higher temperature measurements
recorded at any time instant between 12:00 am to 17:00 afternoon, with a highly variable tem-
perature distribution recorded at 15:00 with a maximal amplitude of 12 ◦C.

Figure 4.5: Temperature distribution for a high variable three-day period (left) and spring midday (right).
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The data was processed so that for each measurement, the biggest amplitude between maximal
and minimal measurement was recorded, and the largest standard deviation of the ten measure-
ments was calculated. These two statistical parameters were considered as indicators of the
highest variability of temperature distribution in the structure. The higher the standard devia-
tion and the change in amplitude the more temperature varies across the structure, while the
reverse is also true and is connected to both low temperatures typical for early winter morn-
ings or equal solar radiation specific for cloudy spring days of mild temperatures. The selected
temperature scenarios (Figure 4.7) are: an extremely hot afternoon (Figure 4.6a), an extremely
cold sunrise (Figure 4.6b), a cloudy summer afternoon (Figure 4.6c), and highly variable tem-
perature distribution in spring midday (Figure 4.5) and a reference scenario of a cloudy autumn
afternoon (Figure 4.6d) with an average temperature of 20 ◦C.

(a) (b)

(c) (d)

Figure 4.6: Temperature distribution for (a) an extremely hot afternoon, (b) an extremely cold sunrise, (c) a
cloudy summer afternoon, and (d) a cloudy autumn afternoon.

Figure 4.7: Five selected scenarios from one-year temperature monitoring.
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4.2. Acceleration analysis
Controlled environment testing is conducted to further explore the natural frequencies of the
bridge. This study consisted of a controlled excitation experiment with wireless sensors on the
UTCampus bridge, on the 25th of April 2024, a cloudy spring day with an average temperature
of 20 ◦C. A total of four wireless accelerometers were positioned in four points, three being on
the quarter, half, and two-thirds span of beamA and one accelerometer in the half span of beam
C. Nine consecutive heel drops were performed in a predetermined pattern of walking with a 5
seconds delay to allow the bridge to respond naturally as the excitation energy dissipates after
each jump. The force exerted is a result of the free fall of an individual (approximated at 900
N), with no other considerable force of excitation acting upon the bridge. The pattern of the
movement and jumping is displayed in Figure 4.8, with the resulting acceleration data plotted
in Figure 4.9. The vertical axis (z-axis) is considered the dominant axis of acceleration.

Figure 4.8: Heel-drop controlled experiment layout.

Figure 4.9: Acceleration data of the heel drop controlled experiment.

The FFT is sensitive to short-period measurements (the case of 5 to 10 seconds per heel drop).
This can lead to spectral leakage where frequency data is lost due to the infinite periodicity of
the signal as treated by FFT. Averaging is performed by dividing the time period into segments
computing the power spectral density (PSD) directly from the FFT of each segment (Rogers
et al., 1997) via Welch’s PSD transformation. This is applied to the acceleration data, with
each jump considered separately. The results are aggregated in Table 4.1, which displays the
average frequency of all sensors. There were scenarios where the sensors did not record the
third mode in jumps 4, 5, and 6 or the second mode in jumps 2 and 8. This can be related to
the mode shapes that these frequencies represent and whose excitation location is dominant for
the respective jump. Furthermore, the normalized PSD values appeared to change according
to the pattern of the heel drop, with the higher accelerations being recorded in a sensor that is
the closest to the heel drop location.
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Frequency [Hz] J1 J2 J3 J4 J5 J6 J7 J8 J9 Average

f1 2.902 2.963 2.983 2.933 2.837 2.94 2.922 2.81 2.913 2.911
f2 3.764 - 3.75 3.725 - 3.737 3.736 - 3.702 3.728
f3 8.934 8.955 8.936 - - - 8.853 8.88 8.928 8.914

Table 4.1: Frequency estimation from Welch’s PSD for nine jumps (J-i, i=1,2,3,...,9).

The testing revealed three mode shapes with an average of 2.911 Hz for the first eigenfre-
quency, 3.728 Hz for the second eigenfrequency, and 8.933 Hz for the third eigenfrequency.
The first mode shape consistently appears in all Welch’s PSD plots. The jumps in the middle
span of the deck (Figures 4.10b & 4.10h) do not cause any peak that aligns with the second
eigenfrequency. It is suspected that this mode is torsional, but it has to be verified by the phase
spectrum analysis. The third eigenfrequency appears in the controlled measurements, but not
consistently in all nine jumps. Figures 4.10d, 4.10e, 4.10f indicate no peak between 8 and 9
Hz, leading to the assumption that the third mode shape is the lateral or torsional mode shape
given the frequency’s weaker response for the jumps in the midspan and stronger for the 1/4
and 2/3 jump locations. Nevertheless, the phase spectrum can reveal mode shape patterns to
confirm the assumptions about the investigated frequencies.

(a) Jump 1 (b) Jump 2 (c) Jump 3

(d) Jump 4 (e) Jump 5 (f) Jump 6

(g) Jump 7 (h) Jump 8 (i) Jump 9

Figure 4.10: Welch’s PSD of the controlled experimenting for (a-i) for nine jumps (J-i, i=1,2,3,...,9).
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Reflecting upon the jump which conveys the first three frequencies closest to the average is
the ninth jump and will be used to illustrate the phase of the frequency for all four sensors.
For the first mode in Figure 4.11, there is a negative phase for all sensors (a-d) indicating a
synchronized direction of oscillation for beam A. It can be extrapolated that the same behavior
characterizes beam C, where the sensor in the midspan is negative and similar to the phase of
the opposite sensor in beam A, indicating a vertical mode shape. As for the second mode in
Figure 4.11, all the sensors of beam A (f-h) have a negative phase thus the same direction of de-
flection while sensor A36382 located in beam C is positive. This suggests that the midspans of
the two beams are rotated around the y-axis, a characteristic of the torsional mode of shape. Al-
though the comparative system is composed of just the midspan sensors, determining whether
the modes are symmetric or not is a matter of accelerometers’ symmetrical measurements.

Figure 4.11: Phase spectrum: (a-d) for the first eigenfrequency and (e-h) for the second eigenfrequency.

The Welch’s PSD plots from the second jump (Figure 4.10b) with the highest amplitude for
the third mode and from the fourth jump (Figure 4.10d) with no peak around the third mode
are selected to verify the lateral movement, by analyzing acceleration in x-direction. Figure
4.12a reveals the dominant frequency to be around 9 Hz, while no significant spike is evident
around 3 and 4 Hz. On the other hand, Figure 4.12b confirms the previous Welch’s plots in the
y-direction, where no lateral movement is recorded. If the excitation is in the center of mass of
the bridge, the dominant frequency based on the PSD values is the vertical mode shape. In the
case of jumps in girder A or C, the torsional mode is the dominant frequency, while the third
mode is triggered when the heel drop is distant from the center of mass; where inertia makes
the bridge deform laterally due to the angle of the center of mass and the force of excitation.

(a) (b)

Figure 4.12: Welch’s PSD for (a) jump 2 and (b) jump 4 in the horizontal direction (x-axis).
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4.3. Finite element analysis
This section elaborates on the investigation of temperature loading effects in the 3D FE model
of the UTCampus bridge. The basemodel of the bridge used from previous studies on the static
response of the bridge to various loading (Marchenko et al., 2024) is utilized to conduct amodal
analysis of the bridge under temperature distributions built upon the temperaturemeasurements
discussed in Section 4.1. The bridge is modeled in ANSYS (2024), a FEM software package
specialized in structural and thermal analyses. A programming environment called ANSYS
Parametric Design Language (APDL) is used to define the bridge geometry and boundary
conditions. The bridge geometry and properties are represented by two materials: steel girders
and bracings and the timber deck. These materials are modeled by two reference elements:
SHELL181 for girders and timber decking featuring a 4-node element with six degrees of
freedom including translations and rotations around three axes and LINK180 for the bracings.
These elements are suitable for linear and non-linear stress-strain analysis caused by static or
dynamic loading. The elastic modulus of steel is set to 210 GPa and for the timber decking at
9 GPa with a reference temperature of 20 ◦C. Bridge geometry is slightly simplified (Figure
4.13), and a 1/10 mesh ratio is adopted, resulting in 3047 elements connected via 6309 nodes.

The section starts with an explanation of the model updating techniques implicated in the
Methodology (Chapter 3). The results are supported by a sensitivity analysis to clarify the
rationale behind the proposed changes in the model for future studies. The second section of
this chapter focuses on temperature distribution and techniques applied to derive meaningful
temperature loading for the bridge based on collected data and a literature review.

Figure 4.13: FEM of the UT Campus bridge.

4.3.1. Model updating
The model was previously used for static investigations (Marchenko et al., 2024), where the
boundary conditions used by these studies are not calibrated to match the dynamic behavior
of the bridge in reality. Therefore model updating is a procedure of repetitive trial and error
experimenting on the boundary conditions to approximate the FE model dynamic properties
as close to the observed frequencies. Model updating is applied to numerical models due to
the inherent uncertainty about the structural support conditions or the stiffness of the materials
in case of long-service deteriorated structures. For the dynamic model updating, the objective
functions consist of modal parameters such as natural frequencies and mode shapes, although
the latter is rather complex due to the local variation in long-span bridges. For this study, the
objective function is to update the mode so that the first three natural frequencies of the bridge
are within a 10% error range from the observed frequencies in the controlled experiment.
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Several studies have conducted model updating techniques to match either static or dynamic
bridge response, and a general tendency is to start with a sensitivity-based model updating
(Brownjohn and Xia (2000); S. Li et al. (2014); Zhu et al. (2015)). This method examines
the impact of density and stiffness (Young’s modulus) on bridge dynamic properties. The
model is iterated manually for different configurations of the boundary or support conditions.
The manual iteration is a complex procedure that requires an immense amount of trial and
error due to the possibilities of the boundary conditions. There are three girders in the bridge,
where each girder has two sides and each side has 7 nodal points where to apply the boundary
conditions. There are three possibilities for each nodal point: applying pinned support, roller
support, or no support. Considering these primary conditions, the number of trials is beyond
computational power (342 trials). Therefore, a manual trial and error procedure starting from
a basic configuration of supports is conducted, where pattern recognition depending on the
variation of the eigenfrequencies will be used to determine the best fit for themodel. Themodal
analysis was conducted independently of each iteration with a reference temperature of 20 ◦C
so that the results are comparable to the controlled experimental average eigenfrequencies.

Figure 4.14 represents the trial and error procedure. The x-axis represents the configurations,
where RR corresponds to roller supports in the selected supports, PP corresponds to pinned
supports in the selected nodes, and RP refers to one side of the girder being constrained by
roller support and the other with pinned support. The number signifies the node location with
’1’ being the nodes in the middle of the web, ’2’ being the nodes in the middle of the top flange,
’3’ representing nodes in the middle bottom flange, ’4’ being the nodes in the middle of the
web and bottom flange, ’5’ being the nodes in the middle of the web and the flanges. RR-1 is
considered base configuration and the change in simulated results is compared accordingly.

Figure 4.14: Model updating results comparing the sensitivity of the FE model to change between three support
configurations (RR, RP, PP) in five different locations of the girder profile.

The last scenario is a specific configuration that resulted as the best configuration with the
least deviance from the experimental data and is represented in Figure 4.15. It consists of a
predominantly pinned support in the east side, restricting axial movement in the middle web
andmiddle lower flange. The west entrance consists mostly of roller support, allowing uniaxial
movement and rotation.
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Figure 4.15: Supports configuration (RP-6) in the steel profiles for the east (left) and the west entrance (right).

There is a similar trend for all eigenfrequencies to decrease in any configuration of roller sup-
port compared to pinned support. The roller supports allow horizontal movement while restrict-
ing vertical movement and rotation. The pinned supports restrict both vertical and horizontal
movements while allowing rotation. The increased eigenvalues from roller to pinned supports
are related to the resistance to oscillation. More restriction on the supports translates to a higher
stiffness-to-mass ratio. This causes the bridge to experience greater vibration because it resists
deformation more compared to a less stiffer structure. The configurations in the top flange
showed little to no impact (Scenario 2 in Figure 4.14). Therefore, the most contributory sup-
port locations were the middle web nodes and the nodes in the middle of the bottom flange,
which resulted in the most appropriate configuration with the following results in Table 4.2.

Frequency Simulated [Hz] Experimental [Hz] Error [%]

f1 3.089 2.911 6.11
f2 4.138 3.728 10.99
f3 9.241 8.914 3.67

Table 4.2: Comparison of simulated and experimental eigenfrequencies.

Material properties, such as Young’s modulus of steel girders and a timber deck, are among
the input parameters considered in the baseline FE model under optimal conditions (Esteel =
210 GPa; Etimber = 9 GPa). However, the certainty of these values is low due to signs of
deterioration observed in the structure, such as excessive rusting in the girders (see Figure
4.1b). To assess the sensitivity of the model to changes in these parameters, the modal analysis
results will be compared and updated to minimize errors.

The sensitivity is evaluated based on a 5% incremental change of the primary value highlighted
as the optimal conditions in a reduced range of 25% from the reference value for steel girders,
timber deck, and both components simultaneously. This range is sufficient to test the reliability
of the model to assess the impact of input parameters (Brownjohn and Xia, 2000); implying an
apriori damage to the structure to verify changes in the modal parameters and the magnitude of
this change to be within a reasonable range of outputs. Increasing the stiffness is impractical
because the structure degrades over time, thus limiting the analysis only to the reduction testing.
Consequently, the sensitivity results for the steel girder and timber deck are presented in Figure
4.16. They confirmed the findings of other studies as well as the relation between frequency
and Young’s modulus seen in Equation 2.1.
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Figure 4.16: Sensitivity of eigenfrequencies relative to Young’s modulus variation.

In all scenarios, theYoungmodulus is directly proportional to the eigenfrequencies; resulting in
smaller frequency values in all modes for all damage scenarios. This is related to the tendency
of the structure to be prone to more deformation as the stiffness decreases, resulting in fewer
vibrations and a smaller frequency. The relative impact of the steel and timber components
is derived from the slope of the change. The change in Young’s modulus of steel is the main
contributor to the change in eigenfrequencies causing a maximum change of 12% for the first
and second modes and 10% for the third mode. The decking timber causes a maximum change
of 1% in the first and second modes, and 3% in the third mode. These results suggest that
changes in steel Young’s modulus affect the first and second modes more compared to the
impact of timber deck. The latter scenario causes a notable change for the thirdmode relative to
its effect on the first twomodes. The higher sensitivity to steel Young’smodulus is related to the
composition of the structure with the steel girders being the main bearing structure having the
biggest volumetric andmass ratio where the initial boundary conditions are applied. The timber
deck provides a support surface for pedestrians and cyclists, hence structurally distributing the
loads to the girders.

Finally, the results of this sensitivity are used to approximate the bridge’s actual conditions by
reducing the error in the dynamic parameters. Combining the boundary conditions determined
earlier in the chapter, and the scenario with a 10% decrease in the Young modulus of steel and
timber deck, the updated simulated results are presented in Table 4.3. The change in error is
below the 10% significance threshold determined in the methodology, for the model result to
be considered reliable and representative of the bridge’s actual response.

Frequency Simulated [Hz] Experimental [Hz] Error [%]

f1 2.929 2.911 0.62
f2 3.957 3.728 6.14
f3 8.758 8.914 -1.75

Table 4.3: Comparison of updated simulated and experimental eigenfrequencies.
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This model updating section is concluded by the respective plots from ANSYS for three mode
shapes, which correspond to the first symmetrical vertical (VS1) in Figure 4.17b, first sym-
metrical torsional (TS1) in Figure 4.17c, and first asymmetrical lateral (LA1) in Figure 4.17d
respectively. The plots are the result of a prestressed modal analysis conducted for the ref-
erence scenario where a constant 20 ◦C is applied to all nodes (Figure 4.17a). A prestressed
modal analysis is performed to account for the impact of temperature distribution in the bridge
modal parameters. Initially, a static analysis is conducted that solves the system with tempera-
ture considered as the input force on the nodes. Consequently, the thermal strain is calculated
based on the elongation of the steel and timber profiles. The model saves the stress and strain
distribution and applies modal analysis over these conditions.

(a) (b)

(c) (d)

Figure 4.17: FEA results for (a) temperature distribution for a cloudy autumn day, (b) first vertical mode shape
(c) first torsional mode shape, and (d) first lateral mode shape.

4.3.2. Temperature distribution in FEM
The primary source of input for the temperature distribution is the temperature analysis con-
ducted in Section 4.1. However, the historical data is not sufficient to describe the temperature
distribution in all three dimensions of the bridge, as they are measurements of sensors attached
an the bottom flange of the steel girders, thus describing the thermal conditions as a 2D pro-
file of the bottom surface of the bridge. Determining a temperature distribution pattern is a
challenging task. The Eurocode includes three bridge models; steel, concrete, and compos-
ite decks (Eurocode, 2003). There is no direct approximation for the steel girder bridge with
timber decking that is described in the existing Eurocode and National Annexes. Building as-
sumptions upon either of these models does not fit the study case as the UT Campus bridge is a
composite structure of timber decking and steel girders, therefore the temperature distribution
is modeled based on a literature review of empirical data.

Several studies have conducted transient heat analysis to quantify the temperature distribution
in the vertical direction or across the bridge cross-section. Poudel et al. (2024) conducted a
parametric study on the effect of temperature gradients on the modal parameters of a composite
bridge girder. The girder consisted of an SM355 steel I-beam and a concrete deck. The study
revealed that both numerical and experimental data confirm a change of 5 ◦C to 10 ◦C across
the vertical cross-section depending on the air temperature; with higher (summer) temperatures
causing the steeper gradients, and lower gradients representing cloudy colder weather.
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Guo et al. (2023) investigated temperature gradient zoning of unpaved steel profiles for steel
girders similar to the UT Campus bridge. The maximum temperature difference between the
top and bottom flanges reached 11 ◦C, for the measurement recorded when the sun is in its
zenith. Both studies stress the importance of the context of the measurement, specifically
the time and the surroundings of the measurement which determines whether the gradient is
maximal or not. These studies provide insights into the range and localization of temperature
distribution, but it is difficult to extrapolate a definite temperature distribution in scenarios
when the temperature is known for one part of the steel profile. Wang et al. (2016) work on
thermal behavior analysis of concrete bridges, elaborated on the vertical temperature profile in
terms of linear and exponential functions, where the profile is determined by elongation coeffi-
cients and a constant term representing the change between maximal and minimal temperature
across the profile. Depending on the scenario, the gradient between maximal and minimal tem-
peratures varies with the context. Having the gradient calculated per unit length of the bridge
simplifies the model to a 2D temperature profile.

This study utilizes the latter approach by determining the constant term using reference temper-
ature values depending on the weather conditions which are set to vary between three different
scenarios as presented in Figure 4.18. The first scenario (Figure 4.18a) assumes a uniform dis-
tribution across the steel profile and represents sunrise on cloudy and rainy days where the solar
radiation is not strong and heat convection is slow, leading to uniformly distributed tempera-
ture. Figure 4.18b characterizes the temperature gradient of cloudy afternoon days and clear
weather mornings where the sun heats the illuminated areas more than those in the shadow.
The last scenario ((Figure 4.18c) refers to the midday and afternoon cases typically in the late
spring and summer days, where the sun’s rays exert the strongest radiation. As for the tim-
ber decking, the aforementioned studies highlight the distribution of the plates or decks to be
more uniform as the solar radiation is continuous throughout the day compared to the girders
underneath. In this study, the temperature of the deck is determined by linearly varying the
temperature between the two sides of the bridge.

Figure 4.18: Vertical temperature model for (a) uniform distribution, (b) linear distribution with a maximal
amplitude of 5 ◦C, and (c) linear distribution with a maximal amplitude of 10 ◦C.

The volumetric temperature distribution model is based on a two-sided model, where the input
temperatures are defined by 8 nodes, which distribute the temperatures proportionally across
the three axes (Figure 4.19). The measurements selected in Section 4.1 include the bottom
flange of the steel girders, resulting in the temperature input for the bottom nodes (T5–T8),
and necessitating the determination of the temperature for the upper flange. The difference
between the top and bottom nodes is determined from an extrapolation of the temperature
variation of reviewed studies and assumptions, elaborated in earlier this section.
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Figure 4.19: Volumetric temperature distribution model.

The five scenarios selected from the historical measurement are adapted following the findings
of the aforementioned studies to determine the temperature profiles. Those scenarios are plot-
ted in Figure 4.20, with the arrows representing the temperature spread based on the location
of the sun, are:

(a) is SCN I or the baseline scenario used in the model updating section. It simulates a
cloudy autumn afternoon where the temperature is uniformly distributed on the bridge.

(b) represents SCN II, a high-variable temperature where the maximal temperature differ-
ence is 21 ◦C. Since it is spring midday, the area under direct solar radiation is modeled
by a vertical change of 10 ◦C corresponding to the vertical temperature model (Figure
4.18c), compared to the opposite side, with a change of 5 ◦C (Figure 4.18b).

(c) refers to SCN III and regards extreme weather conditions in summer. It represents an
extremely hot afternoon where the deck and top flange temperature reaches a maximum
of 50 ◦C, which linearly decreases towards the west as the radiation angle becomes acute.

(d) relates to SCN IV and corresponds to an extremely cold early morning, where the tem-
perature is uniform across the structure with a temperature of −3.3 ◦C.

(e) outlines SCN V, which is a cloudy summer afternoon when the sun is approaching the
west, and the deck is 5 ◦C (Figure 4.18b) hotter than the bottom of the girders. The
clouds make the heat scatter evenly with a small gradient in the vertical direction.

Figure 4.20: Temperature distribution in FEM for (a-e) representing SCN I to SCN V.



5
Results

This section concludes the approach elaborated in the methodology by displaying the results
from the uncontrolled acceleration measurements corresponding to the five selected scenarios
in Section 4.1 alongside the FEA simulations for the distributions derived in Section 4.3.2. A
comparison between the observed and simulated results is conducted, focusing on key dynamic
parameters such as natural frequencies and mode shapes via statistical error indicators. The
comparative study aims to verify any discrepancies between measured and simulated data, by
identifying possible sources of errors and by highlighting limitations of FE modeling in aiding
engineers to evaluate bridge performance.

5.1. Scenario-based acceleration data
The selected acceleration data are pre-processed by detrending and smoothening filters to re-
duce noise and allow for a feasible understanding of the acceleration data for each sensor.
Figure 4.9 displays the acceleration measured in the same time instant across the bridge by
representing a bicycle cycling east-to-west in the afternoon of a cloudy autumn day.

Figure 5.1: Acceleration data of a cyclist for (a-l) from accelerometers (A-i, i=1,2,3,...,12).

A FFT is performed to extract the main frequencies from the acceleration-time domain. For a
higher resolution, Welch’s method is utilized to reduce spectral leakage by dividing the data
into overlapping segments and then averaging to provide a smoother PSD graph. The results
are plotted in Figure 5.2. The peak-picking method is used to determine the natural frequencies
denoted in each Welch’s PSD graph and plotted as a percentage change in Figure 5.3.

31
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(a) SCN I: Cloudy autumn afternoon. (b) SCN II: Spring midday (c) SCN III: Extreme hot afternoon.

(d) SCN IV: Extreme cold sunrise. (e) SCN V: Cloudy summer afternoon.

Figure 5.2: Welch’s PSD of the scenario-based acceleration data for (a-e) from SCN I to SCN V.

Figures 5.2a, 5.2d & 5.2e, reveal peaks in-between the selected first and second eigenfrequen-
cies. These cases signify the resonance in the bridge, where a pedestrian walking frequency
matches with the first eigenfrequency of the bridge. Despite the application of the selection
criteria to consider only cyclist crossings and avoid resonant peaks caused by pedestrians, the
measuring system saves the acceleration recording based on threshold criteria. This threshold
criterion starts recording once the bridge exceeds a minimal acceleration threshold and contin-
ues to record until the energy of oscillation decays (damping). The measurement may have
recorded a pedestrian and cyclist crossing over simultaneously, resulting in resonance.

Figure 5.3 illustrates a tendency for the eigenfrequency to change relative to the temperature
variation. Except for the spring sunrise, which depicts an increase in frequency value for the
second mode shape (as a result of the nonlinear deformation in the structure), there is a clear
trend for the eigenfrequency to decrease as the average temperature in the structure increases,
with a maximum change of 7% for the first mode and 6% for the second mode.

Figure 5.3: Percentage change of observed eigenfrequencies relative to cloudy autumn afternoon.
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The mode shapes are related to the identified eigenfrequencies and the spatial distribution of
amplitudes of these frequencies. Welch’s PSD charts are composed of data from all sensors
which are distributed in two beams of the structure namely Beam A and Beam C from Fig-
ure 4.3. Extracting the PSD values from each accelerometer provides a distribution of the
amplitudes of a given frequency for 12 unit-length nodes of the bridge. The PSD values are
normalized to allow for easier comparison between different modes. However, determining
the amplitude is not enough to describe the bridge oscillations. Since vibration is a dynamic
process, any representation of amode shape is a snapshot of the vibrating structure and is depen-
dent on the phase of the oscillation. It refers to the angle component describing the oscillations
synchronization; in this scenario of the oscillations of the two beams.

Figure 5.4a represents the first modal shape of the bridge which corresponds to a symmetrical
first vertical mode shape. Figure 5.4b represents the second mode shape of the structure repre-
sented as a symmetrical first torsional modal shape. In the first mode shape the positive phase
is reflected by positive values of PSD values while in the second modal shape, the accelerom-
eter installed in beam C had a negative phase causing the torsion around the y-axis. The same
pattern is observed for all scenarios, where apart from the change in amplitude, the first and
second modal shapes are first vertical (VS1) and first torsional (TS1) respectively. Since all
the sensors used are uniaxial, any lateral displacement is not recorded. Despite the frequency
that might be predicted in the frequency domain, a mode shape is hard to configure, thus it is
not considered in the result processing. The mode shapes for the remaining scenarios can be
found in the Appendix A.2. These configurations assume fixed supports for the beams, thus
there is no rotation for the boundary conditions, which are to be investigated in the FE model
of the bridge.

(a) VS1 = 3.052 Hz (b) TS1 = 3.784 Hz

Figure 5.4: Scenario-based results of the cloudy autumn afternoon for (a) first symmetrical vertical and (b) first
symmetrical torsional mode shape.

5.2. FEA results
The simulation results of the prestressed modal analysis conducted in ANSYS display a narrow
range of fluctuation between the eigenfrequencies of each scenariowith amaximum fluctuation
of 0.03% for the first eigenfrequency and 0.07% for the second eigenfrequency. Therefore, the
change in percentage relative to the reference scenario is plotted in Figure 5.5 to elucidate the
general trend of change in relation to the average temperature in the structure, followed by an
explanation of the results difference based on thermal strain distribution.
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Figure 5.5: Percentage change of simulated eigenfrequencies relative to cloudy autumn afternoon.

Figure 5.5 displays different patterns for two simulated mode shapes. The first and second
modes have a decreasing trendline as the average temperature of the structure increases, which
is related to the change in the stiffness of the structure. As discussed earlier in Section 2.2, an
increase in temperature causes a reduction the Young’s modulus. The structure is less stiff and
is prone to extensive deformation in terms of strain than to vibration. The same pattern was no-
ticed in the observed eigenfrequencies in Section 5.1. However, there is an incongruous jump
from the extreme cold scenario to the high variable temperature distribution (spring midday),
similar to the observed eigenfrequencies trendline of the second mode. The imperative of ’the
lower stiffness due to higher temperature’ would anticipate a smaller frequency for the spring
midday scenario. Nevertheless, the latter scenario features a complex temperature distribution,
with a maximal amplitude between maximal and minimal temperature of 21 ◦C (Figure 4.20).
This non-uniformity of the temperature gradient, causes some parts of the bridge to expand or
contract differently, depending on the thermal strain distribution. The assumptions made in the
observed frequencies about the thermal strain can be investigated by utilizing the FEM tools
of the thermal analysis. A comparison between the thermal strain of the bridges under extreme
cold in Figure 5.6a and high variable conditions in Figure 5.6b, confirms the asymmetry of
thermal strains in the second scenario. The uniformity and magnitude of thermal strains in the
first case give predictable behavior to torsional deformity, while the regionality of high and
low strain values in the second case redistributes the internal forces and increases the torsional
resistance for the colder parts of the bridges.

(a) (b)

Figure 5.6: FEA results of thermal strain distribution for (a) extreme cold sunrise and (b) spring midday.
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Conclusively, the automatically animated mode shapes from ANSYS are in line with the FEA
results from the observed frequency phase spectrum. The results for the reference scenario are
illustrated in Figure 5.7, with the first mode as the first symmetric vertical (VS1) and the second
mode being the first symmetric torsional (TS1). The mode shapes for the other scenarios can
be found in Appendix A.3.

(a) VS1 = 2.929 Hz (b) TS1 = 3.957 Hz

Figure 5.7: FEA results of the cloudy autumn afternoon for (a) first symmetrical vertical, and (b) first
symmetrical torsional mode shape.

5.3. Data comparison
The results from Section 5.2 in terms of simulated frequencies are weighted relative to the
observed frequencies derived from Section 5.1. A cumulative table for the results is given
in Table 5.1, where the relative error between the compared frequency values is calculated to
verify the change in trend for the FE model response to the change in temperature distribution.

Scenario Simulated f1 Observed f1 Error Simulated f2 Observed f2 Error
[Hz] [Hz] [%] [Hz] [Hz] [%]

Extreme hot afternoon 2.929 2.955 0.88 3.956 3.709 6.66
Cloudy summer afternoon 2.929 3.021 3.05 3.956 3.723 6.26
Cloudy autumn afternoon 2.9292 3.052 4.02 3.957 3.784 4.57
Spring midday 2.9296 3.143 6.79 3.959 3.938 0.53
Extreme cold sunrise 2.9298 3.178 7.81 3.958 3.906 1.33

Table 5.1: Comparison of simulated and observed eigenfrequencies under different temperature scenarios.

Table 5.1 concludes two important features of the data analysis. The first point is related to
the response of the FEA results to the scenario-based study. The difference between simulated
and observed values for the first mode increases as the temperature decreases, while no consis-
tent trend is evident for the second mode. The FE model captures the change in case of high
variable temperature distribution, although on a smaller marginal scale. This signifies that the
change in temperature does not imply a change in deformation for the main bridge elements
such as steel girders and timber decking, but also a change in the behavior of other compo-
nents such as the supports or the boundary conditions. The updated model is a deterministic
approach that iterates over the same support configuration for all the selected scenarios. This
is rooted in the assumption of the FEM where the bridge support does not change their behav-
ior under various temperature conditions. Unlike reality, where the temperature affects the
support influence in the bridge vibration (Alampalli, 1998; Cross et al., 2013), the model ac-
counts for the influence of temperature only on the predetermined materials, which include the
girders, timber decking governed by the SHELL180 model and the bracings under LINK181
model. The absence of functional models to simulate the supports’ behavior under tempera-
ture distributions, stems from a dichotomic issue regarding the FEM software limitation, and
an epistemic indeterminability of the nature of boundary conditions.
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The second feature regards the variation of eigenfrequency between the simulated and observed
data. The results of the MAC criterion, shown in Table 5.2, provide a consistency measure for
the variation between data. The FEmodel is significantly less sensitive to temperature changes
compared to the observed frequencies. The variation of the MAC values is marginally depen-
dent on the variance of the FEA results, where the variability of the observed eigenfrequencies
is the primary driver of the change in MAC values. The first mode shape exhibits a smaller
range of variation compared to the second mode with MAC values ranging from 0.967 in the
extreme cold scenario to 0.999 in the extreme hot scenario. Given the 0.02% maximal change
between FEA results, the change in MAC values is attributed to the more pronounced 7% vari-
ation of the observed results. A similar trend applies to the second mode shape, with a bigger
variability between the extremely hot afternoon and spring midday MAC values. This vari-
ation indicates that the torsional mode shape is more sensitive to the change in temperature
distribution compared to the vertical mode shape. A noteworthy result is that of the extremely
hot afternoon, which exhibits the highest correlation for the first mode, and the lowest for the
second mode, suggesting that the higher average temperature impedes the accuracy of predic-
tion for the higher-order modes.

Scenario MAC f1 MAC f2

Extreme hot afternoon 0.999 0.885
Cloudy summer afternoon 0.992 0.979
Cloudy autumn afternoon 0.991 0.987
Spring midday 0.979 0.997
Extreme cold sunrise 0.967 0.992

Table 5.2: MAC values under different temperature scenarios.

Despite the relatively high MAC values which are intrinsically related to the average of the
results and explicitly to the RMSE values of 0.1621 for the first mode and 0.1723 for the second
mode, the findings suggest that the model provides a reasonable approximation of the trends
of changing conditions but it can not accurately account for the actual impact of temperature
variation on the model compared to the observed data. Thus it requires further investigation of
temperature as a time-dependant loading rather than a static force. Other studies of temperature
effects on bridge dynamics converge on the same issue (H. Li et al., 2009; Westgate, 2012),
where the marginal change in eigenfrequency is explained by the mischaracterization of the
subject matter, namely the girders and deck or the input loading relation to stress and strain
impact. On the other hand, this explanation does not negate the chance that the observed data
are affected by other unconsidered factors in the FE models such as the pedestrians, cyclists,
humidity, heat reflection from the pond, etc. that might require a probabilistic account of
factors rather than a deterministic approach (Liu and Zhang, 2017).

5.4. Discussion
Understanding the behavior of the infrastructure has prompted engineering knowledge devel-
opment towards the infrastructure response to variable environmental conditions. This study
conducted an exploration of temperature impact on a bridge through the temperature and ac-
celeration analysis obtained from long-term structural health monitoring. The FE model of the
bridge was updated to align with the observed frequencies, thereby isolating and investigating
the effects of various temperature distributions independently of other factors. The comparison
of the two analyses underpins the capability of the FE model in predicting real-life dynamics.
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The temperature data included a retrospective examination of historical data, analyzing the tem-
perature distribution in the structures based on a system of thermocouples positioned in two
side girders of the bridge. This analysis accounted for diurnal and seasonal complex temper-
ature distributions where the anticipated thermal strain correlated with the position of the sun
relative to the bridge, the weather conditions, the average air temperature, etc. Nevertheless,
this analysis provided a limited spatial overview of temperature conditioning. The collected
data represent a two-dimensional profile of temperature distribution, as the installed thermo-
couples were fixed at the bottom flange of the girders. Consequently, there was insufficient
data to quantify the vertical temperature distribution across the side girder profile or to assess
the insulation impact of the timber decking for the solar-isolated middle girder.

Establishing a reference scenario for the study, serving as a baseline for the comparative study
was achieved via controlled environment experimentation. Excitation data from heel drops at
nine distinct jump locations on the bridge were used to perform a modal analysis. The fre-
quency response function found three principal natural frequencies, with an average of 2.911
Hz, 3.728 Hz, and 8.914 Hz. The respective mode shape was investigated with a phase spec-
trum analysis. However, the sparse distribution of accelerometers in the bridge impeded the
complete modal characterization of the bridge, resulting in low certainty for the mode shapes.
The use of a system of wireless sensors, different from the accelerometers of the SHM system
implemented in the bridge, underscores the potential discrepancies between the two accelerom-
eters’ measurements, particularly concerning the sampling rate and resolution quality.

A numerical replica of the bridge was utilized to analyze the temperature effects on the bridge’s
dynamic response. The modeling process necessitated several assumptions regarding the ge-
ometry and the structural components of the bridge. The real bridge has a slight curvature,
unlike the straight geometry simplification modeled in ANSYS. Modeling the slight curvature
requires highly refined detailing which would increase the computational power, thereby sim-
plifying the geometrical model was considered feasible since slow curvature has negligible
impact on the linear and non-linear analysis compared to the straight model. Furthermore, the
connections between timber decking and steel girders are reduced to only the bracings, ne-
glecting the welded steel plates between bracings and girders, timer blocking between girders
and timber decking, timber posts and handrails, etc. The inclusion of these details increases
model complexity for the sake of negligible impact on the bridge dynamics, thus model ge-
ometry optimization guidelines (ANSYS, 2024) provided clear patterns for the simplification
of the model. Moreover, the 1/10 meshing ratio employed in Marchenko et al. (2024) was
not updated and presumed to be optimal for the modal analysis built upon the static results of
the model. Consequently, the sensitivity of the analysis to the discretization size of the model
remains to be investigated in future studies.

Before the model is adopted for dynamic analysis, the controlled experimenting results facili-
tated the updating of the FE model, fitting the model response to real structural behavior. This
model updating involved a sensitivity-based approach where the boundary conditions were
manually adjusted until a consistent trend of bridge response was evident. Any solution for
which the difference between simulated and observed eigenfrequency was below 10% counted
for an optimal solution. However, this criterion being empirically based could potentially lead
to erroneous results. Despite the sensitivity analysis of the model to stiffness variation, which
assisted in a reduction in the error, the reduced stiffness was considered as a uniform 10%
reduction for the steel and timber decking, which is an idealized damage quantification. In lit-
erature, the damage prominence is delineated from the change in natural frequencies not across
the entire structure, but in specific components (Peeters and De Roeck, 2001).
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The absence of spatial temperature distribution profiles presented a challenging FE modeling
choice. The existing Eurocode guidelines do not adequately address temperature distribution
for timber and steel composite bridges, as the commonly used concrete and steel models were
unsuitable for the UT Campus bridge. The derivation of the temperature distribution model
relied on empirical results from a literature review on steel girders, offering insights into spa-
tial temperature profiles. Nevertheless, a tailor-made distribution for timber decking was not
available or modeled and its impact on temperature distribution was not considered.

The study concluded with the comparison of the scenario-based acceleration data and FE sim-
ulations. The modal analysis could identify other peaks in Welch’s PSD graphs but some
limitations arose due to its higher sampling ratio compared to the wireless sensors’s sampling
rate. The higher sampling rate increases the resolution of frequency distribution, by capturing
values that are typically lost during pre-processing steps by filters. Nevertheless, it increases
sensitivity to noise which can interfere with the frequency analysis, specifically, the calcula-
tion of the normalized PSD values. In some instances, these values were conditioned by some
other higher frequency peaks caused by rare event stimuli. Furthermore, the results of this
modal analysis are affected by the uncertainty of the response function of the bridge, due to
a lack of understanding about the applied force in the structure. The selection criteria to ex-
clude pedestrian movement by considering solely cyclists is insufficient to precisely account
for the bridge’s natural frequencies. This is explained by the bigger variation of the natural
frequencies between scenarios, compared to the FEA simulations. While the FE model proves
to capture the trend of the eigenfrequency to decrease as the average temperature increases,
it showed to be significantly less sensitive to the temperature change. The model appears to
overlook the dynamic impact of temperature while considering it as a static force.

Based on the presented findings, the following recommendations for future studies are made:

1. Enhanced temperature data collection: In the case of scenario-based temperature anal-
ysis, an updated data collection method is necessary to increase the resolution of tem-
perature distribution. This could require developing a data-driven temperature model
capable of extrapolating spatial temperature distribution based on the collected data. De-
veloping the SHM is optional as installing more thermocouples at various profiles would
increase the input of the temperature data points.

2. Scenario-based controlled experimentation: In the case of controlled experimenting,
the same experiment procedure is in different temporal settings or temperature scenarios,
rather than relying on a single scenario referencing. This approach would exhaust the
need to go through historical data selection, removing the necessity to classify between
uncontrolled excitation sources, thereby isolating the temperature effects relative to other
variable conditions.

3. Automatized FE model updating: The FE model updating process should be system-
atized and automatized. An extrapolation algorithm of bridge response can be derived
from this study to reduce the computational time and effort to find the optimal solution.
Implementing a hybrid approach by including Python and Matlab scripting in the APDL
environment would be a possible breakthrough for model updating.

4. Transient thermal analysis: To further explore the impact of temperature on the struc-
ture, a transient analysis incorporating a heat-transfer environment for the FE model
could be built using literature support (Westgate (2012), Y. Zhou and Sun (2019), Shan
et al. (2023)). This could result in a better approximation of thermal dynamic analysis
and a more precise quantification of temperature distribution effects on bridge dynamic
parameters.



6
Conclusion

Structural healthmonitoring of bridges requires high-resolution data to characterize the bridge’s
dynamic response. The literature highlighted the importance of continuous monitoring to as-
sess the change in bridge response over time. Monitoring environmental conditions alongside
bridge response is crucial to account for the real impact of dynamic factors such as temperature
variation. Fundamental dynamic properties such as natural frequencies and mode shapes are
determining parameters to assess the safety of the bridges as much as quantify the temperature
distribution effect in bridges.

This study analyzed field data measured from a structural health monitoring system installed in
a bridge, via a temperature analysis of the data from thermocouples and acceleration analysis
of data retrieved from the accelerometers. The bridge’s fundamental dynamic parameters, in-
cluding natural frequencies, were determined through a controlled heel-drop experiment on the
bridge. To investigate temperature effects on these parameters, numerical replicas of the bridge
were adopted in FEM software (ANSYS) by defining the geometrical and material properties.
The FE model was updated based on the results of the controlled environment experimentation
to match the observed dynamic properties for a given reference scenario. Subsequently, the
temperature distributions derived from the temperature analysis of historical data were mod-
eled in ANSYS. The results of the FEA are compared with the scenario-based acceleration
data based on statistical and modal error indicators. Based on the results of the implemented
methodology in the UT Campus bridge, the following conclusions have been reached:

1. A controlled environment experiment concluded with the approximation of three de-
tected natural frequencies at a temperature of 20 ◦C; the first one is the first symmetrical
vertical at 2.911 Hz, the second is the first symmetrical torsional at 3.728 Hz, and the
third being the first asymmetrical lateral at 8.914 Hz.

2. The results from the uncontrolled environment are compared to the controlled environ-
ment, where the first eigenfrequency changes up to 5% and the second eigenfrequency
fluctuates to 1.5%.

3. The model exhibits a high sensitivity to the variation of input parameters, including
Young’s modulus, with a maximal change of 12% for the first eigenfrequency and 10%
for the second eigenfrequency. Sensitivity-basedmodel updating proved to be successful
in reducing errors below 10%, with amaximal error of 6% for the second eigenfrequency.

4. The variation in MAC and RMSE values is marginally dependent on the variance of
FEA results, with the variability of observed eigenfrequencies being the primary driver
of error fluctuation.

5. While the FE model successfully predicts the trend and shows a decrease in eigenfre-
quency when the average temperature is increasing, it is significantly less sensitive com-
pared to the eigenfrequency variation found in the scenario-based modal analysis.
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Structural behavior is a complex phenomenon due to the coupled variability and indeterminacy
of the reacting parameters. The precise characterization of bridge parameters including mate-
rial geometry, density, stiffness, and thermal expansion using deterministic quantification is
idealistic thereby serving as an approximate representation of reality. On the other hand, the
variable environmental conditions are inherently probabilistic and mechanically intricate to be
modeled and quantified precisely. This was reflected by negligible findings in the engineering
guidelines about temperature distributions in steel and timber bridges. Furthermore, the ther-
mal characterization of the bridge in ANSYS emphasized the necessity for high-resolution data
acquisition, itself inherently dependent on the density of the installed thermocouples. Such a
limited spatial overview of temperature distribution led to the addition of a model approxi-
mated from the literature review and sparse temperature gradients from the temperature anal-
ysis, imposing a linearly dispersed temperature rather than a non-linear temperature distribu-
tion. Moreover, accurate quantification of bridge response hinges on our understanding of its
dynamic parameters. In scenario-based acceleration analysis, the uncertainty of the bridge re-
sponse function stems from an incomplete understanding of the input forces. Consequently,
scenario selection based on criteria evaluation on the type of input (cyclists, pedestrians, etc)
can be insufficient to isolate the bridge’s natural response from the resonant frequencies. The
comparison of these data with the simulations from ANSYS reveals patterns that highlight the
limitations of the FEM. The discrepancy between observed and simulated data suggests the
presence of unconsidered factors such as temperature impact on the boundary conditions. An-
other resolve can be the underestimation of the temperature by considering it as a static force
rather than a dynamic one when calculating the stress and strain distributions in the bridge.

The study contributes to the bridge performance evaluation by testing the strengths and limita-
tions of the FEM in predicting bridge behavior under variable temperature conditions. Future
studies should focus on enhancing their methodology to address the limitations encountered
in this research. Enhancing the data acquisition campaign by data-trained modeling or ML
along with high-resolution SHM systems would reduce the encountered uncertainties of the
thermal characterization for the bridge. Reducing the uncertainties tied to the scenario-based
acceleration data can be exhausted by the implementation of scenario-based controlled exper-
imentation, which would require repetitive controlled experimenting in different temperature
conditions. As for the FEM, the model updating can be automatized by the integration of
Python or Matlab scripting with the APDL environment to reach an optimal solution. To ex-
plore the discrepancies of the prestressed modal analysis, a transient thermal analysis of the
bridge, including the heat-transfer modeling could result in a more robust understanding of the
temperature distribution effects on bridge dynamic parameters.
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Appendices

A.1. Temperature distribution in ANSYS

(a) (b)

Figure A.1: Temperature distribution for an extremely hot afternoon from (a) southwest and (b) northeast.

(a) (b)

Figure A.2: Temperature distribution for a cloudy summer afternoon from (a) southwest and (b) northeast.

(a) (b)

Figure A.3: Temperature distribution for a spring midday from (a) southwest and (b) northeast.

(a) (b)

Figure A.4: Temperature distribution for an extremely cold sunrise from (a) southwest and (b) northeast.
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A.2. Experimental-based mode shapes

(a) VS1 = 2.955 Hz (b) TS1 = 3.709 Hz

Figure A.5: Scenario-based results of the extremely hot afternoon for (a) first symmetrical vertical and (b) first
symmetrical torsional mode shape.

(a) VS1 = 3.021 Hz (b) TS1 = 3.723 Hz

Figure A.6: Scenario-based results of the cloudy summer afternoon for (a) first symmetrical vertical and (b)
first symmetrical torsional mode shape.
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(a) VS1 = 3.143 Hz (b) TS1 = 3.938 Hz

Figure A.7: Scenario-based results of the spring midday for (a) first symmetrical vertical and (b) first
symmetrical torsional mode shape.

(a) VS1 = 3.178 Hz (b) TS1 = 3.906 Hz

Figure A.8: Scenario-based results of the extremely cold sunrise for (a) first symmetrical vertical and (b) first
symmetrical torsional mode shape.
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A.3. Simulated mode shapes

(a) VS1 = 2.929 Hz (b) TS1 = 3.956 Hz

Figure A.9: FEA results of the extreme hot afternoon for (a) first symmetrical vertical, and (b) first
symmetrical torsional mode shape.

(a) VS1 = 2.929 Hz (b) TS1 = 3.956 Hz

Figure A.10: FEA results of the cloudy summer afternoon for (a) first symmetrical vertical, and (b) first
symmetrical torsional mode shape.

(a) VS1 = 2.9296 Hz (b) TS1 = 3.959 Hz

Figure A.11: FEA results of the spring midday for (a) first symmetrical vertical, and (b) first symmetrical
torsional mode shape.

(a) VS1 = 2.9298 Hz (b) TS1 = 3.958 Hz

Figure A.12: FEA results of the extreme cold sunrise for (a) first symmetrical vertical, and (b) first symmetrical
torsional mode shape.
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