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ABSTRACT,

As artificial intelligence (Al) continues to permeate organisational settings, understanding the dynamics of trust and
compliance in human-Al interactions becomes increasingly crucial. This paper presents a comprehensive literature
review that examines the factors influencing cognitive trust and compliance in the context of Al systems deployed
in workplaces. Drawing on cognitive trust theory and social psychology frameworks, the study distinguishes between
cognitive trust, which reflects individuals' beliefs in Al systems' reliability and competence, and compliance, which
pertains to observable behavioural changes in responseto Al directives. Practical insights are provided for enhancing
cognitivetrust in Al systems, including strategies to improve transparency, reliability, explainability, accuracy, and
perceived competence. Furthermore, the paper offers guidance on managing human-Al interaction and addressing
ethical considerations in Al design and implementation. The contributions to theory and practice outlined in this
paper provide a valuable framework for organisations seekingto leverage Al technologies effectively while fostering
employee trust.
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1. INTRODUCTION

Integrating Artificial Intelligence (Al) technologies into modern
workplaces has brought profound changes, reshaping traditional
workflows and redefining human-machine collaboration
dynamics. McKinsey (2022) highlights thistransformative trend,
indicating anotable increase in Al adoption within organisations,
from 20% in 2017 to a striking 50% by 2022, which is still
ongoing. While Al adoption promises enhanced productivity,
efficiency, and decision-making capabilities, it raises crucial
questions regarding the future work dynamics and the trust
relationship between humans and technology, especially since
automated systems still have their faults (Singh et al., 2023).

Recent studies have examined various facets of Al
implementation across different domains. For instance, Zhou et
al. (2024) investigated the consistency of ChatGPT responses in
a medical context, revealing both alignment with clinical
standards and cases of deviation and inconsistency. Habbal, Ali,
and Abuzaraida (2024) propose the Al Trust, Risk, and Security
Management (Al TRiSM) framework, which addresses
regulatory compliance, defence against adversarial attacks, skill
gap management, and adaptation to evolving threat landscapes in
Al integration. Moreover, Economou-Zavlanos et al. (2023)
provide a framework for evaluating Al technologies in
healthcare, emphasising principles such as clinical value and
safety, usability and adoption, faimess and equity, regulatory
compliance, and transparency and accountability.

The existing literature on Al adoption within organisational
contexts has predominantly focused on technical and
organisational aspects, with relatively few studies delving into
human dimensions such as trust and compliance till 2021
(Ozkizitan & Hassel, 2021). While these studies contribute
valuable insights into specific aspects of Al implementation,
there remains a gap in understanding employees' and employers'
perceptions and utilisation of such changes and the cognitive
processes underlying resulting behaviours (Ozkizitan & Hassel,
2021).

1.1 Knowledge Gap

It seems that the current focus of research is the connection
between trusting the Al and the employer (Weibel et al., 2023),
the different versions of trust and how they connect to different
forms of Al (Glikson & Woolley, 2020), and future work
implications of Al adoption (Haenlein et al., A., 2019). However,
the risk of employees just following the orders of Al isnot often
mentioned, besides missing trust, since it is expected that
employees would not follow instructions mindlessly. However,
that aspect should be considered, too, given that research shows
how inconsistent Al can be (Zhou et al., 2024). Thus, we should
differentiate between complying with Al and trusting Al instead
of viewing the two as the same thing. For example, Settinger et
al. (2024) used the term trust in their study to describe if their
participants followed the Al instructions, even though following
instructions could simply be compliance. They mixed the two
terms, ignoring the cognitive processes leading to the resulting
behaviour, which worked in their study, but can be further
developed within future research.

It should be noted that, while not clearly differentiated in the
business and management literature, there is a clear
differentiation between compliance and trust in psychology
literature. For instance, Du, Huang and Yang (2019) stated the
difference in the context of human-automated teaming by
explainingthat trust is dependent on reliability, while compliance
is more about following systems recommendations. Another
difference they stated is that trust is built by clear and
comprehensive information, while compliance can occur even if
the provided information is misunderstood or incomplete.

Another study of the psychology domain that investigated these
differences was the study by Hofmann et al. (2017), who also
found that a difference between trust and compliance is the
influence of coercive power, which decreases trust but enforces
compliance.

Noting this, this research aimed to fill this gap, adding to the
current literature by making a clear distinction between trust and
compliance with Al in a working environment. Through that, a
better understanding of the employees' cognitive processes was
created, resulting in amore controlled integration of Al as well
as a better understanding of the future work with Al and the
cognitive processes of employees that follow up with this.

1.2 Research Question

The research question guiding this paper is: “What factors
influence individuals’ compliance with and cognitive trust in
embedded artificial intelligence systems at work?”. This question
aims to uncover the psychological and behavioural determinants
driving individuals’ acceptance and utilisation of Al technologies
within organisational contexts, highlighting the distinct yet
interrelated nature of compliance and cognitive trust. In this
context, the interrelated nature means that things influence
compliance and trust, which this paper determined too. Notably,
this research question represents an original contribution, as it
distinguishes compliance from cognitive trust, unlike
conventional approaches that often treat compliance as a subset
of trust (Glikson & Woolley, 2020).

1.3 Research Obijective

This research investigates the factors influencing individuals’
compliance and cognitive trust in embedded artificial
intelligence systems. Embedded Al systems mean that the Al is
integrated within another system, like the algorithmic one used
by Facebook (Glikson & Woolley, 2020). By understanding the
origin of the trust relationship between humans and Al and
comparing it to reasons for compliance in a working
environment, this study provides actionable insights for
organisations aiming tounderstand and foster positive human-Al
interactions. Another goal of this Paper is to differentiate better
the cognitive factors influencing the human-Al relationship at
work and find variables that distinguish cognitive trust and
compliance from each other to reduce mistakes when
incorporating Al.

1.4 Academic Relevance

This study contributes tothe academic literature by addressing a
critical gap in understanding human dimensions in Al adoption
within organisational settings. By synthesising existing
knowledge and identifying underexplored determinants, this
research aims to advance scholarly understanding of the trust
relationship between humans and Al and distinguish this from
compliance with Al since current research does not provide this
specific distinction in Business Literature, currently viewing
both as the same. Furthermore, the focus on embedded Al
systems adds specificity to the research, contributing nuanced
insights to the existing body of literature (Glikson & Woolley,
2020; Weibel et al., 2023). The focus on embedded Al was
decided based on the fact that emotional attachment is less likely
and less beneficial in a work setting, and reliance has a higher
relevance (Glikson & Woolley, 2020), which should be the
primary focus for Al when integrated into the work field, thus
being one of the factors investigated.

2. THEORETICAL FRAMEWORK

This section discusses existing research ontrust, compliance, and
human-Al interactions. It differentiates between trust and



compliance to provide anuanced understanding of their roles and
implications. Artificial intelligence (Al), trust, compliance, and
cognitive trust theory were defined to set the specific framework
by which this study operated throughout this paper.

2.1 Artificial Intelligence (Al)

Contemporary artificial intelligence (Al) applications,
commonly referred to as 'narrow Al', ‘applied Al', or ‘weak Al',
are understood as specialised systems designed for specific tasks,
such as chess games, speech recognition, or image processing,
often demonstrating capabilities that rival or surpass human
intelligence in their designated domains (Ozkizitan & Hassel,
2021). Expanding on this notion, Glikson and Woolley (2020)
propose that Al embodies a sophisticated technology that
emulates human intelligence, particularly in functions such as
reasoning and leaming. For this research, the focus was limited
to embedded Al without a physical appearance since it is
assumed that this will be the most likely Al system to be
integrated with a corporate environment.

Anastasi et al. (2021) elaborate on embedded Al technologies,
which involve integrating Al into other systems. Examples of
this concept include Google Maps, Alexa, or Siri, where Al
functionalities seamlessly augment everyday products.
Embedded Al can interpret external data accurately, learn from
such data, and adapt flexibly to achieve specific goals and tasks
(Kaplan & Haenlein, 2019). This integration underscores Al's
versatility and its potential impact across diverse domains.

2.2 Trust

Trust is fundamental in human interactions, encompassing
beliefs, expectations, and behaviours in various contexts
(Moorman et al., 1992). It involves a willingness to rely on
others' actions, expecting goodwill and benevolent intentions
(Wang et al., 2016). In organisational settings, trust is crucial in
facilitating cooperation, collaboration, and effectual functioning
(McAllister, 1995). Trust can be differentiated into various
forms, including cognitive trust, affective trust, and behavioural
trust (Fabrigar et al., 2012). But nowadays, it is mainly divided
into either cognitivetrust or affectionate trust (Chen et al., 2021).

Cognitive trust refers to the rational aspect of trust based on
perceived reliability, competence, and dependability (Moorman
et al., 1992). It involves individuals' beliefs in the competence
and dependability of others or systems, such as technology
(Wang et al., 2016). In artificial intelligence (Al), cognitive trust
becomes pertinent, especially conceming complex technologies
like embedded Al systems in workplaces (Glikson & Woolley,
2020). Unlike affective trust, which is based on emoational
connections and rapport, cognitive trust is rooted in rational
assessments of capability and reliability (Moorman et al., 1992).
This rational evaluation aligns well with workplace demands,
where objective criteria and outcomes often drive decisions.

Considering the focus of this study on the dynamics of human-
machine interaction in a working environment, cognitive trust
emerged as the most relevant form of trust to be investigated. In
a professional setting, where decisions and actions have tangible
implications for productivity and outcomes, the rational
assessment of trustworthiness becomes paramount (Glikson &
Woolley, 2020). Employees' trust in Al systems' reliability,
transparency, and competence is crucial for their acceptance and
effective utilisation in workplace tasks (Glikson & Woolley,
2020). Therefore, adopting a cognitive trust perspective allowed
for a comprehensive understanding of the factors influencing
individuals' trust in embedded Al systems at work.

Recent studies have underscored the significance of cognitive
trust as a critical determinant of value creation through digital
technologies such as Al (Hengstler et al., 2016). It extends

beyond human-to-human interactions and encompasses trust in
technology, including Al (Wang et al., 2016). However, studies
have also highlighted the impact of erroneous Al functions on
cognitive trust, indicating that initial trust may decrease over
time due to perceived inaccuracies (McKnight et al., 2020).

2.3 Cognitive Trust Theory

This paper utilised the cognitive trust theory as the theoretical
framework to examine individuals' trust in embedded Al
systems in the workplace. Focusing on cognitive trust, the study
uncovered the underlying cognitive processes and perceptual
factorsthat shape employees' trust in embedded Al technology
and differentiate trust from compliance regarding the employee-
Al working relationship. Drawing on insights from cognitive
trust theory, this paper investigated how factors such as
perceived reliability, transparency, and accuracy (Shamim
et al., 2023) influence employees' trust in Al systems.
Moreover, the paper explored the dynamics of trust
development and maintenance over time, considering the
impact of feedback and experience on cognitive trust in Al
technology. Through a cognitive trust lens, this paper
contributes to a deeper understanding of the human dimensions
of Al adoption in organisational contexts.

2.4 Compliance

Compliance can be explained as “changes in behaviour elicited
by direct requests”(Baron et al., 2006). Another term describing
compliance is “public conformity”, which is defined as “a
superficial change in overt behaviour without a corresponding
change of opinion that is produced by real or imagined group
pressure” (Baron et al., 2006). The latter is more focused on the
social connection of compliance, whilst the former isthe general
term definition. However, both describe the same phenomenon,
meaning a change in behaviour upon request without changing
on a cognitive level. Thus, compliance istemporary and quickly
gained. In social psychology, many different ways of eliciting
compliance are described, which can be used in everyday and
professional situations (Baron et al, 2006, pp. 286-287).
Compliance in human-Al interactions refers explicitly to
individuals' behavioural changes in response to requests or
directives from Al systems (Fabrigar et al., 2012). Unlike trust,
which pertains to individuals' beliefs in Al systems, compliance
focuses on observable actions prompted by Al directives.
Research has shown that compliance with Al can be influenced
by various factors, including the clarity and persuasiveness of
Al directives, individuals' perceptions of Al competence, and
the perceived legitimacy of Al authority (Fabrigar et al., 2012).

2.5 Differentiating Trust and Compliance
While cognitive trust reflects individuals' beliefs in the reliability
and competence of Al systems, compliance entails observable
behavioural changes in response to Al directives. Trust is a
foundation for cooperation and collaboration in human-Al
interactions, influencing individuals' willingness to rely on Al
systems for decision-making and task execution. It is harder to
gain trustthan compliance, but trust ismore permanent, given the
changed mindset. While compliance is often called
“mindlessness” (Baron et al., 2006, pp. 286-287), cognitive trust
is anything but. It is carefully evaluated and based upon former
experiences and knowledge of the functioning and reliability of
the Al. Cognitive trust is earned, not just given.

3. METHODOLOGY

3.1 The variables — a research model
During this study, the response of humans in a working
environment to embedded artificial intelligence was investigated,



whereby the relationship could either be described as trust or
compliance (dependent variables). The specific topic of interest
is how those two different responses are triggered, so those
influences are treated as independent variables within this paper.
For this, the cognitive trust theory, as well as known factors that
influence compliance, as stated by Fabrigar et al. (2012), were
utilised to determine potential independent variables, which were
investigated within the result section. A visualisation of the
research model is provided in Figure 1, which can also be viewed
in Appendix A.

Factors that are suspected to either cause compliance or
trust in/with Al based on the theoretical framework

perceived reliability

transparency

trust in Artificial
Intelligence (Al)

+
accuracy —ﬁ

Figure 1: A visualisation of the suspected variable
relationship

Figure 1 shows the suspected independent variables on the left
side and the dependent variables (which are the two reactions to
working with Al that are investigated) on the right side. The
relationships suspected are shown through arrows, which are all
assumed to be positive. To makethe model more understandable,
the independent variables are coloured the same as the dependent
variable they are suspected to influence.

3.2 Finding Data

A literature review was conducted to investigate the
independent variables influencing the dependent variables. By
gathering literature from the scientific website Scopus, this
Paper used anarrative approach to outline the current state of
the field and its complexity, following the approach of Aguinis
et al. (2023). This meansthe paper provides a comprehensive
synthesis and critical analysis of existing literature on the topic,
highlighting key findings, gaps, and future research directions.
Unlike systematic reviews, it offers amore flexible and
interpretative approach, allowing for a broader exploration and
integration of diverse perspectives and methodologies.

3.2.1 The search terms

Nine different search terms were used during the data gathering
process. First, a general search for compliance and cognitive
trust was conducted to identify unconsidered variables as well
as validate the suspected ones.

For compliance, the general search terms used were “ai AND
compliance AND employee”, “ai AND compliance AND work”
and “ai AND compliance AND experiment”. Afterwards, the

variables “persuasion” and “authority” were investigated
specifically since there wasn’t enough evidence in the already
found data to validate them. Therefore, the search terms
“persuasion AND ai”, “persuasiveness AND ai” and “ai AND
authority” were used. Put together, this resulted in atotal of 18
sources. The specific filters used during the search can be found
in Appendix C.

For cognitive trust, the general search term “cognitive AND
trust AND ai” was used. Afterwards, the variable reliability was
further investigated through the search term “reliability AND ai
AND work.” Together, these search terms provided 11 sources
usable for this paper. Again, specific filters can be found in
Appendix C.

3.3 Data Selection

A specific selection for this paper was made using different
criteria such astime, relevance, correlation, and contribution to
this paper. The sources found were analysed more closely, and
a few were deemed unusable after closer inspection. The factors
considered for that are stated in the following part.

3.3.1 Time and Relevance

Given that artificial intelligence is a developing field that has
grown significantly in recent years, the focus was set on recent
findings (2022-2024), but older sources (published between
2018-2022) that have high relevance to the topic were also
viewed as acceptable, in case of discovery through a backward
search, which happened with the variable reliability. The study
of Felzmann et al. (2019) was discovered during a backward
search and evaluated for inclusion, even though it was not part
of the set focus time for publishing, given its significant
contribution to this paper’s topic.

3.3.2 Correlation and Contribution

Besides that, the findings were evaluated based on the
definitions since there are different ways to define trust,
compliance, and artificial intelligence. The latter was
investigated carefully since the different types of Al used
during a study are not always stated clearly in the beginning,
andthe different forms of Al might result in different dynamics.
The relationship between a human and an Al with a physical
appearance (like robots or visualisations) might be completely
different from that of ahuman and an embedded Al. However,
the definitions for trust and compliance vary, too, so it was
essential to check all three before including a source.

Lastly, the contribution value of the identified papers regarding
this paper was also considered. The researcher has read the
findings and sorted through the value they might add to the
paper (see Analysis-Evaluation Protocol, Appendix D). This
paper was only interested in research that included information
regarding what determines compliance with Al or cognitive
trust in Al. This does not mean that the findings always hadto
analyse that specific topic, but that they included some kind of
information usable to answer the research question.

3.4 Final data distribution

After selecting the articles found, it was necessary to sort them
to the correct variables since some sources found when
searching for compliance were actually about cognitive trust
andthus used in the trust section. After filtering and organising
the sources, the final distribution tumed out to be 9 sources for
compliance and 12 sources for cognitive trust.

3.5 Data analysis

After the data had been determined, it was sorted through the
model. First, Compliance and Trust were looked at separately. In
that part, their possible predictors, so the independent variables
suspected and additionally found influences, were considered.



Afterwards, the findings were combined to distinguish between
the two, and the variables were re-evaluated.

3.6 Transparency of the study

To further increase transparency, a search log was added to this
paper, outlining the specific search terms and websites used and
to which sources they led. The log also includes a detailed
description of each source, outlining its specific variables,
findings, and importance for this paper. The search log was
divided into two categories: Search Protocol (Appendix C) and
Analysis-Evaluation Protocol (Appendix D). The Search
Protocol shows how the sources were found precisely, while the
Analysis-Evaluation Protocol details the different Papers used
and what they are about.

4. RESULTS

In this section, compliance and trust were analysed separately to
assess the usability of the model and its provided variables.
Additionally, variables influencing the relationship between
employees using Al and them either complying with or trusting
it were discovered. After that, the findings for the different
variables were compared in the last subpart to reevaluate the
existing model and its usability. Overlaps were considered, and
new variables were integrated.

4.1 Compliance

As mentioned in the introduction, three different variables were
assumed to be independent variables that positively influence the
compliance behaviour of employees, as provided by Baron et al.
(2006). Namely, those variables are persuasiveness of Al
directions, perceived legitimacy of Al authority and perception
of Al competence. Besides analysing these assumed variables,
additional ones mentioned in the reviewed articles were also
looked into, providing an even better understanding of
compliance behaviour with Al.

4.1.1 Persuasiveness of Al Directions

When looking at the variable persuasiveness, multiple studies
were found that indeed proved the significance of this variable.
Sharabati et al. (2024), for instance, proved the actual power of
Al persuasiveness while also stating the risks of it, like Al bias.
In their study, they stated that the clarity of Al commands has a
high impact on perceived persuasiveness and that persuasiveness
indeed results in higher compliance. They also discovered the
factor of organisational compliance, which was further evaluated
within the part of other influential factors.

Since Persuasiveness was already proven as an independent
variable for compliance in interhuman relationships (Baron et al.,
2006), it is now important to compare if Al has the same power
regarding persuasiveness as humans. For that, a study by Huang
and Wang (2023) was conducted. They studied the relative
effectiveness of Al compared to humans concerning persuasion.
Their findings show that both humans and Al have the same
persuasive power since people seem to respond to Al as if they
were human beings as well. When closer investigation was
conducted, though, they found that Al was weaker in shaping
behavioural intentions due to algorithmic aversion. On the other
hand, it seemed equally successful in shaping elicit attitudes,
perceptions, and actual behaviours. They mentioned that Al’s
persuasive effectiveness was related to its role and the context of
communication.

Since the variable of persuasiveness was found to be true, it was
also important to look into how the actual persuasion happens.
Two studies were identified for that matter that discussed this
topic conceming Al, one by Matz et al. (2024) and one by Zhu et

al. (2022). One thing that Zhu et al. (2022) found is that
reciprocity plays a significant role in Al persuasiveness. Their
study suggests that individuals who perceive benefits and
kindness from Al systems are more likely to comply with its
directions. This aligns with the psychological principle that
gratitude can foster reciprocal behaviours, translating to
compliance with Al recommendations (Zhu et al, 2022).
Another thing found was that personalisation plays a role in the
persuasive power of Al Matz et al. (2024) found that
personalising the way of communication and making it more
adapted to the user increased the users' willingness to comply
with its commands. They showed that through a study about
consumer behaviour, explaining how large language models like
ChatGPT can personalise ads, even if the Al had minimal
information about the targets. Even though this finding was in
the context of consumer behaviour, it still gives us a better
understanding of Al persuasion tactics, which could also be used
in a working relationship, especially when considering the
amount of data about the employees that the Al has access to.
Putting the findings of these two studies together, we can
conclude that the persuasiveness of Al highly depends on the
way of communication, meaning that the friendliness, the
perceived benefits and the adaptability of Al to the individual's
character are highly significant.

Lastly, it is important to mention the ethical considerations of Al
persuasiveness. Klenk (2024) emphasizes the need for
responsible design and use of Al to avoid manipulation. While
Al can effectively influence decisions through personalised
messaging, frameworks that ensure transparency, accountability,
and ethical use are needed to prevent misuse. This is particularly
important as Al's persuasive power grows with technological
advancements and more sophisticated personalisation
techniques.

Putting all this together, Al's persuasive capabilities profoundly
influence compliance, leveraging non-rational methodsto subtly
guide behaviour and decision-making, which means that ethical
considerations must be addressed to prevent misuse. As Al
technology advances, its potential for personalized persuasion is
expected to grow, offering significant opportunities for
enhancing compliance across various domains. This multifaceted
influence underscores the importance of carefully integrating Al
into decision-making processes to augment rather than replace
human judgment, ensuring that Al remains a supportive tool
rather than an authoritative decision-maker.

4.1.2 Perceived Legitimacy of Al Authority

While studies about the legitimacy of authority are still limited
in the context of Artificial Intelligence, there was still a study that
hinted at it, namely the study of Agudo et al. (2024). They found
that people tend to follow Al's directions when given directly.
This shows that individuals generally perceive Al as having
authority when providing clear and direct instructions. The study
further suggests that people are usually inclined to comply with
Al, which factors like perceived legitimacy and competence can
influence. However, they also found that the timing of the Al
suggestion plays a significant role (before or after their own
decision). This could be explained through the assumed role of
Al that is caused by the timing since the Al receives higher
authority by directly stating what to do instead of giving
suggestions after the individual hasthought about it. Besidesthat,
they emphasise the importance of critically analysing
interactions between Al and humans in decision-making
processes. Agudo et al. (2024) propose that Al systems should
enhance rather than replace human judgment, reinforcing the
idea that Al is a supportive tool rather than an authoritative
decision-maker. This perspective aligns with the broader goal of



integrating Al to enhance human capabilities and promote
organisational collaboration.

Putting these findings together, it can be concluded that there is
not enough evidence of the independent variable authority.
Further empirical research is required to determine if the AI’s
legitimacy of authority has a significant effect and how it
influences compliance.

4.1.3 Perception of Al Competence

When looking at the perception of competence, three studies
were identified that validated the independent variable, proving
that it influences compliance behaviour with Al. The first one
being by Choudhury et al. (2024), who found strong evidence
that the perceived competence of Al, such as ChatGPT,
significantly aids decision-making and influences compliance. If
the usersthink the Al is competent, they are more likely to follow
its instructions. Furthermore, Zhu et al. (2023) found that the
perceived operational capabilities of Al positively affect
compliance andthe practical attitudes of employees towards Al.
This finding suggests that employees are more likely to follow
Al directives when they recognise Al systems' technical
proficiency and reliability. In addition, Zhu et al. (2022)
highlight that investing in Al and improving employees'
recognition of Al’s cognitive capabilities can enhance thriving at
work and compliance behaviour. Organisations can increase
employees' confidence and willingness to engage with Al tools
by fostering a better understanding of Al's potential. Lastly, it
was found that satisfaction with Al outcomes significantly
influences compliance. Agudo et al. (2024) found that satisfying
Al results lead to higher levels of compliance, whereas
unsatisfying results diminish compliance. This indicates that the
effectiveness of Al in producing favourable outcomes is crucial
for maintaining compliance and adherence to Al
recommendations.

4.1.4 Other Influencing Factors

After looking into the different assumed factors, this section
relays the additional factors found within the analysed articles
that should be considered. The first one being reward
mechanisms. Reward mechanisms have been shown to
positively impact compliance by enhancing employees' self-
esteem and reducing anxiety. This motivational strategy can
foster a more receptive attitude towards Al directives, leading to
higher adherence (Zhu et al., 2023). The same study showed that
punishments were also effective, but far less so since they
resulted in undesirable consequences such as lower self-esteem
and heightened anxiety among employees. So, the study’s
findings suggest focusing on positive enhancement instead of
negative ones, which aligns with the article findings of Zhu et
al. (2022), who suggested the kindness of Al and perceived
benefits as factors influencing compliance. While Zhu et al.
(2022) talked about persuasiveness, they used that to explain
compliance, sothe article also fits here.

Another variable found was personality traits. Personality traits
such as conscientiousness play a crucial role. Individuals with
high conscientiousness are more likely to comply with Al
systems due to their inherent tendency to follow rules and fulfil
responsibilities diligently (zhu et al., 2022).
Matz et al. (2024) also found evidence for this in their study.
They specifically looked into the possibility ofusing the “Big 5”
personality traits for Al persuasion, showing that matching the
user’s personality correctly can indeed increase compliance.
Extrovertism and Openness proved to be sufficient factors, but
they also stated that others might be working as well since their
use of social media limited the AI’s perception of users'
personality traits (Agreeableness isnot as easily detected through
social media) (Matz et al., 2024). That means that if the Al can

access even more detailed information about the individual,
which could be through an employee folder and other gathered
data about the individual at the workplace, it can further
influence the individual's compliance.

Thethird critical factor found is the perceived accountability of
Al systems. Compliance increases when users know that Al
systems are accountable for their actions and decisions. Knowing
that there are mechanisms to ensure Al accountability can
reassure users and enhance their willingness to follow Al
recommendations (Novelli et al., 2023). The article mentioned
here that perceived reliability is also heightened through the
assurance of accountability, even though this definition matches
more with this paper's definition of perceived competence.
Another thing affected is the perception of authority, which also
heightens if the Al can be held accountable.

Agudo et al. (2024) additionally add the variable timing of Al
suggestion. They found that human judgment can be influenced
depending on the time the Al suggestion is received. The study
participants seemed more inclined to follow Al directions if
received directly instead of after making their own judgment of
the situation. If they made their judgment beforehand, they
questioned the Al more critically, instead of complying with its
suggestions (Agudo et al., 2024).

The fifth and last factor found to influence compliance is the
work culture. Sharabati et al. (2024) found evidence of work
culture's effect while investigating Al bias. They concluded from
their empirical studythat fostering an inclusive and ethic-focused
culture reduces Al bias since employees have the confidence to
question the Al commands. This means, in conclusion, that an
ethic-focused and inclusive work culture reduces compliance
with Al but enhances atrust relationship with it.

4.2 Cognitive trust

After investigating the different variables influencing
compliance, this part is about the different independent variables
influencing cognitive trust. The cognitive trust theory will be the
lens for this part, but additional variables mentioned in the
literature that could influence the employee’s cognitive trust in
Al are also stated, similar as executed in the compliance section.

4.2.1 Perceived reliability

Perceived reliability denotes employees' confidence in the
consistency and dependability of Al systems, making it a very
important variable in the human-Al relationship. An empirical
study by Shamin et al. (2023) shows the positive as well as
significant correlation between cognitive trust and reliability at
work. The article proves that the variable is, as suspected, a valid
factor and should be used in further models.

Two articles were identified that further explored the perceived
reliability, namely the studies of Tejeda et al. (2022) and
Shamin et al. (2023). The first paper that was considered was
that by Tejeda et al. (2022). They explored how fluctuations in
Al performance impact human confidence in Artificial
Intelligence and their own abilities during their paper. Their
findings revealed that subpar Al performance notably
diminishes both human confidence in Al and their self-
assurance. Moreover, confidence in Al takes longer to restore
following poor performance compared to the swiftness with
which it dissipates, underscoring an asymmetrical effect
attributed to loss aversion (Tejedaet al., 2022). That means that
users have more difficulty trusting if the Al isunreliable or
makes a mistake initially. The study of Shamin et al. (2023) was
utilised to examine this more closely. They found that factors
such as error rates, visibility of errors, task appropriateness,
communication cues, privacy protocols, and the reputation of



technology developers significantly influence the trust
employees place in Al decision aids (Shamim et al., 2023). If
the user can see the reliability score, he/she will choose more
carefully if he/she will trust the results/commands given by the
Al.

4.2.2 Transparency

Another suspected independent variable of the model that needed
investigation was the variable transparency. Forthis variable, the
paper of Shamin et al. (2023) was also utilised since they tested
the usability of this variable as a factor to enhance cognitive trust
through their empirical data too. Transparency was the variable
they proved to be most significant during their study. Theis et al.
(2023) added to this by noting that explaining Al results to foster
trust is crucial, as users often need information about the results
or behaviour of Al systems. The reason for that when looking at
non-expert users primarily is to understand the decisions made
by Al, specifically which factors the Al consider before making
the decision/providing the solution (Theis et al., 2023). Unlike
algorithms, human judgment offers a level of transparency and
accountability due to their fallibility (Gravett, 2023), which
makes it harderto trust an Al, given that algorithms often do not
provide these insights. These findings suggest the importance of
considering the benefits caused by openness about Al,
specifically its failures and limitations. Users feel more
comfortable trusting an Al with a sufficient reliability score,
which they can check anytime (Stettinger et al., 2024).

When examining Transparency more closely, the study of
Felzmann et al. (2019) should also be mentioned. They offer a
comprehensive analysis of transparency in Al, highlighting its
multifaceted nature and the critical relations between
transparency, informed consent, and individual autonomy. They
argue for a relational approach to transparency that
acknowledges its role as a signal of trustworthiness and
willingness to be accountable to those affected by Al systems.

Putting all this together, we can argue that Transparency offers
multiple advantages for the user, like a better understanding of
the Al outputs/decisions/results as well as feeling more
comfortable with the usage of Al. All this adds positively to the
cognitive trust experienced conceming Al.

4.2.3 Accuracy

When analysing this variable, it became clear that it overlaps
immensely with reliability. Again, Shamim et al. (2023) can be
utilised for this variable since they also analysed it in relation to
cognitive trust in Al. They used accuracy to determine reliability,
but it still proved the importance of accuracy, even if integrated
into reliability. Elder et al. (2022) also combine accuracy and
reliability, showing that the accuracy of Al outputs determines
the willingness to further rely on it in the future, especially in
high-risk scenarios. They argue that accuracy is part of
reliability, and both should be considered as one. While
Tursunalieva et al. (2024) highlight the importance of accuracy
by showing its importance in relation to the decision-making
process, they mainly focus on the usability of Al instead of the
development of cognitive trust, so utilising their article only
provides the knowledge of the variable’s importance, but not its
importance in regards to the model.

Putting this together, the variables' accuracy and reliability must
be combined, as they are too similar to be separated by the model.
Accuracy should be considered part of the reliability variable, as
stated by the different sources, but it should not be forgotten.

4.2.4 Other factors

The first additional variable found was explainability. Sovrano
and Vital (2023) emphasised the importance of explainability in
Al systems, providing a system for enhancing explainability

(Sovrano & Vital, 2023). They argue that understanding the
process the Al uses in order to determine its conclusions is
crucial. While this can be seen as part of transparency, it could
also be argued that it is indeed more since explainability is not
just about reviewing the process but also getting an explanation
for it. Stettinger et al. (2024) highlighted something similar by
stating consistency as an important factor since it makes the Al
more predictable in the eyes of the users. This can also be seen
as a form of explainability since it serves the purpose of
understanding the decision-making process of Al.

Another variable that should be added is the variable of
organisational altruism. This variable was found through an
article about compliance. Zhu et al. (2022) broadened the
understanding of compliance behaviour in their article and
brought cognitive factors into the compliance variable through
their description of compliance. This makes it more fitting to the
definition of trust, which is why the factor is considered in this
part instead of compliance. They added the variables intrinsic
motivation and organisational altruism when analysing the
willingness to follow Al directions, both of which had a positive
effect. While they called this result increased compliance, it will
be viewed here as increased cognitive trust within this paper
since they did include intrinsic motivation to follow the Al
directives, which is part of cognitive trust as per this paper's
definition.  Utilising these findings, the new variable
“organisational altruism” will be added.

Furthermore, the variable experience was discovered. Solberg et
al. (2022) showed in their study that trust evolves over time when
using Al, like in human relationships. Through positive
experiences with Artificial Intelligence, trust grows, and a
positive perception of Al is created.

Additionally, the variable work culture can be added. As
mentioned in the compliance section, Sharabati et al. (2024)
found evidence for the effect of work culture while investigating
Al bias and concluded that fostering an inclusive and ethic-
focused culture reduces Al bias since employees are confident to
question the Al commands, which enhances cognitive trust.

Lastly, the variable personality traits was considered to play a
role here as well. Even though it was not stated in any of the
selected literature, it stands to reason that if they influence
compliance, as proven by Matz et al. (2024) and Zhu et al.
(2022), there is a big chance they will influence cognitive trust
as well. So, for now, it is also assumed to be an independent
variable for cognitive trust. Future research should look further
into this, determining how exactly personality traits play a role
in employees' interaction with Al.

4.3 Cognitive Trust Vs Compliance

After investigating the factors influencing cognitive trust and
compliance separately, this section comparesthe two, identifying
similarities and distinctions between the dependent variables and
determining the final independent variables for both.

4.3.1 Factors Affecting Both Compliance and

Cognitive Trust

Some factors influence both compliance and cognitive trust.
Reliability, accuracy and perceived competence were very
similar and can thus be seen as one. Choudhury et al. (2024) and
Zhu et al. (2023) highlight that recognising Al's competence
increases compliance and builds trust. Transparency also plays a
dual role. Shamim et al. (2023) and Theis et al. (2023) note that
transparency enhances compliance and cognitive trust by
ensuring users are informed about Al operations. Work culture
also influences both compliance and cognitive trust, as



highlighted by Sharabati et al. (2024). Lastly, the personality
traits of the Artificial Intelligence users, whose influence was
discovered by Matz et al. (2024) and Zhu et al. (2022), are also
considered to influence both, given that they determine how an
individual reacts to an Al.

4.3.2 Factors Specific to Compliance

Certain factors are uniquely significant for compliance.
Persuasiveness, the ability of Alto craft persuasive messages and
influence decisions, is particularly impactful. Matz et al. (2024)
demonstrate that persuasive Al messages effectively guide user
behaviour. Additionally, reward mechanisms are crucial since
they can enhance self-esteem and reduce anxiety while working
with Al, in addition to promoting adherenceto Al directives (Zhu
et al., 2022). Another factor uniquely mentioned as a determent
of compliance is the Al suggestion's timing, as Agudo et al.
(2024) discovered. Lastly, the perceived accountability of
Artificial Intelligence was uniquely mentioned, stating that if the
Al can be held accountable, compliance would increase (Novelli
et al., 2023).

4.3.3 Factors Specific to Cognitive Trust

In contrast, some factors are uniquely significant for cognitive
trust. Explainability, for instance, is essential for building trust in
Al systems. Sovrano & Vital (2023) and Stettinger et al. (2024)
stress the need for Al to be explainable and consistent to foster
cognitive trust. Experience is also uniguely mentioned for
cognitive trust since it takes time to build trust in Al like it does
between humans (Solberg et al., 2022). Lastly, organisational
altruism is seen as factor specifically for cognitive trust, since the
individual wants the company to be as successful as possible,
thus trying to cooperate with the Artificial Intelligence in the
most beneficial manner possible (Zhu et al., 2022).

4.4 The new Model

After analysing the factors influencing compliance and cognitive
trust, the model needed improvement. The independent variables
influencing the dependent variable, cognitive trust, are now
assumed to be explainability, organisational altruism and
experience. The independent variables influencing compliance
are now considered persuasiveness, perceived accountability,
time of Al recommendation and reward mechanisms. The
independent variables influencing both cognitive trust and
compliance are now considered to be reliability, work culture,
personality traits and transparency. The new model can be seen
in Figure 2, which is also displayed in a larger format in
Appendix B.

Figure 2, as already stated, displays the relationship between the
discovered/validated independent variables (left side) and the
dependent variables (right side). All variables were sorted by
colour again to improve understandability. Yellow was used for
all independent variables that only influence cognitive trust, and
red was used for the variables that only influence compliance,
similarto Figure 1. Butthistime, the category of the independent
variables influencing both was added, which received the colour
orange. Almost all relationships are positive, except for work
culture, personality traits and time of Al recommendations, since
those depend on the circumstances. For work culture, it depends
if it is inclusive and ethic-focused (which would be a positive
influence on cognitive trust and a negative one for compliance)
or not (in which case it would be positive for compliance and
negative for cognitive trust), which was shown by Sharabati et
al. (2024). Personality traits would also depend on which we
would look at. While not much besides the existence of this
influence was discovered during this paper, one personality trait
that can be used as an example is conscientiousness, which has a
positive effect on compliance (Zhu et al., 2022). And lastly, the
timing of Al also depends on the circumstances. If delivered

directly, it has a positive relationship with compliance, and if not
the relationship is negative (Agudo et al., 2024).

Factors that were found to either cause compliance or trust
in/with Al based on the theoretical framework

explainability

cognitive trust in
3 |Artificial Intell

(a1)

(A1)

‘compliance with
 Artificial Intelligence

Figure 2: A visualisation of the discovered variable
relationship

5. DISUSSION

While compliance and cognitive trust share common influences,
they also have variables that influence them independently.
Understanding these nuanced influences can help design Al
systems that effectively promote trust instead of compliance,
promoting a more thoughtful use of Al.

5.1 Contribution to Theory

This section will examine how the original suspected variables
changed throughout the study as well as which kind of research
should be conducted in the future.

5.1.1 Comparison of suspected variables and found

variables

In the beginning, the variables persuasiveness of directions, the
perceived legitimacy of authority and perception of competence
were suspected as the independent variables specifically
influencing compliance, but only one of them, namely the
persuasiveness of directions, proved to be in deep specific to
compliance. Perception of competence tumed out to be identical
to perceived reliability, resulting in the two being combined and
determined as one independent variable that influences both
compliance and cognitive trust. The independent variable,
"perceived legitimacy of authority” did not have enough
evidence to be proven, so it was left out in the new Model.
Therefore, the new variables perceived accountability, time of Al
recommendation and reward mechanisms were added.

For cognitive trust, the variables could all be proven, but
accuracy turmned out to be a subpart of reliability, thus resulting
in the two being combined too. As already stated, perceived
reliability is seen as a factor for both. Transparency was also
discovered to determine both cognitive trust and compliance, so
the independent variables specific to cognitive trust tumed out to
be completely different as initially suspected. The literature
review determined that the wvariables of explainability,




organisational altruism, and experience are the specific
influences on cognitive trust.

Lastly, a new category describing independent variables
influencing compliance and cognitive trust was added. Those
tumed out to be reliability and trust, as already mentioned, as
well as work culture and personality traits.

5.1.2 Future research

Future research in this domain should focus on several key areas
to further advance our understanding and application of Al
systems in organisational settings.

1. Longitudinal Studies: Future longitudinal studies will need to
explore the dynamics of cognitive trust and compliance in
human-Al interactions over time in a work setting.
Understanding how trust evolves and how compliance
behaviours change as users gain experience with Al systems can
provide further valuable insights into the long-term effects of Al
integration in workplaces since current studies were not
conducted over amore extended period of time.

2. Cross-Cultural Studies: Future research needs to investigate
cultural differences in trust and compliance with Al systems.
Cultural factors may influence individuals' perceptions of Al
trustworthiness and willingness to comply with Al directives.
They can help identify culturally sensitive design considerations
for Al systems deployed in diverse organisational contexts.

3. Personality traits: Further investigation is also required to
determine how personality traits influence the working dynamic
between humans and Al. Research could examine how
personality traits such as Openness or Extroversion influence
trust and compliance when working with Al initially and over a
more extended period.

4. Organizational Culture and Leadership: Future research
should also explore the role of organisational culture and
leadership in shaping attitudes toward Al and influencing trust
and compliance behaviours. Research could examine how
organisational norms, values, and leadership styles impact
employees' perceptions of Al trustworthiness and their
willingness to comply with Al directives.

5. Perceived authority: The variable of perceived authority could
not be utilised based on a lack of studies in that domain. Future
empirical research would need to examine this possible influence
of the human-Al relationship. It would need to investigate how
compliant employees would be in the case of an authoritative Al
and if it would also work to keep atrust relationship if authority
would be integrated (and if so, to which degree).

By addressing these research gaps, future studies can contribute
to developing more effective and ethically responsible Al
systems, ultimately enhancing trust and productivity in
organisational contexts.

5.2 Contribution to Practice

This study provides several practical contributions that can guide
the design, implementation, and management of Al systems in
organisational settings, ultimately enhancing employee trust.

5.2.1 Design and Implementation of Al Systems

By distinguishing between cognitive trust and compliance, the
study offers actionable insights into the specific design features
of Al systems as well as the work culture-related influence that
can foster trust:

- Transparency and Reliability: Organizations can enhance
cognitive trust by ensuring that Al systems are consistently
reliable and transparent about their operations. Implementing
features that allow users to understand how Al systems make

decisions and ensure consistent performance can build trust over
time (Shamim et al., 2023; Tejeda et al., 2022).

- Explainability: Incorporating explainability into Al systems can
significantly boost cognitive trust. Employees are more likely to
trust Al systems when they can understand and verify the logic
behind Al decisions (Sovrano & Vital, 2023). This can be
achieved through user-friendly interfaces that provide clear and
accessible explanations of Al processes.

- Work culture: Promoting an inclusive and ethical work
environment that allows for criticism and openness can enhance
Al's healthy integration and work relationships (Sharabati et al.,
2024).

5.2.2 Policy and Ethical Considerations
The study highlights the importance of ethical considerations in
the design and use of Al systems:

- Ethical Al Use: Ensuring that Al systems are designed and used
ethically is crucial for maintaining trust. This includes
safeguarding against biases, ensuring data privacy, and being
transparent about Al's capabilities and limitations (Klenk, 2024).
- Accountability: Establishing clear accountability mechanisms
for Al decisions can reassure employees and enhance trust.
Knowing that Al systems are accountable for their actions can
increase users' willingness to rely on Al recommendations
(Novelli et al., 2023).

In summary, this study provides a comprehensive framework that
organisations can use to design and implement Al systems in
ways that foster cognitive trust. By addressing the factors
influencing trust, such as transparency, reliability, explainability,
and accuracy, organisations can ensure that Al systems are
effectively integrated into workplace processes, supporting
human decision-making and enhancing overall productivity.
Understanding these factors allows for more targeted and
effective strategies, ultimately leading to more successful
human-Al collaborations and a more trusting work environment.

6. LIMITATIONS

The research focused on specific variables to assess their
potential influence. While additional factors were identified for
future investigation, they were not explored in as much detail as
the initially suspected independent variables. The research
heavily relied on open-access articles, potentially limiting the
consideration of other relevant findings. Since the field of
research related to Al and its impact on employees is still
emerging, the paper primarily presents theoretical and scientific
assumptions based on scientific articles and experiments
conducted in controlled environments. The paper followed
specific definitions of compliance and cognitive trust, which led
to one article that was stated to be about compliance to be
actually used for the trust section.
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ightslthenctatemol-siim thus profiting more fram new developments and embedded in organisations was recorded thiaughaut the study
2022-and-a-hali-decade-in- innauations.
[E———
Uzkiziltan, U., & Hassel, . Mediator Wariable: the choices made regarding the
(2021). ARTIFICIAL Mediom oo soento impast of Al-driven deuslopmen, deployment, snd use of
MEDL\.iLI!:ngE\Sé;\T.ﬁHK e topics of faune vt teshnologies onustious  teshnologies. These choices can sither evaverbate ar bensite s isk
LITERATURE. In s with & and the possible aspects of saciety, o geusinment policies, éOlROe  accociated with the widespread adaplion of Al-driven s 1o show possils changes 2t
ke e gl with | ueization and partiolarlyinthe oantert of 2. o ngependent Dependent Variatle practioes, sovietalvalues,and - technolagies, particularly in the contest of work. kemphasiass ., e Al e hoeta uthes
i /)eﬂgw Ae 21, but not from an of &1 i " iies, P P public perceptions of A1 the importance of making choices that bring mutual benefit to integrate it 2t this point, but theree
Aot himbing Faoar emplayes perspective. w bath capital ounsrs snd workers 1o 3u0id exacerbating i his point.
S T diserimination, of &ltechnologies and their impact on societyis | veehelagies willbe something
T slsoineluded a nioe remuneration, and sooial  crugisl for understanding how technclagicsl inequaities and discrimination.
I - bout Al e
Pty \nadsFZDZHDSJDz provection. dvancements shape Sapic-econamic structures,
e inequalitiez, and work, dynamics,
ihr?:A:reMnmz S'f;‘iz:s'kjws"‘ The relationship between the quality and relevance of
(amn Eeatsing ST Chal GFT respanses (dependent variable] and the PsGPT wore
epansasinthe ot of 255, Lo 5 the Sty merly nature of the raspanses generatsd by ChatGPT standards for the questions presented in the slinical sase
P Fighlights th [independent variable] oiours besause the quality of a P
wear-old male with 2 femaral " epart Howsuer, thars was warisbilty n the depth o European Journal of Orthapaedic
inconsistency of ChatGPT Qusiiy well ChatGPT N
neck fracture: a qualitative ChatGPT respanses Type of disloge protocole at Surgeny and Traumatclogy, FYCl
repanses in a Medical ChalGFT respanses te and fustified A

snalysis. European Journal of
Oithopaedic Surgery &
Traumztelogy, 34(2), 927-955,
hitps:Hdoi org0 10074500530~
023037424

contest, thus serving as 3
rice example For refiabiity

Habbal, &, &6 MK, &
Abuearaida, M. A, [2024)
Aifcisl Intelligence Trust, Risk
and Sevurity Management (A1

MedumiLow. 3sitis 3
frameuork that suggests

effestiveness or susoess
how t propery work w\lh

Regulatory Compliance

Inconsistencies and occasionsl inappropriate

nses observed in the study highlight the impact
of ChatGPT's responses on its relisbiliy and
usehulness in clinioal practice.

Factars such as organizational culture, leadsrship
support, or implementation strategies might mediate

diffarent diskogue Brotecols and ouer multiple sessicns.

1 qulatory Complisnce: The 1
cffe guidance and trtegins (o ensure that &1 systems
‘somply with regulatory frameworks, fostering trust and
reliability.

2 Enhanced efense Against Adversarial Attacks: By
Implementing A1 TRISM, crganizations ean balster the
robustness of Al models against adversarial attacks thiough
trategies such a2 tobust model trairing, ongoing monitaring,

Bdusrsatial Antacks of A TRiSM g e
Spplstons chilngesand  sompan. sich canpe Sl 63p and Experise nin ensuring . skill gap] and the dependent
o g o pans, F\apidluEuo\wng Thiest  the relisbily, o Al TRISM i

future research directions. usefulto understand the

s itk genm\ environment, Right - .
f 52442 pow it was used oo o Tranatormaton Feaures security of Al systems
g tedalorghD 0Tt esus 202 example o e naducton

3122442

Economou-Zavlanos, i,
Bessiss. 5, Cary, M.P. Bedosa,
A Goldstein, B A, Jelovsek, J.
E.. O¢Brien, C., walden, M.,
Elmere, M. Parish, 2.
Elengald, 8., Lytle, K. S, Bal, . .

Lipkin 1, Sharif, &, Giao, M, | [1ccum. asit provides &
Leverenz, 0, Henao, R., Ming, 0.
...Poon,E. G, (2023)
Translating ethicsl and qualiny
principles For the effective, safe
and air development,
deployment and use of artificial
intelligence technalogies in
healthsare el of the

n guid I
slgorithmic technologies  technologies

framework to evaluate Al
* which can be used for
comparisan

Elder, H., Fieger, T., Canfield, C.,

Shank DB, & Hines, C. [znzz] High, as the Experiment

[eantral group uith no A1
tecommendations, a low
teliability A1, of & high

reliab

task performancs and
behavioral sonsequenses
of trust [sompliance and
relizncs)

to
eFlenl " refibilityin nsky recommendations in
desision contests. Human regards ta reliance as well
Factars, B6(2), 346-362 a5 the reaction to Al
https:Hdoi oraf0 IIFF001872082  mistakes.

2100631

Agudo, U, Libersl K. G Arrese,  High, 35 the euperiment
L& Matuee, H(2024) The  examines the impact of
impast of Al ertors in a human-in- automated decision
thelocp process, Cognitive systems in the legal
Research, (1) contest, and how the
hitpsHdoi Orgi0IB6ls41235-  humans are influenced by
023005283 Al suggestions

erroneous support from an
Al system to decide the
guilt of several defendants

human verdict

g 2 e
emphasizes the
importanee of acourately
defining trustrelated
construsts, condusting
flekd studies in rehie
settings, building a
multlevel perspective, and

Solberg, E, Kaarstad, M,
Eitrheim, 14, H.R. Bizic, R,
Reegird, K., i Block, M. (20022)
& coneeptual model of trust,
perceivedrisk, and reliance on A1
desision aids. Grouy
Urgamzanon Managemem

A aids trustin Al

47(2), 18 engaging in
bty dm orgi
101238 to understand tust and

compliance with &1

effectively the relationship
organizatins address challenges and leverage

opportunities related to Al TRISM

The guide is supposed to help with the evaluation of
Al systems within the helh sectar thiough ethic and | helth care sector
qualiy principles

domain expentise, general risk
aversion, and demographics
seemed to positidy influnce task

Mediatar Varsble: respanse bias. Therelaianship |~ =7 @PP2 o Znes ook

oncurs through possible behaviour changes

Interesting, but not that relevant

Fieview
fot My paper

3, Addressing Skill Gap and Expentise: The paper underscores
the need for interdisciplinary collaboration and the formation
of eros-functional teams to address skill 32ps and effectively
manage the challenges assooiated with A1 TRISM

4. Adapration to the Eusluing Threst Landscape: A1 TRISK
enables crganizations to sdopt prosetive and adaptable

. ensuring the securi
2l deployments.

They propose the Priniples "Clinical value and safety”;
“sability and adoption”s "F simess and equity”; "Regulstory
complisnce”; snd “Transparency snd accountsbility”. The
Implementation Guide outines the evaluation criteria

loyed i i

Oiford academic. Publisher
Jamin 2 seholar journal of
Informatics i heath and
biomedicin)

the evidence nesessany to uphold ethical and quality standards

for dependable health AL Fellowing the procedurés oulinedin Conceptional

algorithms that are not only safer but also more efficient.
impanial, and inclusive upon intearation. This is demensuated

ok Four logies at
walious stages of the slgorthmic lifecycle that underwent
evaluation at our academic medical center

Task performance showed enhancement following Al
recommendations, uith 3 minor influence obeerued on risk-

Hice 1o loak into complisnce

Interestingly,
underuzlus the Al suggestians. Motably, the high relisbily A1
di nd mare. Showed how timing is

condition

Thiough this
knouledge, they were better at
judging if the Al recommedation is

simulsted by Alrscommendations

indesd useful,

Humans are influenced by the i verdiot in regards to

their final decision. The medistor betwsen the tuo is

time. The experiment showed ditferent reactions of

the humans when comparing them receiving the Al .
Training

verdict before and aiter making a pre-verdict. It
seemed that receiving the Al verdict in the beginning
resubedin the humans rehing ore on i than receiving
it after making their oun decisions

The relationship accures through different
enperiences with the Al over time, as well asits
percsived reliability and purpase.

Perceived usability

Al Important for aninstance
bias (&) or compliance. Futhermare, participants” behaviour

aligned with 2 probability matohing model solely for compliane

i the low reliabiity condition.

Tl 1 G 1 U 1 U SR,

2 When &l assessment is inoorrect, human verdiots are more
i A suppet

3 Comest Al support may not significantly improve judgments,

35 observed in Experiment 2.

4. Incormect Al SUpport has  critiealimpact, eading to an

anchﬂung effect on human desisions and increasing human

st

5 F’amclpanls did not eshibit exsessive compliance with

reent study published this year,

Onlin Survey Experment scoessed 2324 times, cited once

T Trastin ol devision sids sualues swer ime.

2 Beliefs about performane, processes, and purpase
influgnice trustin Al decisian aids.

3. Dnganizational and technological factors shape perceptions
‘of Al decision aids’ tusturarthiness.

4. Factors such 35 enor rates, error visibiliy, task suitabily,
sommunication cues, privacy settings, and technolo
deweloper's reputation impact trustin Al decision aids.
5.0 dtechr

Weryuseful canbe used for the

Scientific Fieview
literature review too

trustwarthiness of Al decision sids,
The model acknowledges the imparance of additionsl factars
not esplicitly disoussed
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Chen, 5, Waseem, 0, ¥ia, Z.,
Tran, K, Li, Y. & Yaa, J. (2021),
Ta diselose or o falsify: The

Medium, since it outlines
nicely the history af A, our
current skate and future
considerations. Butit is
not dirscaly relsted to the
research question, only to
al

High, since the source
cutlines the differnces
between conformity.

Gompliance and obedience

a2 well as the socisl
influences behind it

Medium, was used o the

1. Ethical,legal, and
philosophical challenges
arising from the
proiferation of A1

2. Impact of Al on various
aspects of society,
including employmert,
decision-making, snd
personal privacy,

3. Future usjectories of Al
development and its

Dievelopment and

euolunor\ of artifcial

mmu.gence (A
chnolagies ouer time.

2. Societal, economic, and
technological factors
influgncing the adoption
and requl

The relatianship occurs since new ways of warking
[like using more Al] require changes and adaptations
for the rules a5 well 35 3 changs of socieny. Itis the
5ame as with the invention of cars, the environment
changed and thus society and rules changed
Wediator varisbles here would be:
1. Ethical considerations guiding the design and
implementation af Al systems.

egal mechanisms for addressing ethical and
societal concems related 1o AL
3. Philosophical debates regarding the nature of

potential consequences for inteligence, consciousness, and the ethical reatment

humanity.

savialinfluences
(compliance, conformity,
obedience, and persuasion]

behaviors, attitudes,
beliefs, and feelings of
individuals

customer cooperation (the
trust customers have in the

trust and
abfective trust on customer
conperation in contact tacing.
International Jounal of

af cognitive
and affective trust in the
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coghitive tustif required,

High, it is about cognitive
trust development in Al
which = part of my
research

High, asitis for the
linerature review part 35 3
definition of trust and it
underlys the genersl
impartancs of trust

Iledium, the article
elaborates nicly about

different kinds of trust as3

foundation for
caoperation, but tis from
1295

Wedium, used ta deseribe
the approach usedta
answer the research
question

High, 33 the article about
trustin Altos, and has 3
lot of interesting rese ach
gathered

High, 35 it defines
compliance a5 well a5
public confarmity, which
sre used for the theoretica
framewark and the
methadalagy

of contact
trasing measures in

businesses’ sbilityto
handle contact trasing
competently and
professionall, which
influences their wilingness
to dizclose acourate
infarmation.)

during the COVICHE
pandemic

cagnitive trustin Al andthe £ 1ENSParency, relabilly.

effectiveness of data

of &l entities.

Wiadistor Variable: the contest in which sacial influcncs
ocers [e.q., group dynamics, authority structures;
Reasen frdepdune Dupendn Variatls Bluionchip:
Thereltionhip betecn th ittt forms ofsocl

ir effects an o
e o bt ol oot i or
of sacialinflucnce operates differently and can lcad to
sistinct changes inindividusls” behaviors, attitudss, belisfz,
and Feelings.

Wediator Variable: rust customers have inthe
businesses' ability to handle cantact tracing

1. Regulatory frameworks and

141D T the
historical develapment of atiicialinteligence (A1) iram its
inception 1o its curent state, by
such as deep learning and neural networks. It discusses how Al
has become inereasingl integrated into various sspects of
souiety, including employment, decision-making processes,
and interactions betugenfirms and customers.
2. Challenges and Opportunities: The study identifies a range of
ethical legal, and philosophical challenges associated with the
pralieration of Al technclogies. Thess shallenges includs
 bias in Al algarithm: dueto

policies governing the development sutomation, and concems sbout privacy and surveillance,

and use of Al

2.Public perception and
auceptance of Al teshnologies.

3. Technological advancements
2nd breakthroughs shaping the
fes and applications of A1

cultwral norms, in
differences, situational factors, and
the credibility of the source of
influence

factors such as perceived data
pratestion poliey, governmental

competently and professionally (which influnces their | regulation, perceived sthics of data

willngness to diselose ascurate information|
Fieason I¥-DV Relationship: The relationship beween
ontact racing measures and customers’

behaviour is

sollection, and the prevalence of
|nlmmaucn disclosure, These
aators influence sustomers'

cngmtl e and , whic

spread of COVID- within hospitality settings.

Mediztor Variable: Trust in data governance

flesibility, and Al-driver,
i int wark

govemance
routines

Performance sppraissl
wariables [Aoouracy and
Instrumentality)

trustin Al

1.Focal manager behavior
voward peers (.9, need-
based monitaring of peers,
abtliztive citizenship
behaviar, assistance-
oriented citizenship
behaviar)

2. Supervisor assessments
of focal manager
performance

3. Peer performance

1. Peer stuibutes (£.9.,
sfiliative citizenship
behavior, assistance-
ariented citizenship
ehavior]

2.Focal manager tust
perceptions (2.9, affect-
based trust, cognition-
based trust]

Success of Published
Fieviews: The success of
methodalagieal terature
teviews, asindicated by
their publication inrigarou
peer-reviewed journals

Characteristics of
Published Methodalogical
Literature Reviews

&l ypes [Rabotic AL ¥irtusl trustin Al [cognitive and
), Embedded Al sifectionats)

Effzots onEmplogees: Th

Datafication Technology: pact of datafication

The implementation and
deployment of datsficatian
technology in the
warkplace,

relatianships with their
employers and their overal
well-being.

Mindlessness

‘ Compliance

technalagy on employees'

intum, sffect their cooperative
behavior toward contact tracing.

However, the study also acknowledges the potential benefits:
of &), such a5 improved decision-making processes and
personalized customer engagement,
3. Regulatary Fiespanses: The study discusses the need for
regulstary framewarks o sddress the sthicsl legal and

of Al It suggests p "y
sppraaches, including requirements for tranzparent &1
algorithms, guidelines for accountability of Firms using Al, and
measures ta mitigate job displacement through automation.
+. Global Perspectives: The study highlights the diversity of
regulstary approaches o &) acioss different regians, such as
the European Union's General Data Protection Regulation
[GOFF) and China's socisl eredit system, It emphasizes the
importance of internationsl coordination in sddressing
common challenges and balancing economic growth with
persanal privacy concems.

The test provides an overvieu of the faur main types of socisl
influence: compliance, conformity, obedience, and persuasion.
Itexplains how each type operates, the differences between
them, and their respective focuses on extemal and intemal
aspects of behaviar and befief change.

Conceptional

cognitive trust, based on positive evaluations of businesses’
competence and professionalism, faciitates wilingness 1o
disclose aoourate infarmation for contast tramng In contrast,
sifective trust,
businesses, may lead to symbolic cooperation oot do?s not
necessarily ensure aceurate information disclosure, potentially
hindering cantact tracing effarts.

positive relationship between oognitive trustin Al and Al

Feason for [¥-DV Relationship: The study aims to gated Moderator: Aldriven
disruption in wark. routines
ur\d?lstar\d the fastors nflusncing sogritive mustin AL
Al e pacs b e (madralesthe elaionship
: between Al fleibility and cognitive

dmm disruption in work routines on Gogritive trust in
L]

Wediator Varisbles: trustwonthiness factars (abilin,
benewnlence, Integrity]. Reason for relationship
between IV and OV: The performance appraisal of A1
through the medistor variables which were tald 1o the

by employees p with
the manager's trust in Al

Medistor: None mentioned
Fieason for DV-IY Relationship:

1. The relationship betuzen peer attributes and focal
manager trust perceptions: Peer attributes are
expected to influence fooal manager trust

X
between peer affiiative and assistanoe-oriented
citizenship behavior and focal manager-reported
sifect- and cognition-based trust
2 The relatianship between focal manager trust
perceptions and focal manager behavior towsrd
eers: Focal manager trust peroeptions are expected
tainfluence their behavior toward peers, as indicated
bythe positive association between affect-based
tust in peers and need-based manitaring of peers,
sifilistive citizenzhip behavior, and assistance-
oriented citizenship behavior.
3 The relationship between ioc.al manager behavior
toward peers and supervisor assessments of focal
manager performance: Fooal manager behavior
toward peers is expected to influence supsrvisar
assessments of focal manager performance, as
exidenced by the posiive relationship betueen
afiliative citizenship behavior toward peers and
superuisar assessments of Focal manager
performance.

Mediator: Checklist of Actionable

based on the content analysis to enhance the

tharoughness, clarity, snd usefulness of

methadalagical itersture reviews.

Feason for Dependent-indspendent ¥ariable
ledge, Skills, and

trustin &1)

government policies, corporate
prastices, societal values, and
public perceptions of Al
technologies

The relatianship appeared in 3
corporate environment

Actionsble Recommendatians

. relisbility, hdriven
wark routines negatively nflusnces cognitive trustin AL Trust
i pletely mediates ionship

stueen
trustin A1, Moderating role of Al-driven disruptionin work
toutings in the relationship of cogritive tustin Alvith Al
transparency and Al reliability was praven wong

evidence that rust might be effectively raised through
thearetically based development effarns,

L HEISHGRSNIP DEWELN Faer ATIULES S0 F 023 WRSgEr | st
Parcopti

- Paer stribares, such oz atfillative ditizenship bekawior snd a2sistance
orianted citizenchip beharior, wers positirely aczodated with
manager-reparted atfeet-based tuzt in peers. Howerer, these
attributes wre unralated ko cognition-bazed trust,

~Thiz sugqests that certain behatiors exhibited by pers nflusnee
how Focal managers parceive theit trustwarthinesz, particularly in tarms:
of affect-bazed trust
2. Relationship batuwssn Focal Manager Trust Perceptions and Focal
Minager Bchavior tomard Peers

- Focal manager truct parceptions significantl influsnced their
behavior boward pecrs:

- MfFect-based krust in pacrs was positively arsodiated with nesd-
bused manitoring of peers, sffiliative citizenship behatior, wwd
ricnted citizanship beharior.

- Coguition based truzt waz found to be s p
tectazed v,

~These icate that the level of trust  focsl manager bas in
i sttt hom oy harach withswdeupprt e pocte i the
warhpluce.

3. Relationship botuesn Focal Manager Beharior toward Peerz and
Supervizor hazsessments of Focol Minager Performance

- Wihile the hypothecas concerning the behavioral concequencs of
affect-bazed st were supported:

- or2 positivaly influsnced need-bzed

haviar
cnchip behavior was negativaly ascodiated
wih Focal manager performance.
ntacadants ust
wers not supparted, indicating that cerrsin pm et i non
predict cognitiombaged trust.

~The relationzhip berneen focsl mansger behavior toward pecrs and

suparvizar assessments f focal manager performance war complex:

azsistance

ickar of

o
review

MEtONoIagIoal IeT3IUTe TeVIewS DEIan (0 INTee Categanes:
ciitical, narrative, and descriptive reviews
2 Underutization of Datantegraton Approashes: Few

n approaches like 1l
or umbrella lswsws,lndmznng ‘opportunities for future
aduancements,

Checklist: Thiz checklist moderates

the relationship between the

characteristics of methodalagical
literature reviews and their success

® The

methodological itsraturs reviews and their success
May be influsnced by authors' levels of KSAs in
conducting and reporting reviews.

Mediator variables Cognitive trust: Tangibility,
Transparency, Reliability, Task characteristios,
Immediay behaviours). Reason for V-0
relationship: The mediator variales positivly affect
cagnitive trust in the AL Mediator Variables
Emotional trust: Tangibilit. Anthropomorphism,
immediay behaviours. Reason IV-Dv relationship:
The mediator variables had a sorrelation with the trust
wariable, The type of Al determined the direction of the
correlation (like Immediacy being perceived as nice by
ne type of A, but as negativeroreepy by anather one)

Mediator: Active Trust hanagement Strategies
(Strategies employed by organisations to manage
trust actively during the introdustion and deployment

e of datafication technology |

Feason for I¥-D¥ Relatianship:

1. Trust in Employment Fielatianship: The level of trust

emplayees have in their emplayers, which is

Il influenced by the intraduction and deployment of
datafication technalagy
2 Yulnerability of Employees: How emplayees
perceive theit vulnerability toward their employer due
to the implementation of datafication technolagy.

The reltionship s caused by laziness. People prefer
to do & small task insted of thinking sbout it

by
review quality.

Situation dependency (different i

tpes were perceived differently

epending on the situation). body

language (i there was an
appearance], humanization level

enhance

3. Checklist of Actionable Recommendatians: & checklist is
providedto enhance the thoroughness, elarity, and usefulness
of methadalogical lterature reviens

4. Addressing Challenges: The checklist addresses challenges
telated to GRF by providing knowledge and guidelines for
authors, evaluators, and users of methadalogical literature
reviews.

5. Making Judgment Calls Explicit: The study highlights critical
ateas where judgment calls must be made explisit and provides
recommendatians to imprave the chances of publication
suscess

Review

To musch to state here, since it was evaluated with all mediatar
wariables for the different types of trust for all types of AL
Interesting For my research: cognitive trustin embedded Al
[which the following vill be completly about] is more driven by
veliability and transparency. Erceived level of expertise or
maching intellegense is ais important, There is highinitial
trust here, but it oan decrease over time incase of enors.
Tangibility seemes to be imprtant, but not properly researched,

Rieview

amprehensive suerviou and analysis

Intervien » Survey study

Survey study (over several
months)

{human traits ke oking ar small
mistakes, nice lies)

Active Trust Management
Strategies: These strategies
moderate the relationship betwesn
datafication technology andits
effects on employees, influencing
whether the impact is positive ar
negative.

wording, situation

25 people tend to get angryffrustrated when they do nat know
that there is an A in the background of their system.
Transparency was perceived as positive. Rieliability nas very
imponant, sinoe trust was quickly lost thiough errars.
Fersonalization inoreases trust

1. The framework proposed suggests that the impast of
datafication technalogy on employees depends on whether
astive trust management strategies are in place.

2.1t argues that datafication technalogy tests tiust in the
employment relationship 2nd heightens emplayees’
sulnerability toward their employer.

3.The pap?rrennmmends relevant and actionable strategies
for organ manage trust

emplayment l?\atmnsh\p inthe face of technological
advancement

4l the need for and

of the develapment and use of smart technology in companies
ta ensure that humans can flourish despite the challenges
pased by innovation.

euoking freedom through wards increases compliance, the
appearance of a reason [which oan just be & word like
“bevause"] oan liigger compliance, mindlessness protests us
from sompliance in some situations [fike walking past
panhandiers)

Review

FRevien

Impact Fastor: 10.0. Might be
useful for social factors, can lock
again after planning the litreature
revien in mare detall

tight now, | could notfind a way to
fully access all the findings. only
the ouerview. 5o itwas goodfor
the framework, but the rest
depends on access.

Coould be used for trust in Ai in
general business relations], but
not irome the fight perspective
For my study. Might be useful
again

Will be useful For the literature
Tvies

Useful forthe Lirerature review
pant. Recommends to urther
lack into appraisal and reward
sustems (feedback, raises,
ratings] when investigating trust in
3 corparate environment

Useful as 3 reference to 30 years
300 - how trust washandled there
Mot sure if that can be integrated
though

Guide for Rar ative literature
Teview - useful to check
inbetisesn

Usefulin the future, a ot of
different perspectives were taken
and 2 lot of useful articles wer
cited. Worth a backward searsh
a5 well as re-eading

Canbe used for backewsrd
search as well 35 more of the
employee perspective on Al

“ery useful to understand
compliance and differentiate it
from obedience and conformity
The book itself gives a lot of
insights inta social influences,
scial perceptions and sacisl
telations and could thus be useful



Aguiniz, H, Ramani, R, 5., &
Alsbduljader, M. [2023). Best-
Practice recommendations for
producers, evaluators, and users
of methodalagical lerature
teviews. In Crganizational
Research Methods,
Organizational Research
Methods.

hitpsdolongHO T4 2612
034328

Medium, used to describe
the approachused to
answer the research
question

Characteristics of
Publihed Methodologicl
Literature Fieviews

Gliksan, E. & Woolley, 2.\
[2020], Human Trust in Artificial
Inteligense: Review of Empirioal
reszarch, the Acsdemy of
Manzgement Annals, 14(2),
B27-8ED.

hittps:#hdoi.orgiIn 5465 annals 20
16,0087

High, a5 the article about
trustin Altoo, snd has &
et of interesting reseach
gathered

Al Embedded A1)

Weibel, &, Sohatheitle, 5. 0.
“an Der Werk, L. (2023), Smart
Techis all Araund us - Eridging
Emplaee ¥ulnerabilit vith
Organizational Active
Trust-Building. \Jouma\ of
Management Studie:
htpzidolorgiin mmnms 12840

Dataficatian Technology:
The implementation and
deployment of datafization
technalogy in the
workplace.

High, a5 it defines
compliance as well 35
public confarmity, which
are used for

framewark and the
methadalogy.

Baron, R A, Byme, 0, &
Eranscombe, ..
[2008]

L Mindlessness
£d] Pearson Education. 276-
4.

Hofmann, E. Hanl, B, Gangl, K.
Hartner-Tiefenthaler, M., &
Kirchler, . (2017], Authorities®
coersive and Legitimate Power.
The impact an cognitions
Underling coaperstion,
Frontiers in Psychology, 8
hups:tidol orghi 33691 yg 201
700005

High. Was good to
differentiate trust and

compliance [factor they
showed: coersiveness)

Power of Authorities

Du, M, Huang, K. ., & ¥ang, %, J.
(2013]. ot allinformatian i
equal:sffects of disclosing
diferent types of lkelinood

st compliznce
and reliance, and task.
performance in Human-
Automation beaming. Human
Faotors, 62(6), 387-1
hitps:Hdoi.orghl ||7FFUU|8?2US\
92E2316

Type of Likelihood
Information Diselosure
(Overal likelihoad
information, Predictive
walues, Hit and correst
tejection rates)

Medium. It is useful to

desision making and could
b integrated in the main
part

Panagopaulos, L P, Pavlatos,
C.C. Papakonstantinou, G K. &
Intemational Soience Inde
(2007). &n embedded system for
atificial inteligencs spplications.
In International Joumal of
Computer, Electrical,
Automation, Control and
Information Engineering,
Intermational Joumnl of
Computer, Elestrical,
Automation, Cantral snd
Information Engineering: Yol
Vol flssus Mo 4, p. 155),
hips:HscholarwasetorgH399.40
10522

Medium. The explanaition
of embedded Al was used
for the theoretical
framewark, but the article
i to technical to
contibute much to this
research

proposed entended RISC
mictaprocessar for logic
rogramming applications

Anastasi, 5, Madonna, I, &
Manica, L. (2021). Implications of Medium, The explanaition
embedded artificialintelligence - of embedded A was used
machine learning on safetyof  for the thearetical
machinery. Frocedia Computer  framewwork and it might
Seience, 130, 338-343. be auseful example later
hitps:Hdoi orghLINEH procs.202 on.
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technologiesinto
machinery and smart
Factory applications

Literature review part

Altypes [Fobatic AL Virusl wustin & {cognitive and

incorporation of Al and ML

Medistor: Checklist of Actionable
Recommendations: Recommendations provided
based onthe content analysis (o enhance the
thoroughness, olarity, and usefulness of

Sucosss of Publiched Astionable Recommendations

Rewiews: The success of

Checklist: This checklist moderates 2"

MEmOAOIOgIcal Ierature feviews BeIong (0 tree categories:
ciitioal, narrative, and desoriptive reviews.

& Underuilizaicn o atarncegration Approsches: Fen
reviens I
or umbrella rewiews, indicating opportunities for future
ancements

3. Checklist of Actionable Recommendstions: A cheeklist is

Guide far Narrative iterature

zjf:j:ﬂ:f,‘;“;!:'a;:'e Resson for Dep Independent Varisble - clart Reient review - ussiul to chec
their publication mrigorous o Keerae, SIS ard e (K | ertaetesns nd e soiess 4. Addressing Challenges: The cheoklist addresses challenges nbetreen
peer-reviewed joumals b D by P
thelr suceess 4 !
! authors. evaluators, and users of methodolagica terature
may be influznced by authors' evels of KSAz in s
conduoting and reporting revies. 5. Making Judgment Calls Explicit: The study highlights oritioal
areaz uhere judgment calls must be made explcit and provides
recammendations ta improve the chances af publization
suscess
Tomuchto state here, since it was evaluated with all mediator
Mediatar variables Cognitiue trust: Tangibity, varables for the differsnt types af trust For altypes af Al
Transparency, Peliability, Task characteristics. my resears i i ]
Immediacy behaviours). Reason for -0 Situation dependency [different Ai  [hioh the following wil be compltly about) is more driven by
elationship: The mediator variales positivly affect | types were perceived diferently i Usefulin the future, 3 lot of
cagnitive trustin the AL Mediator Varlables . bady i5 3150 important, There i3 high fital different perspectives wérs taken
" Ematianal trust: Tangibiliy. Anthropomorphism, | language [F there was an st here, but I can decrease ouer tme i cass af enrs,  Fisview and ot of useful aricles wer
sifectionate] : : ! " ]
immediacy behaviours. Feason 1v-Du relationship: | appearar level . butnot cited. Worth 2 backward search
T mtor vt a3 ol i eIt (b st e kg on sl 3 ecpls e e ngu st pen ey danct know as well as re-reading.
variable. The tpe of Al determingd the ditection of the | mistakes. hice liez) that there is an A Inthe background af their syst
carrelation (ke Immediscy being perceived as nice by Trincparency vas pareetoed s posie, ehssing was very
ne type of A, but as negativeroreepy by another one) important, since trust was quickly lost through errors.
Persanalization inoreases trust.
1. The framework prapased suggests that the impact of
Mediatar: Active Trust Managément Srategies datafication technalogy on emplayess depends on uhether
(5trategies employed by organisations to manage active trust management stratedies are in place.
S g e AN O SEBRATET | T agement 2 R arques that dataioaton teohmology tets tustinthe
Effects on Employess: The  of datafication technolagy)
ploe Strategies: T : !
impact of datafication  Fieason for V-0 Fielationship wulnerablity toward theit employer
. . . Canbe usedfar backeward
teshnology on mployees’ 1 e The leve] of trust 3. The paper recommends rélevant and sotionable stategies
dits Review Search as well 3s mare of the
relationships with theit  employees have intheir employers, uhioh is for o trust
effects on employees, influencing emplayes perspective on Al
emplayers and thei overall influsneed by the inroduction and deployment f ! .
A whether the impact s positive ar
wellbeing. datafication technalogy. il advancement,
2 Vulnerability of Emplogees: How employzes g 4.1t emphasices the need for sareful planning and management
perceive ther uulnerability toward their employer due of the development and use of smart technologyin eompanies
1o the implementatian of datafication technolagy canflourish
pazed buinnauation.
Wary useful to undsrstand
euoking freedam through wards increases complisnce, the compliance and differentiate
T reldanship s caused by lainess. Feople refer sppesrang of aressan uhizh san st be avord ke fiom obedience and sonformity
Compliance wording, situation beoause"] oan trigger compliance, mindlessness protestsus  Review The back itsel gives 3 ot of

todo asmalltask instead of thinking about it

Dispendent Varisbles:
- Trustin Authorities: Bioth
implicit and reason-based
trust are considered
dependent varisbles in this in which authorities exert their
Study. power, such as the severity of
- Reelational Climate: This punishments of the pereived
tafers to the perception of legitimacy o their actions.

the environment oreated by 2 Type of Fower [Coercive vs.
suthorities, whether it i
perceived as antagonistic
o supportive.

- Matives For Cooperation:
This relates to individuals
willingre:sz o intent to
cooperate with authorities.

1. Cantextual Factors: These

Reason-Based Trust [ trust that arises hom rational
sonsiderations rather than emotional of intuitive:
tesponzes)

interact differently with the

climate in distint ways

1. Trustin Automatian
Fartisipants’ belief in the
relisbility and effectiveness
ofthe sutomated system,
2 Compliance Behaviors:
Actions taken by
participants in acoordance
with the recommendations
or decisions provided by
the automation.

3 Fielisnce Behaviars
Degree to which
paticipants depended on
orusedthe automated
system’s outputs in making
decisions or perfarming
tasks.

4. Human- Aulamanor\
Team Perfan

Conrah sftstivenass and
sfficiency of tasi
performance when using
the sutomated system,

velibity, clariy, relew ance, transparency - predicted

what kind of reaction the user had Mone were mentioned

Wiediator Variable: the hardware programmable
implementation of a parser attached to the
micropracessor. This parser defines the execution
sequence of atribute svalustion rles, which could
mediate the relationship between the estended RISC
micraprocessar and the performance of logic
Programming computations.
Fieason for Independent-Dependent Variable

o efficiency
o logic programming applications.

perfarmance of logic
programming
computations

hardusre parser, and the

system applications

Mediator Variable: adaptation of regulations related
to safety integration, sontrol systems, and risk,

is adaptation
elatianship between the incorporation of AIML
technologies (1¥] and the impact on EHSFs (D).
Fieason for Independent-Dependent ¥ ariable

impact an essential health
and safety
[EHSF\s] of the Mashinery
Directive and related
harmanized standards due

tegions

ML ponse to
technological advancements in machinery design.

Legitimate): Each type of power may

specific Features of the extended
RISC architecture, the design of the

characteristics of the embedded

specific AL spplications used,
the type of machineny invlved, snd
regulatory frameworks in different

from compliance in some situations (fike walking past
panhandiers]

insights into sacial influsnces,
social perceptions and social

relations and could thus be useful

include the spevific ciroumstances

The study highlights the nuanced effeots of soercive and
legitimate power on trust, relational cimates, and motives for
coaperation with authorities

4 experimental studies Hlice empirical data

dependent variables, influencing
utcomes like trust and relational

1. Effectiveness of Likelihood Iniormation: The study found
that presenting predictive values or overall ikefihond
information (such 3 probabilities) led to more appropriate
relisnics o the sutamated decisicn sid sndrsulied in hlgher
task. an

cortect rejectian rates.
2. Trustin Automation: Farticipants’ trust in the automation
was likely influenced b the clarity and relevance of the
likelihood information provided, Predictive values and overal
likelihood information may have provided slearer insights inta
the system’s perfarmance, enhancing trust,

3.Compliance and Reliance Behaviors: Farticipants were
more likely to comply with and sppropriately rely on the
automation's recommend ations or outputs when presented
with predictive ualues or overall keliaod infarmation. This
suggests that these Farmats of information disclosure
Failitated better desision-making processes.

4. Task )
45 measured by task scores, was significantly higher when
panticipants had access to predictive values or oversll
likelihaod information. This indicates that thess farmats.
supported more effentive task execution compared to
coltect rejectian rates.

Experiment

The test outlines the propased desian of 3n extended FISC
micropracessor tailored for lagic programming applications. It
deseribes how the extension suppants the execution of hybrid
combinations of declarative-procedural code and includes a
hardware programmable parser to define execution sequences
The proposed microprocessar sims to incresse the
performance of lagic programming computations while
mainaining design fesibilty

Experiment

The text discusses the potential implieations of incarporsting
AL technalogies onthe EHSRs outlined in the Machinery
Diirective. It suggests that adjustments 1o regulations and
safety standards may be necessary o ensure that safety levels
forinnovative products remain equivalent ta current
standards.

FReview

Ferceived Operational Capabllities
of &l

1.Modersting Effect

- The perceived operational

Could be useful empirical data.

To technical For further value

Wight be nice ta laok inta these
requlations to see if they

considert varables related ta trust
or compiiance (like transparency)

Zhu, M, Liu, ¥, Zhang, . & ¥ang,
. {2023). Contingent reward
versus punishment an
compliance behavior: the
mediating role of affestive
attitude and the moderating role  in the importance of

of operational capabiliies OF  attitudes. Besides that it
artificial intelligence. Humanities | goes into behaviour

& Social Seiences ontral, 5o this is
Communications, 10[1) impartant far the varisble
hitps:iidoi orgiI0. 1057141599 sutharity

023-02030-2

High It introduces anew
wariable to sonsider in the

framework: reward and

punishment, It also brings

Human-Alinkeraction at

Compliance Biehaviour
work,

Zhu, M, Liv, Y., Zhang, ., Liu, J,
L, . Wang, 5. & Gul, H. [2022).
How and why non-balanced
reciprocity differently influence
employees’ compliance

e mediating role of
thriving and the moderating roles -
of perceived cognitive
capabilities of anificisl
intelligence and
cnnscienlinusnsss Frontiersin
Paycholog

hps:idoi mgnn 3383psyg.202
21023081

High, itis wery useful for
the nestigated u.aname

Albehaviour [Gratitude
ecipracity

adds better und?rslandlng Negative Fieciprocity (NR)]

o compliance

employees’ compliance
behaviour

Mediating Flales of Affective Attitudes:
Sell-Estesm and Ansisty: These sifective attinudes
mediste the relationship between CRICP and
compliance behavior. This means that CRimproves
compliance behauior partly by increasing seli-esteem
and reducing antiety, while CF might have the
opposite effect.

Wediating Fole of Thriving at ok
Thriving at wark mediates the pasitive reltionship
between GR and compliance behaviour, suggesting
that G enhances employees’ compliance behaviour
by fostering 2 thriving wark enviranment.

capabiliies of A1 strengthen the
effects of CF on self-esteem and
aniety, This means that when
emplayees perceive Al as capable
and operationally effeative, the
positive effects of rewards on their
self-esteem and anwiety are

enhanced.
2, Behaviorsl Controk

- Emplogess’ perceptions of A
operationsl capsbiliies influence
their perceived behavioral contral,
which is 3 component of TPE. This
perception can affect how they
tespond to rewards and
punishments in terms of
compliance behavior and affective
attitudes,

Waderating Effects of Perceived
Caogritive Capabilities of Al and
Conscientinusness:

- Perceived Cognitive Capabilities
of &k Amplifies the positive effect
of G on thiiving 3t work,
Employees wha perceive Al 35
capable experience more benefits
from GR

The study underscores the impontance of rew ards over

punishments and highlights the role of affective attitudes seenario-based experimental
and Al oapabiliies in shaping employees’ complisnce  method

behaviar,

- 13K POSIIURIY INNUENGES SMPIOYSES COMPIANCE DENSVIDUT
Employees perceiving G feel more interdependent uith the
arganization and are more likely ta comply with e and
palicies

- WF:: Does not have a5 strong a positive impact on thiiving at
waork as G

- The study highlights the broader implications of non-balansed
reciprocity norme, suggesting that G, an intrinsic form of
reciprocity, signific antly influences self-regultory behaviour
like compliznce.

- Canfirms the mediating role of thriving st wark i the GR-

seenario-based experimental
method

the positive relstionship between
thiiving at work and compliance
behavior. Conscientious
employees are more fkelyto
tanslate their thriving state inta
compliant behavior

L AT IREEgrton Sha A1 D15

pliance behaviour adding to the litersture on
thriving in Social Exchange Theory [SET).

- Diemanstrates how cognitive appraisal of 41 and persanality
waits like conseientiousness moderate the effects of non-
balanced reciprocity norms on self.regulatory psychological
states and behaviours.
-+ Investing in &1 and improving emplayees? recognition of Al's
ognitive capabilities oan enhance thiiving at work and

cemnlianna haha




Anastasi, 5., Madonna, M. &
Wanica, L. [2021) Implications of Medium. The explanaition
embedded artificial intelligence - of embedded Al was used
machine learning on safety of  for the theoretical
machinery, Procedia Computer  framewwark snd it might
Science, 80, 333-343. be auseful example ater
Aol orgHL IR procs.202 on.

impact on essential health
and safety requirements
[EHSRs] of the Machinery
Directive sndrelated
harmanized standards due

ingorporation of Al snd AL
technologies inta
machinery 3nd smart
fastory ap

Mediator Varisble: adaptation o regulations related
ta safety integration, control systems, and risk.
assessments. This adaptation mediates the
telationship between the incorporation of AlML
technalogies [I¥) and the impact on EHSFs (DY)
Fieasan far Independent-Dependent Variable
Relationship: the need to address safety concerns.

tip: o the incorporation o
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Zhu, N, Liu, Y., Zhang, J. & Wang,
h(2023), Contingent reward
wersus punishment and
compliznce behaviar: the
mediating role of afective
attitude and the
of aperational capabilties of
artifivialintelligence. Humanities
& Social Sciences
Communications, 10(1]
https:Hdol org/i 05741599
02302030

High Itintroduces a new
wariable to consider inthe
frameuork: reward and

punishment. It alsa brings

i the imp a N .
attitudes. Besides that, Complianes Behavicu
goesinto behaviour

control, 3o thisiz

important for the variable

suthariy

work

Zhu, M, Liu, Y., Zhang, J, Liu, .
Li.J, Wang, 5. & Gul, H. [2022].
Hanw and why non-balanced
reciprocity differently influence
=mplogess’ compliznce
behauior: The medisting role of
thriving and the moderating roles
of perceived cognitive
sapabilities of artificial
intelligence and
conscientiousness. Frantiers in
Psycholog, 13
hetps:Hdol.orgiii. 3363¢peyg 202
1023081

i very ussful for

Ihelnv?stlgat?duanahle Al behaviour [Gratitude
“persuasivensss™and  Reciprocity [GR) versus
3dds better understanding  Megative Freciproity [IF))
to compliance

employees? compliance
behaviour

Sharabatl, &, A Fiehman, 5.,
Malik, 1. H, Sabra, 5., Ak-Sager,
ML Al-Lahham, B, (2024). 1z Al
bissed? euidence fram FinTech-
based innowation in supply chain
management companies?
International Joumnal OF Data
And Metwork Soience, 8(3),
1339-1852.
httpetdol.orgh 52674
42,008

High, Facused an Al
integration, algarithm

employee-aiinteraction  Albias

organizational culture.

jans.202

LEvpirale A1 54
Technique:

Effoc: Provides tools to encars
Al system cupats are
understandble by humans.

& Mogal-qnoctic Methoge 1 Enhances rust, adoptian,
ar Al

systems
2 Fosters human-Al
collaboration and
requlstory compliance.

3. Enhances the
undelslar\ding andtmstin

Effact: Techniques zuch 3z
LIME {Lacal Interpretsble
Model-agnastic Explanations]
and SHAF [SHaplay Additive
exPlanations) offer
intarpratable sxplanations for
Al medds,

Tursunslieva, &, Aleasnder, 0L
A Dunne, R, L, J, Riers, L. &
Zhao, Y. [2024). Making Sense
of Machine Lesming: & eview

ion Technk 4

IMedium, It discussed the

impattance of 3. Counterfactual Explanations

Iterpretable

A,
Their Applications. Applied butis mainly about the KA1
Soiences, M(2), 49 ]

hitps:#hdoi OrgHl. 3330 app 14020

436

4 Heal erd spplications
faoe nuanced challenges
and opportunities.

5 Reveals evalving trends.
st s inherantly inserpretabli, and informs Future research
4 Advanced Computstional  directions.

Methe dz: & Highlight= the

Effuct Influencs the dynamic  mulidisciplinary sppraach
londszope of Al erpretabilly. raquired to addiess these

5 hsllngic s Dpgrtuies chalenges.

Madelz:
Effact: Provides alternative
seenarizs and bailds models

Effact; Technical, athical, sosial,
and regulatery challenges can
impede XA development and

Stettinger, G, Weissensteiner, P
Wedium. It shows the
benefits of transparency
about Al mistakes. It also

The process to determine

the tustuorthiness of an  1e P120253 2 determine

the trustworthiness, such

in resp
technological advancements in machinery design

Wediating Fales of Affective Attitudes:
Sell-Esteem and Angiety: These affective stitudes
mediate the relationship between CRACF and
compliance behsviar. This mesns that CRimproves
compliance behavior partly by increasing self-esteemn
and reducing aniety, while CF might have the
opposite effect

Wiedisting Rl of Thriving at Vrk:
Thriving at work mediates the positive relatianship
between GR 2nd compliance behaviowr, suggesting
that GR enhances employees’ complisnes behaviour
by Fostering a thriving work environment.

ulture:

specific AMML applications used,

The test discusses the patential implications of incorporating

the type of mashinery involved, and
requltory ramewarks in different
regions

Perceived Operations| Capabilties
ofal

1. Moderating Effeot:
- The perceived operational
Gapabilities of Al strengthen the
effects of CR an self-esteem and
anieny. Thiz means that when
employees perceive Al as capable
and operationally sifective, the
positive effeots of rewards on their
self-2steem and anzisty are
enhanced
2. Behavioral Contral
-Employees’ perceptions of Al's
operational capabilities influence
their perceived behavioral contral,
which is a companent of TR, This
perception can affect how they
respond to rewsrds and
punishments in terms of
compliance behavior and sffective
attitudes.

AL onthe inthe Machinery
Directive. It suggests that adjustments to requlations and

Might bie nice tolock inta these
requlations ta see if they

considen varables related ta trust
or compliance (ike transparency)

Review

for innovative produsts remain equialent to current
standards.

The study und: + of d

punishments and highlights the role of affective attiudes scenario-based experimental
and Al capabiliies in shaping employess’ compliance  method
behaviar.

- aH: FOSIVEIY NHUSNCES STRIOY@ES COMpIENCE DERaVIoUT
G feel more i with the

o f Peroeived vl are e likely to comply with rul

Cagnitive Capabilities of Aland  policies.

Conssientiousness: -NR: Does not have as strong a positive impact on thiiving at
-Perceived Cognitive Cpabiliies work as G

of Al: Amplifies the positive effect
oF GR on thiiuing 3t work.
Employees wha perceive Al 35
capable experience more benefits
romGR

- Conscientiousness: Strengthens
the positive relationship between
thriving at work and compliance
behavior. Conscientious
employees are mare likelyto
translate their thriving state inta
compliant behaviar

LAl negration ana M Dz

- Effect: Positive correlation [path
cockHicient 024, t-value 3 561

- Incerpreration: Higher lerels of Al
intogration wm o increased &l biag in
decisionmahin

" mpton: R htc the s For

ament of Al integration to

ded biages,

- The study highlights the broader implications of nan-balanced
reciprocity normes, suggesting that G, an intrinsic form of
recipraxity, significantly influsnces self-requlstary behaviour
like compliance.

- Coniitms the medisting rale of thriving 3t wark inthe GR-
compliance behaviour relationship, 2dding ta the terature an
thriving in Sccial Exchange Theory (SET)

- Diemanistrates how cognitive 3ppraissl of Al and personality
traits like conscientiousness moderate the effects of non-
balanced reciprocity nams on self-ragulstory psychological
states and behaviours.

> Inuesting in Al and impraving emplayess’ recagnition of APs
cognitive capabilities ¢an enhance thiiving at work an

soenario-based experimental
method

bk i

2. Al lgorithn Divarciy nd 415w Results
et reloion (3t . AlInegration and Bias: Higher Alintegration carrelates uith
cacicient 019, tanhue 2.51) . i
increasedbiss,

~ Interpreration: Greater diversity in Al

Wedisting Fiole of O

Al biaz.

0.28, t-value 4.02)
- Interpretation: Oy mediates the

importance of using s varicty of
algorithms to encurs balanced and

2 Employes Trating w4161z

relationship between Alintegration and &1 biss.
i fost i

nd ethios-focused culture i orusial for managing A1
biases effectively.

1 Interpretatian: Helps in understanding and
i i ACTOES Wi

Fhact (path
cotimom oo v 2.46).
-\nmp.mm Conprabacive
n Al reduces #l bis.
o Lndrings th vl
b, aversight snd the imprtance of
training in mitigating biazes in Al

- Algarilhm Diversity: Gireater diversity in & slgorithme reduces
- Emplnusa Training: Comprehensive waining on Al reduces Wery useful. Ik gives significant
insights into the decision-making
process inthe Al-employes
relationship

- Data (Quality and Diversity Higher data quality and diversity  ©"n® Suestionnaire

lower Al bias
- Regulatory Compliance: Adherence to regulations reduces A1

jas.
- Onganizations| Culture: Acts 35 3 mediatar between Al
integration and bias, emphasizing the impontance of an
inclusive 2nd ethical culture.

spstems.
4. Dats Guslity snd Diversiey and Al Bia:

- Effact; Nogative corralation (path
<acficient -0.21, tvalue

- Intarpratation: Highar data quality and
divarsity are asociated with lowar Al
bias.

- Implication: Highlights the nacessity
En rohat At masmacment Rrnetiees b

Apphcauor\ o Different Data

domains.

Fot Medekfgnostic Methods and Post Hoe
Esplanation.

2 Interpretation: Addresses the need For transparency
in &1 decision-makin

For Counterfactual Explanations and Intrinsioally
Interpretable Maodels.

The significant advantages
brought about by employing

The "quantitative appraach” could be seen as 3
mediator wariable. It explains how the process of

shows how compliance
and trust are mised

(AutomatedtAutonomous
hittps:Hdoi.orgi0 103t a00ess 20 Intelligent System).

243384387 making, and optimization

possibilities

Sourane, F. & Vitali, F. [2023). &n
objective meic for Explainable.
Al How and uhyto estimate the
degree of explainabiliy.
Knowledge-based Systems, 276,

High. The study goes inta:
the factor explainability,
which i naw & new found

Use of Dok (Degrez of  Eifectiveness of the
Explainability for 3ssessing

Al

maderator varisble for my ‘a“’“’“""‘"““‘
HORES, i syt in Do scores
hups Hdol orgD 0 knosys2 SMY
23,

Movell, C., Taddeo, b1, & Floridi,
L [2023). Accountabilityin
attificialintelligence: what itis
and how it works. &1 & Society.
hittps:Hdoi.orgé10 1007 ST0HE-
02301635y

High. Shows that

sompliance with Al can be

influenced by perception of Al ascountability
aceountability - new

moderator Found

Employees compliance
with the A1

fecision-
making, informed decision-  desision-making and optimisation possibilties.

axplanatary sustem, which
iz measured by the increase

informed

The technalogyfor estimating DX, such a< the
Doputonl andthe use of Kakbased systems.

flity: Thes et defines
ety he sonnest o A1 s slotion of
namersbi

coner Thiz ensares th

, process, and implications. These Feu

canuribute b the perccived reisbiling of Al by slining chesr

Parameters fot secoun
- Geals of Accountabiliny: Gomplisnce, repe
afoncemenn sne e i 5 he goals of secsunoabiey
itin 5 qavmance aminarh, By mecina thase gotls, Al
pstems demanstrate thei relobi

Perceired Legitimazy of Al Authori
iy Stancgies nd Gevemnnce Dbfectivezt The rexe
bighlights the importance of qovernanee obiectives wnd

. e s tecognsing bary ouing
d

r, coversight, snd

. Tewt, Tabular T
Dala]

Effact,

(R81) i sresuring ransparency.

he text discusses the increasing |mparlar\ce ol explainable A1

suengths and hmuanons sor0ss
different data typs

the complenity of modern Al madsi. I ihighss the rsda-off

o especiaHy with
Fevieu
the need

implication: need
o tafored %A soltionstor
different data domains.

Mot mentioned

, adoption, regulatory compliance, and

ehioaluce of A

The result s that emplowing 2 process to determine the
trustworthiness of an AIS brings about several significant
advantages. These include:

- Fanilitating deterministio decision-making aroundedin
evidence and validation targets

- Emphasizing the importance of establishing meaningful
metrics for tustorthiness

- Enabling informed decision-making and further optimisation
- Allowing For the determination of potential assurance efforts  Review
in advance and structured adaptations of the AIS or its
boundaries (ike OO0 and EC)

-+ The trustworthiness process directly impasts the desision-
making and optimization of the AIS, leading to more reliable
and effective system performance. This P aper proposes
methodolagies For ensuring the trustworthiness o high-risk
artificialintelligence (A1) systems [AI5) to achieve comphance
with the European Union’s (ELI) Al Aot

Fesults
- The study Found that using Do significantlyimproves the
effectiveness of Al explanations.
- Higher Do soores are linked to better suplanstory
. though

e s,
which are the specific pieces of

was hot statistically

significant. Acombinatn of empiicsl
-Dattis

Pt the messt helphul since itis
about amedel to ausluzts Al but
useful For transparency variable.

Kinda useful, but mainly about
models. Good for introdustion
(showing mis of compliance and
trust] and mayhe for transparency
part

Wery detsiled snd good study,
" 1

te
user studies

Az d legal or
business requirements.

Clarity and Persuasiveness of Al
Directives:

- Clear Ascountability Measures:
The tert suggests that clear and well
defined aooountabiliy measures
sontribute to the clarity and
persuasiveness of Al directives
Users are more likely to somply with
Al direstives if they understand the
aceountability mechanisms in place
- Transparency in Governance: The
discussian on the structure of
aceountability relations implies that

ey R
Bt Lol s Pl Delbernin: The bsnce
e et sty palcies o thl

meazures, the perceived
ed

inhow Alis governed
an make Al directives more
persuasive and acoeptable to users

objective,

" iy, especially useful for legsl

compliznce snd business requirements.

- Dot oifers cost savings and ease of messurement

comparedto taditional usability studies, though it shauld
3

comprehensive sszessment of Al systems.

The behavour of Al users is influenced by their perception of
aceountability, Compliance can be hightened it Al oan be held
acoountable

Fieview

sting, . an

explainability

Shaws problems with
socountabilityinregards to Ai
in alegal as well a5 ethical
sense



Agudo, UL, Libersl K. 5, Arrese,

B, & Watute, H. (2024), The

impact of &) errars in 3 human-in- High, Ussful for varisble
the-loop process. Cognitive  persuasiveness. Also

Timing and order of
receiuing Al suppart inthe
devision-making pracess
[whether &l suppart is

Fiesearch, 31, s e wariable: uhether & support =
https:Hdolorgi D 186241235 b d .
023005293 mn judgment]

Chaudhury, &, Elked, 5. &
Tounsi, &, [2024), Exploring
factars influencing user
perspective of ChatGPT as 3
technalagy that assists in

he altheare decision making: &
crass sectional sy study.

Shows importance of
perceived competence,
transpareney, and
mentiones
persussiveness

ChatGPT respanses

FloS Ong, 19(3), 0296151,
hitps:idal.argHl. 13m|numa| po
ne 0296151

Matz, 5. C., Teeny, J. 0., ¥aid, 5.
&, Peters, H. Harari, G. M. &
Cerf, M. [2024]. The potential of
generative Al for personalized
persuasion at scale. Scientific
Fieports, 14(1)
hittps:didoi.org01038¢41598-
024-63765-0

High. s empirical evidence
For Al persuasiveness.
Also shows importance of
personality traits - new
wariable

Al- personalized
persussion

Klenk. M. (2024]. Ethios of
generative Al sndmanipulation: 3
design-oriented research

agends. Ethics and Information
Technalgy. 26(1)

hitps:Hdal orgt 10100710676
024-05745 -4

High. It shows the power of
Alpersuasiveness (how it
an change attitudes and
behaviours) and how
important ethical
considerations are here

Alregulatory sompliance £
effectiveness of A1
compliance provesses

Huang. Gi. & ang. . (2023, Is
artificlal intelligence mare
persuasive than humans? &
meta-analysis. Journal of
Communication, 73(5), 552-562.
https:#dol.orgtlI093oct qadiz
4

Wedium, It compares
Humans and Al'sin
regards o persuasivensss

agent type [human or Al)

Carrall, M, Chan, &, Ashton, H.,
fi Krueger, D (2023,
Characterizing Manipulation
from Al Systems. EAARKD *23:
Proceedings of the 3rd ACK
Conference on Equity and
#osess inAlgorithms,
Mechanisms, and Optimizatian,

MediumfLow. It sould be

i 10 show patential

harm caused by &), but |

am unsure ifit can be used Manipulation: The degree
inthe context of the 1o which Al systems
research, Couldbe used  manipulate

a5 another souree to show

-3 &ihas power to
hitp=#doi.org 011453617694 36 manipulate
23226

Singh, 5., Department of
Computing Science. Abri.F..
Department of Computer
Seience, Siami Hamin, &, &
Department of Computer
Seience. [2023). Esplaiting Large
Language Models (LLMs)
through Deseption Teshniques
and Persuasion Principles. In
Provesdings - 2023 [EEE
International Conference on Big
Data, BigDiata 2023 Instivute of
Electical and Elestraonics
Engineers Inc.
https:Hdai.orgHLNDSEigDat 59
044.2023.10386814

Law, is more about A
being manipulated. Could
be used to show that A1
can be manupulated koo,
and iz thus not reliable
(Introduction?]

Dieception teshniques and
persuasion principles used
in prompts directed at large
language models [LLMs]
like ChatGRT.

Presuel, FL. C., & Sierra, J. M. M,
(2024). The adoption of artificial
intelligense in bureaucratic
decisian-making: & Weberian
perspestive. Digital Government,
5[1], 1-20.

https:Mdoiorgh0 N45/3603861

Low. might be useful to
miake a point. But nat
worth more then a
sentence For my topic

Adoption of Al
technologies In public
administration,

Gravett, . H. (2023). Judicial
Decision-Making in the age of
artificial Inteligence. In Law,
gouemanes and lechnu\ogu
series [pp. 261-287).

hitp=:doi, DrgHD H07HS7E-3-031
41264.6_15

adaption and use of
slgarithmic rigk-

assessment tools inthe
criminal justice system.

MediumdHigh. Good for
perceived reliability of Al

Conestness of the Al assessment
[whether the & suppart is comect or
incomect).

Aceuracy of human
judament in legal decision-
making.

Humanjudgment and its interaction with Al suppart
[the extent towhich human judgment is influenced by
Al support).

Mediators:

- Percsived competence of ChatGPT.

- Peroeived iansparency of ChatGPT.

- Perceived benefits outweighing risks when using
ChatGPT.

- Percsived persuasiveness of ChatGPT.

- Perosived iustworthiness of Chat GP'T.

The context in which ChatGRT is
used, specificallyin health-related
inquiies.

user perspective of
ChatGPT a5 assistance to
healthcare decision making

- Simplisity and length of prompts provided to
ChatGPT.
- High-leveltraits us. nuanoed persanality Favets.

Psycholagical profile and

user complisnee
Pl persanality traits of the target

Cirganizational complesity, sush s
the size of the organization, the
number of Units invalved, of the
requltory environment, could
influence how effective process
mining is inimproving compliznee.

visibility into ompliance provesses. Prasess mining
[1¥]is liely to improve compliance (D¥) by enhancing
visibility into compliance provesses.

Process mining

Communication role of Al serves
25 3 moderator varisble. I
influences haw AI's persuasivenes

persuasion outzomes,
such 33 atitudes,
perceptions, behavioral
intentions, and actual
behaviors influenced

Mlechanisms of persuasion (.4, CASA paradigm,
PAIN Factors, algarithm sversion) act as mediator
wariables. These mechanisms explain how the type of
agent (& vs. human] influences persuasion

a5 a contemplator [decision-
outcomes,

maker]. oreator, of sonwerser.

Incentives: The motivations or

abjectives that drive Al systems to

behave in certain ways, potentially
leading to marnipulative behaviors.
Intent: Whether the Al system

behaves in amanner that suggests

itis intentionally pursuing its

incentives or objectives, sven if not
explicitly programmed by designers.

human behavior o

: ! Mot mentioned
decision-making

Cousitness: The degres to which
the manipulative behaviors of Al
systems are hidden of not easily
understood b users affested by
them,

Harm: The negative impact ar
consequences on individuzls or
aroups due to the manipulative
behaviors of &l systems.

Type of prompt or communication:

Fiespanse of LLMs [e.g.
ChatGPT) to deceptive

prompts simed at obtaining Mot given
information For malicious

or unethical purposes.

Direct Communications: Explicit
intents cammunicated directlyto
LLMz.

Dzceptive Prompts: Prompts
crafted to deceive LLMs into
providing information.

1.Impact on public
administration efficiency.

waries depending on whether Al acts

The study Found that the timing and order of A1 suppart
significantly affect humanjudgment accuracy in legal desision-
making. Incormest Al SUppOIt leads to Mare acourate kuman
judgments when received alter human judament, Correst A1
SUPPOI'S benefitis less olear, a5 I did not show 2 statistically
significant impravement in  larger and mare diverse sample.

video, Followed by 3 survey

esus:
- eny Strong Assoriation: Perceived competence of
ChatGFT strangly carrelates with its assistance in decision-
miaking, indie-ating users trust and find competent Al more
useful.

- Strong Assoeiation: Perceived ransparency and perceived
benefits outweighing fisks hoth have strang comelations with
decision-mking sssistance, emphasizing the importance of
clarity and perceived advantages in user acceptance.

-Weak Assoviation: Perceived persuasiveness and the
combined influence oif trustworthiness and persuasiveness
show only anecdotal evidence of conelation with decision-
making assistance, suggesting these factors are less
influential on their own.

- Exremely Strong Association: The carrelation betwesn
tansparency and tustworthiness is exceptionally strong,
highlighting that users highly value transparent and trustworthy
Al systems in decision-making. particularly in health-related

cross-sectional suveystudy  useful

Results

Frofisiency at Personalized Persuasion:

- ChatGPT demanstrated a high praficiency in generating
personalized messages that effectively influence attitudes and
behavioralintentions.

- The sugvess rate of significant personalized messages was
higher than what would be expected by chance, underscoring
the capability of LLMs in this domain,

Wethadologicl Cansiderations

- The study used conservative tests and short prompts to
generate messages, likely mimicking real-world scenarios
where detailed information about targets is imited.

- Diespite the conservative approach, 3 substantizl proportion
of messages were signifisantly effective.

Implications for the Future.

it advansements in LLM teshnalogy and more detailed
input sbout Larget prosiles, the potential for &l-driven
personalized persuasion s likely to grow.

- The expansion to other persuasive modalities, such as visual
stimuli, willFurther enhanee the influence of generative Al.

Survey study el

The paper focuses onllustrating how fragmented compliance
processes, uncertainties, and complisnce gapsin meeting
Trustorthy Al best practices oan be addressed through the
use of process mining. It emphasizes the importance of
gaining visibility. identifying bottlenecks, and implementing
automated approaches ba enhance compliance with Al
regulatony requirements.

Experiment

“hile Al can match human persussiveness in many sreas, its
effectiveness varies based on roles, communication contests, mets-analysis
and user demographics.

=

1L MANIPUIATON | AFEATENS HUMaN MUESHOM: | e Stuay
emphasizes that manipulation by Al systems poses a

signific ant thre st to human autonamy, This thre st srises
whether manipulation oeeurs intentionally (by design] or
unintentionally (emerging rom the system's training objectives

2. Challenges in Diefining and Mesuring Manipulation: The
research highlight= the difficulty in formalizing 3nd messuring
manipulation, particularly in A1 systems. Despite existing work
10 define manipulation along anes such a3 incentives, intent,
woventness, and harm, fundamental shallenges remain.

3. Precautionary Actions Are W arranted: Despite the
challenges, the study advocates for precautionary actions to
anticipate and mitigate potential manipulation by A1 systems.
These actions include:

- Making zuditing of Al systems easier.

- Addressing perverse incentives that may lead to the
development of mnipulative systems.

- Improving user understanding of how Al systems function

el et el o
Fiesults:
1. Effectiveness of Dieception vs. Direct Communic ation:
- Direct Communications: LLIMs [like ChatGPT) cansistently
refused to provide information for malicious, unethical or
poisoning requests. They were robust and protected agsinst
explicit intents of malivious usage.
- Deceptive Fromprs: LLS were vulnerable to deception
techniques, especially those leveraging persuasion principles.
These prompts effectively induced bigsed outputs from LU,
providing information intended for unethical or malicious
purposes.
2 Key Findings:
- Prampt Engineering and Ethical Usage: Crafting deceptive
prompts that mimic realworld seenarios can manipulste the
responses af LLMs. Ethical considerations are crucialin
sonducting such researsh,
- Explaiting LIS through Deception: Demanstrated that
M can be manipulsted thraugh deception, leading to

compromised autputs when persuasion principles like
authority, trust, and social proof are exploite

- Comparative finalusis: Compared the vulnerabiliies of
different &l models (2.0, ChatGP T, BARD, Claude, Llamaz] o
deceptive prompts, providing insights inta their security
profiles and wesknesses.

e

Rieview Unsure sbout us ability

sl b wsionr

Experiment Maybe intraduction?

Anion:

Tlmpask aF Al Adapbian:
+ EFficien 2 and Biar: Albs shralagior srs porssined vapakensiallyincrs ars
bureausratic offisiencr androducs human rror. Houever, sancerns ae rece |
caritmay

inaduertontperpotucts bior
~Public Trart ans

s procont intraining data.

ractin quuornment. hon &1

e canroquoncer can srado publi

itundarmines the.

Logitimacy uf aausrnmont actions
£ Waberian Farspactins:
-lsalBursauzrazy:Wlok

ion bursaucracy smpharizar farmal rulor,

bias reduction, and
desision-making quality

2. Trustin government and
perception of legitimacy
among citizens.

n us
and informed vs. rapid and less
cansidered adaption

Mot mentioned

Dependent ¥ariables (s}
1. Guality and faimess of
judicial decisions.

2, Trustin the criminal
justice system.

3.Impact on defendant
outcomes.

1. Training of judges sbout automation biss.

2. Procedural safeguards and accountsbility
measures in place.

3 Lewsl of seruting and oversight of algorithmic tools.

Judges’ understanding and
awareness of the limitations and
biases of algorithmic tools.

making

Fieview

dvacon o conma ey oo v Al insion e together

Al
and

demasr )
3. Palicy Fiocammendation:

Do cirionemakorr

4. Cancl
The rtudy tansludss

Conclusion:

~The study ighlights the prewslent veshne-cpimism and cver-
teliznze on algorithmic systems in the criminal justice system,
which 5an shisld these Systems from necessany seruting.

- Judges often lack Understanding of how automated risk-
assessment tools work, leading to potential misapplication
and aver-reliance on these taals

- Training judges about automation bias and implementing
procedural safeguards are essential to ensure Faimess and
aceuracy in judicial decisions.

- Algarithmic accountability requires continuous evaluation,
transparency, and external audits to detect and mitigate biases.
- Human owersight is erucial ta maintain transparency and
accountablliy in sentencing decisions, 35 algorithms may not
fully capture individual oase nuances.

- Ethical and normative considerations are essential when
inkegrating algorithmic tools into the criminal justice system to
ensure decisions are Fair and just

Fieview

{online] Experiment - watching 2 YEERY USEFLL: Helps with one
warizble and introduces another

Good source, very useful for the

Rice information to mention

Counterpart to Al bias? Like
assumption that Al reduces bias
iz stated here but other article
talks about Al bias, Could work.

Mlice comparison between human
judgment and Al judgment



Shamim, 5., 'Yang,'v.. Zia. M,

U, Khan, £., & Sharig, 5. M,

[2023). Mechanisms of

cognitive trust development

in arificial intelligence amang High, Varifies 2 varisbles
fromt line employees: of the cagnitive trust
empirical examinationfroma  medel and adds the new
developing economy. wariable flexibility

—
Feseanch . 167, 168,
hitp:dai.org0. 1016t fbust
25,2023, 114768

Gkinko, L, & Elbanna, &, [2023).
Diesigning trust: The formation
of employees? trustin
conyersational &l in the digital
warkplace. Joumal of Business
Fiesearch, 168, 13707
hitps:#tdoi.orgi0 1016/ jbusres.2
0233707

High. It highlights the
impartance of
organisational contest

Anderson, 8. &, Jettersan, B, &,
Kincic, 5., Wenskauitch, J. E.

Fallon, C. K. Baweja, . A &

Chen, . [2023). Human-Centric. High. Useful to show the
Contingency analysis metrios for importance of
evaluating operator performance understandability and
and trust, IEEE Aooess, 1, tansparency For trust
09689-109707.

hitpsdédaiongh Maccess 20

233322133

Theis, 5., Jentzsch, 5.,
Deligiannski, F., Berro, C.,
Rault, A P., & Bruder, C.
12023). Requirements for
enplainability and
acoeptance of arificial
inteligence in collaborative
work. In Lavira poteri
edsnee (pp.

High. Was used for the
waraible tanspareny

355-380).
https:fdai nrgHD 10071975-3-
031-35891-3_2,

Tejeds, H, Kumar, &, Smuth, P,
& Sreyvers, b, (2022). Al-
assisted Decision-making: 3
Cogritive Madeling Approach to
Infer Latent Fieliance Strategies.
Computational Brain &
Behavior!Computatianal Brain &
Behavior, 5{4), 431-508.
heeps:Hdaiorghn 042113
0220057y

High. It provided empiric.al
st on reliability of Al snd
how itinfuences Al users

Felzmann, H, Yillrangs, E. F,
Lutz, ., i Tam-Larrieus, &
(2019). Transparency you can
trust: Transparency requirements
for artificial intelligence between
legal norms and contextuz)
cancerns. Big Data & Society,
6(1), 205395 171986054,

Heeps 4ol cngH ITTI206336171
9860542

High. Used for
Nansparency varisble

Borsei, 5., Malizia, 2.,
Sohmettow, M, Wan Der Velde,
F., Tariverdiyevs, ., Balaii, 0, &
Chamberlain, &, (2021]. The
Chathat Lisability Se e the
Design and Filot of 3 Ussbility
Seale Far Interaction with Al
B.ased Conversationsl Agents.
Persanal and Ubiquitous
Computing, 26(1), 95-119.
hitpsHdoiorgH0 0F/00779-
021015829

Low. whileinteresting,
probablynot usable since
itis sbout a specific scale
designed to increase user
=atisfaction. Mot useful to
differentiate trust and
compliance

1. ltransparency

2. Al reliability

3.8 Heibility

4. Al-driven disruption in
waik rautines

5. Effectiveness of data
governance

Cogritive trust in A1

Kind of trust [smotional,

Trust in the Al Chatbot
cognitive, organisational]

Human-machine trust and
warkload of power system
operators.

#lbased recommender
toal (specifically Pred-RC)

a1 systems designed for
euplainability and
sceeptance in human-Al
interaction scenarios
scross various domains
(e.. healthcare, air traffic
cantrol).

Information need for
explainability, Information
need for acceptance,
Information
representations and
interaction methods

image noise in the task.
2. 8 Classiier Aoouracy
Lewels: The accuracy of
difterent Al slassifiers
(Classifiers 4,8, and C).
3. &) Assistance
Conditions: Whether Al
sssistance is provided or

Human Performance
Measured by the accurscy
of participants in making
decisions.

4. Advice-Taking
il Tl b
The requirement far
transparencyin A1 and
automated decision-
making systems under
GORR serves 25 an
independent uarisble. It
dictates that Al systems
must pravide elear
information and
explanations abaut their

This varisble measures the
entent to which
transparency, a= mandated
by the GOFF, achieves its
intended goals. Itincludes
aspects such 3z user
understanding, trust in Al
systems, and compliance
with requlatory

decisions and processing  requirements
of data.
useand design of CRM 1\ - bistaction with M

chatbots [varous attributes
and fuctionalities designed
to enhance user interaction
and satisfaction]

chatbots - canit be
increased through using
EUS-15 seale?

Trustin data gouernance

User Engagement and Interaction: The extent and

quality of user engagement and interaction with the Al

chatbot

System state penalty metric: Measures the total

number and severity of violations siter 3 contingency,

reflecting how human operatars perceive violations
Control actions penalty metric: MeazLres the cost
and risk assoeiated with gontrol actions taken by
human operators to mitigate viclations.

User expertise, contert of use,

Participant Confidence: The confidence level of
participants in thei own decisions

Classifier Confidence: The confidence level of the A1
slassifier's recommendations.

1. Performative Aspeots: How transparency is
enacted or performed within Al systems and human-
computer interactions.

2. Human-Computer Interaction [HC) Literature.
Insight= from HCI research that influence how users
perceive and interact with transparent Al systems.

3. Human-Fobot Interaction [HAL Literature: Similar
to I, studies in Rl inform the understanding of
transpalsncy in interactions involuing roboks and A1

e Elmca\ Underpinnings: Ethical considerations
regarding the Faimess, accountability, and
tmusteonhiness of Al systems.

BUS-16 seale wariables - sorted inta § fastars
[Percsived accessibilit to chatbat Functions,
Perseived qualty of chatbat functions. Perceived
quality of conversation and infarmation provided,
Perceived privacy and security, Time respanse |

al-driven disruptionin work routines

Previous Experience with Sirmilar
Technology

Mot given

Explanation Capability of the A1

Advice-Taking Policies: The
strategies that participants adapt
for taking Al aduice, inferred
through cognitive modeling

Fegulstory and palicy contests
These include:

-Legal Frameworks: Such as
GOPR or other dats protection
requlations that defing the soope
and requirements of transparency
- Palicymaking Processes: How
policymakers interpret and
implement transparency
requirements inta practical
guidslines and standards.

User profile [Age, gender, sbility] ar

re
suspected, but would need further

research

1 Positive Relationships:

- Cognitive trust in Alis positively related to Al transparency (3
=024, p< 0,001,

- Caagnitive trust in Alis positively relsted to Alreliability (2 =
013,p < 0.001),

- Coognitive trust in &lis positively relsted to Al lesibility (3 =
0.09,p < 0.05),

2. Negative Relationship

- Al-driven distuption inwork routines i negatively related to
cognitive trustin A1 (3 = -1, p < 0.001).

3. Mediation Effect.

- Trustin data governanoe mediates the relationship between
the effectiveness of data govemance and cognitive trust in Al
4. Moderation Effect

- Al-driven distuption inwork routines negatively moderates
the relationship between A1 flezibiity and cognitive trust in Al [
= 008, p < 0.05).

5. Mon-Significant Moderation Effects:

- Al-driven distuption inwork routines does not significantly
maderate the relationships between cognitive trustin 41 and Al
wransparency [3 = 0.05, p > 0.05) or Al reliability (3 = -0.04, p>
0.05).

2 Survey study

Results

- Employees experienced three ypes of ust tawards the A1
shatbot: emotional, cognitive, and organizational.

- Emotional rust sllowed employees to feel 2 personal bond
with the chatbar, forgiving its enrars and continuingits use
despite initial performance issues.

- Coognitive trust w35 based on the chatbot?s reliability.
transparencyin its infarmation sources, and its leaming
capabilities

- Organizational trust was influenced by the organization's
endorzement of the chatbot and its security measures.

- The combination of these trusts led o sustained use of the
shatbot, providing eritical use data that improved its
performance over time.

Interview study

1.Truzt in Al-bazed Task

~Trancparency and undsrztandsbility improvementz slone did nat
antly improve truzt amang sxprt powar cyctam opsratars.

~The type of recommendations made b the & tool necded ta lign

clozll with typical eperstionsl procdures wnd decizion-moking

proceszes uzed by operators to b trusted,

- Al recommendations that alianed with aparstor procsdurs: wars more

fikely to be trusted, cven if the 4l suggested actions (like load

checdding] thik were perceived 2 unneteszary by the operabor.

2. Introduction of Penalty Matricz:

- Syetam State Panalty Metric: Provids: an aceurate meazurs of

violation cavarity from ths parcpactive of human aparators, halping to

align Al recommendations with Operator perceplians.

- Cantral dctions Penalty Matric: Menzures the oat and risk f contral

actions taken by aparatars, including both continusus [generation

rodizpatch, load chudding) and dicerate [tap changaz, braskar actionz]

actions.

~These metrics were desigued b mimis human op<ratar cribers or

eraluating comtingency severity and contral setion cffeetivenszs

3. Impact on Opsratar Behaviar 3nd Parfarmance:

- Operatars uzing Al-generated recommendations tended to take

SAarer bk mars cfFeckive nitigation uchicns, tuen whin Ehey iitilly

dizagread with the Al's suggestions.

- Laating offectz sware obzarved within zcenarios, whers rapastad

axposuraimproved aparator proficisncy in handling cpacific

contingencies.

- Homerer, proficiency gainz did not tranzfer significantly betucen

differant cesnarioz, indicating limitations in current training practices

for nuun dicturbance on 3 dacarbonizsd grid.

Hesults and Findings:

Fiesults:

- Model Explanation: Develapers require detailed technical

information sbout A1 madels, including intemal operations and

data relationships, which can be provided through madel

specific 1Al methods.

- Feesult Explanation: Mon-expert users primarily seek.

explanations of Al fesults and behaiors to Understand why

certain decisions were made. They prefer explanations that are

understandable and not overly technical

- istios of U Enplanations: Effestive

explanatians support logicsl reasoning and are presented in 2

contrasting manner to facilitate understanding actass user

aroups. Fievien

- Aipplic ation-Speciic Needs: Different user groups fe.d.,

needs

tallored to their tasks and domains (e.g. health decisions,

uehicle operations]

2. Asceptance Requirements:

- Gioal-Supparting Information: Users require information that

supports the usefulness and performance of Al systems in

achieving their goals. This includes understanding system

functions and performante limitations

- Feeliability Inform.ation: Aceeptance is enhaneed by providing

qualiy indic atars (¢ g. entor marging, uncenainties) and

ensuring transparency about data usage and privacy

cigni

Enperiment

the study demanstrated that participants could effectively
utiise Al sssistance to improve decision-making accuracy,
with their reliance strategies being influenced by their cwn

confidence levels, the Al's confidence, and the accuraey of the  Controlled experiment

Al's recommendations. The findings also highlighted the
impartance of Feedback in enabling partisipants to develop
effective reliance stiategies

contribute ko understanding how transparency in Al systems is
conoeptualized, implemented, and evaluated in legal. sacial,
and ethical dimensions. The actual results were to long to list
here. and the conclusion of the study were future research
directions that need to be done.

Review

four studies [systematic
litersture review, suruey
[euperts and novices), foous
group sessions, kesting of
chatbots (esperiment])

BUS-15 can be used to increase user satisfaction

Mised-Method experiment,
Study 1= inkerview study, Study

eryuseful - varifies twa varaibles

useful empirical evidence

good article

Yery useful, Showed importance
oF explainability

Fiesearch did not fitin this format
of different varables. Butit was
wery nice For transparency

“ery nice empirical data - just
unsura about the usabiliny in my
study. - edit: was not used



