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ABSTRACT,  
As artificial intelligence (AI) continues to permeate organisational settings, understanding the dynamics of trust and 

compliance in human-AI interactions becomes increasingly crucial. This paper presents a comprehensive literature 
review that examines the factors influencing cognitive trust and compliance in the context of AI systems deployed 

in workplaces. Drawing on cognitive trust theory and social psychology frameworks, the study distinguishes between 

cognitive trust, which reflects individuals' beliefs in AI systems' reliability and competence, and compliance, which 
pertains to observable behavioural changes in response to AI directives. Practical insights are provided for enhancing 

cognitive trust in AI systems, including strategies to improve transparency, reliability, explainability, accuracy, and 

perceived competence. Furthermore, the paper offers guidance on managing human-AI interaction and addressing 
ethical considerations in AI design and implementation. The contributions to theory and practice outlined in this 

paper provide a valuable framework for organisations seeking to leverage AI technologies effectively while fostering 

employee trust. 
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1. INTRODUCTION 
Integrating Artificial Intelligence (AI) technologies into modern 

workplaces has brought profound changes, reshaping traditional 

workflows and redefining human-machine collaboration 
dynamics. McKinsey (2022) highlights this transformative trend, 

indicating a notable increase in AI adoption within organisations, 

from 20% in 2017 to a striking 50% by 2022, which is still 
ongoing. While AI adoption promises enhanced productivity, 

efficiency, and decision-making capabilities, it raises crucial 

questions regarding the future work dynamics and the trust 

relationship between humans and technology, especially since 

automated systems still have their faults (Singh et al., 2023). 

Recent studies have examined various facets of AI 

implementation across different domains. For instance, Zhou et 
al. (2024) investigated the consistency of ChatGPT responses in 

a medical context, revealing both alignment with clinical 

standards and cases of deviation and inconsistency. Habbal, Ali, 
and Abuzaraida (2024) propose the AI Trust, Risk, and Security 

Management (AI TRiSM) framework, which addresses 

regulatory compliance, defence against adversarial attacks, skill 

gap management, and adaptation to evolving threat landscapes in 
AI integration. Moreover, Economou-Zavlanos et al. (2023) 

provide a framework for evaluating AI technologies in 

healthcare, emphasising principles such as clinical value and 
safety, usability and adoption, fairness and equity, regulatory 

compliance, and transparency and accountability. 

The existing literature on AI adoption within organisational 
contexts has predominantly focused on technical and 

organisational aspects, with relatively few studies delving into 

human dimensions such as trust and compliance till 2021 

(Özkizitan & Hassel, 2021). While these studies contribute 
valuable insights into specific aspects of AI implementation, 

there remains a gap in understanding employees' and employers' 

perceptions and utilisation of such changes and the cognitive 
processes underlying resulting behaviours (Özkizitan & Hassel, 

2021). 

1.1 Knowledge Gap 
It seems that the current focus of research is the connection 

between trusting the AI and the employer (Weibel et al., 2023), 

the different versions of trust and how they connect to different 
forms of AI (Glikson & Woolley, 2020), and future work 

implications of AI adoption (Haenlein et al., A., 2019). However, 

the risk of employees just following the orders of AI is not often 

mentioned, besides missing trust, since it is expected that 
employees would not follow instructions mindlessly. However, 

that aspect should be considered, too, given that research shows 

how inconsistent AI can be (Zhou et al., 2024). Thus, we should 
differentiate between complying with AI and trusting AI instead 

of viewing the two as the same thing. For example, Settinger et 

al. (2024) used the term trust in their study to describe if their 
participants followed the AI instructions, even though following 

instructions could simply be compliance. They mixed the two 

terms, ignoring the cognitive processes leading to the resulting 

behaviour, which worked in their study, but can be further 

developed within future research.  

It should be noted that, while not clearly differentiated in the 

business and management literature, there is a clear 
differentiation between compliance and trust in psychology 

literature. For instance, Du, Huang and Yang (2019) stated the 

difference in the context of human-automated teaming by 
explaining that trust is dependent on reliability, while compliance 

is more about following systems recommendations. Another 

difference they stated is that trust is built by clear and 
comprehensive information, while compliance can occur even if 

the provided information is misunderstood or incomplete. 

Another study of the psychology domain that investigated these 
differences was the study by Hofmann et al. (2017), who also 

found that a difference between trust and compliance is the 

influence of coercive power, which decreases trust but enforces 

compliance.  

Noting this, this research aimed to fill this gap, adding to the 

current literature by making a clear distinction between trust and 

compliance with AI in a working environment. Through that, a 
better understanding of the employees' cognitive processes was 

created, resulting in a more controlled integration of AI as well 

as a better understanding of the future work with AI and the 

cognitive processes of employees that follow up with this.  

1.2 Research Question 
The research question guiding this paper is: “What factors 
influence individuals’ compliance with and cognitive trust in 

embedded artificial intelligence systems at work?”. This question 

aims to uncover the psychological and behavioural determinants 
driving individuals’ acceptance and utilisation of AI technologies 

within organisational contexts, highlighting the distinct yet 

interrelated nature of compliance and cognitive trust. In this 

context, the interrelated nature means that things influence 
compliance and trust, which this paper determined too. Notably, 

this research question represents an original contribution, as it 

distinguishes compliance from cognitive trust, unlike 
conventional approaches that often treat compliance as a subset 

of trust (Glikson & Woolley, 2020). 

1.3 Research Objective 
This research investigates the factors influencing individuals’ 

compliance and cognitive trust in embedded artificial 

intelligence systems. Embedded AI systems mean that the AI is 
integrated within another system, like the algorithmic one used 

by Facebook (Glikson & Woolley, 2020). By understanding the 

origin of the trust relationship between humans and AI and 

comparing it to reasons for compliance in a working 
environment, this study provides actionable insights for 

organisations aiming to understand and foster positive human-AI 

interactions. Another goal of this Paper is to differentiate better 
the cognitive factors influencing the human-AI relationship at 

work and find variables that distinguish cognitive trust and 

compliance from each other to reduce mistakes when 

incorporating AI. 

1.4 Academic Relevance 
This study contributes to the academic literature by addressing a 
critical gap in understanding human dimensions in AI adoption 

within organisational settings. By synthesising existing 

knowledge and identifying underexplored determinants, this 

research aims to advance scholarly understanding of the trust 
relationship between humans and AI and distinguish this from 

compliance with AI since current research does not provide this 

specific distinction in Business Literature, currently viewing 
both as the same. Furthermore, the focus on embedded AI 

systems adds specificity to the research, contributing nuanced 

insights to the existing body of literature (Glikson & Woolley, 
2020; Weibel et al., 2023). The focus on embedded AI was 

decided based on the fact that emotional attachment is less likely 

and less beneficial in a work setting, and reliance has a higher 
relevance (Glikson & Woolley, 2020), which should be the 

primary focus for AI when integrated into the work field, thus 

being one of the factors investigated. 

 

2. THEORETICAL FRAMEWORK 
This section discusses existing research on trust, compliance, and 

human-AI interactions. It differentiates between trust and 



compliance to provide a nuanced understanding of their roles and 
implications. Artificial intelligence (AI), trust, compliance, and 

cognitive trust theory were defined to set the specific framework 

by which this study operated throughout this paper. 

2.1 Artificial Intelligence (AI) 
Contemporary artificial intelligence (AI) applications, 

commonly referred to as 'narrow AI', 'applied AI', or 'weak AI', 
are understood as specialised systems designed for specific tasks, 

such as chess games, speech recognition, or image processing, 

often demonstrating capabilities that rival or surpass human 

intelligence in their designated domains (Özkizitan & Hassel, 
2021). Expanding on this notion, Glikson and Woolley (2020) 

propose that AI embodies a sophisticated technology that 

emulates human intelligence, particularly in functions such as 
reasoning and learning. For this research, the focus was limited 

to embedded AI without a physical appearance since it is 

assumed that this will be the most likely AI system to be 

integrated with a corporate environment. 

Anastasi et al. (2021) elaborate on embedded AI technologies, 

which involve integrating AI into other systems. Examples of 

this concept include Google Maps, Alexa, or Siri, where AI 
functionalities seamlessly augment everyday products. 

Embedded AI can interpret external data accurately, learn from 

such data, and adapt flexibly to achieve specific goals and tasks 
(Kaplan & Haenlein, 2019). This integration underscores AI's 

versatility and its potential impact across diverse domains. 

2.2 Trust 
Trust is fundamental in human interactions, encompassing 

beliefs, expectations, and behaviours in various contexts 

(Moorman et al., 1992). It involves a willingness to rely on 
others' actions, expecting goodwill and benevolent intentions 

(Wang et al., 2016). In organisational settings, trust is crucial in 

facilitating cooperation, collaboration, and effectual functioning 

(McAllister, 1995). Trust can be differentiated into various 
forms, including cognitive trust, affective trust, and behavioural 

trust (Fabrigar et al., 2012). But nowadays, it is mainly divided 

into either cognitive trust or affectionate trust (Chen et al., 2021). 

Cognitive trust refers to the rational aspect of trust based on 

perceived reliability, competence, and dependability (Moorman 

et al., 1992). It involves individuals' beliefs in the competence 
and dependability of others or systems, such as technology 

(Wang et al., 2016). In artificial intelligence (AI), cognitive trust 

becomes pertinent, especially concerning complex technologies 

like embedded AI systems in workplaces (Glikson & Woolley, 
2020). Unlike affective trust, which is based on emotional 

connections and rapport, cognitive trust is rooted in rational 

assessments of capability and reliability (Moorman et al., 1992). 
This rational evaluation aligns well with workplace demands, 

where objective criteria and outcomes often drive decisions. 

Considering the focus of this study on the dynamics of human-
machine interaction in a working environment, cognitive trust 

emerged as the most relevant form of trust to be investigated. In 

a professional setting, where decisions and actions have tangible 

implications for productivity and outcomes, the rational 
assessment of trustworthiness becomes paramount (Glikson & 

Woolley, 2020). Employees' trust in AI systems' reliability, 

transparency, and competence is crucial for their acceptance and 
effective utilisation in workplace tasks (Glikson & Woolley, 

2020). Therefore, adopting a cognitive trust perspective allowed 

for a comprehensive understanding of the factors influencing 

individuals' trust in embedded AI systems at work. 

Recent studies have underscored the significance of cognitive 

trust as a critical determinant of value creation through digital 
technologies such as AI (Hengstler et al., 2016). It extends 

beyond human-to-human interactions and encompasses trust in 
technology, including AI (Wang et al., 2016). However, studies 

have also highlighted the impact of erroneous AI functions on 

cognitive trust, indicating that initial trust may decrease over 

time due to perceived inaccuracies (McKnight et al., 2020). 

2.3 Cognitive Trust Theory 
This paper utilised the cognitive trust theory as the theoretical 
framework to examine individuals' trust in embedded AI 

systems in the workplace. Focusing on cognitive trust, the study 

uncovered the underlying cognitive processes and perceptual 

factors that shape employees' trust in embedded AI technology 
and differentiate trust from compliance regarding the employee-

AI working relationship. Drawing on insights from cognitive 

trust theory, this paper investigated how factors such as 
perceived reliability, transparency, and accuracy (Shamim 

et al., 2023) influence employees' trust in AI systems. 

Moreover, the paper explored the dynamics of trust 
development and maintenance over time, considering the 

impact of feedback and experience on cognitive trust in AI 

technology. Through a cognitive trust lens, this paper 

contributes to a deeper understanding of the human dimensions 
of AI adoption in organisational contexts. 

2.4 Compliance 
Compliance can be explained as “changes in behaviour elicited 
by direct requests”(Baron et al., 2006). Another term describing 

compliance is “public conformity”, which is defined as “a 

superficial change in overt behaviour without a corresponding 
change of opinion that is produced by real or imagined group 

pressure” (Baron et al., 2006). The latter is more focused on the 

social connection of compliance, whilst the former is the general 

term definition. However, both describe the same phenomenon, 
meaning a change in behaviour upon request without changing 

on a cognitive level. Thus, compliance is temporary and quickly 

gained. In social psychology, many different ways of eliciting 
compliance are described, which can be used in everyday and 

professional situations (Baron et al., 2006, pp. 286–287). 

Compliance in human-AI interactions refers explicitly to 

individuals' behavioural changes in response to requests or 
directives from AI systems (Fabrigar et al., 2012). Unlike trust, 

which pertains to individuals' beliefs in AI systems, compliance 

focuses on observable actions prompted by AI directives. 
Research has shown that compliance with AI can be influenced 

by various factors, including the clarity and persuasiveness of 

AI directives, individuals' perceptions of AI competence, and 

the perceived legitimacy of AI authority (Fabrigar et al., 2012). 

2.5 Differentiating Trust and Compliance 
While cognitive trust reflects individuals' beliefs in the reliability 
and competence of AI systems, compliance entails observable 

behavioural changes in response to AI directives. Trust is a 

foundation for cooperation and collaboration in human-AI 

interactions, influencing individuals' willingness to rely on AI 
systems for decision-making and task execution. It is harder to 

gain trust than compliance, but trust is more permanent, given the 

changed mindset. While compliance is often called 
“mindlessness” (Baron et al., 2006, pp. 286-287), cognitive trust 

is anything but. It is carefully evaluated and based upon former 

experiences and knowledge of the functioning and reliability of 

the AI. Cognitive trust is earned, not just given.  

 

3. METHODOLOGY 

3.1 The variables – a research model 
During this study, the response of humans in a working 

environment to embedded artificial intelligence was investigated, 



whereby the relationship could either be described as trust or 
compliance (dependent variables). The specific topic of interest 

is how those two different responses are triggered, so those 

influences are treated as independent variables within this paper. 
For this, the cognitive trust theory, as well as known factors that 

influence compliance, as stated by Fabrigar et al. (2012), were 

utilised to determine potential independent variables, which were 

investigated within the result section. A visualisation of the 
research model is provided in Figure 1, which can also be viewed 

in Appendix A.  

 

Factors that are suspected to either cause compliance or 

trust in/with AI based on the theoretical framework 

 

Figure 1: A visualisation of the suspected variable 

relationship 

 

Figure 1 shows the suspected independent variables on the left 

side and the dependent variables (which are the two reactions to 
working with AI that are investigated) on the right side. The 

relationships suspected are shown through arrows, which are all 

assumed to be positive. To make the model more understandable, 
the independent variables are coloured the same as the dependent 

variable they are suspected to influence. 

 

3.2 Finding Data 
A literature review was conducted to investigate the 

independent variables influencing the dependent variables. By 
gathering literature from the scientific website Scopus, this 

Paper used a narrative approach to outline the current state of 

the field and its complexity, following the approach of Aguinis 

et al. (2023). This means the paper provides a comprehensive 
synthesis and critical analysis of existing literature on the topic, 

highlighting key findings, gaps, and future research directions. 

Unlike systematic reviews, it offers a more flexible and 
interpretative approach, allowing for a broader exploration and 

integration of diverse perspectives and methodologies. 

3.2.1 The search terms  
Nine different search terms were used during the data gathering 

process. First, a general search for compliance and cognitive 
trust was conducted to identify unconsidered variables as well 

as validate the suspected ones.  

For compliance, the general search terms used were “ai AND 

compliance AND employee”, “ai AND compliance AND work” 
and “ai AND compliance AND experiment”. Afterwards, the 

variables “persuasion” and “authority” were investigated 
specifically since there wasn’t enough evidence in the already 

found data to validate them. Therefore, the search terms 

“persuasion AND ai”, “persuasiveness AND ai” and “ai AND 
authority” were used. Put together, this resulted in a total of 18 

sources. The specific filters used during the search can be found 

in Appendix C.  

For cognitive trust, the general search term “cognitive AND 
trust AND ai” was used. Afterwards, the variable reliability was 

further investigated through the search term “reliability AND ai 

AND work.” Together, these search terms provided 11 sources 
usable for this paper. Again, specific filters can be found in 

Appendix C. 

3.3 Data Selection 
A specific selection for this paper was made using different 

criteria such as time, relevance, correlation, and contribution to 

this paper. The sources found were analysed more closely, and 
a few were deemed unusable after closer inspection. The factors 

considered for that are stated in the following part. 

3.3.1 Time and Relevance 
Given that artificial intelligence is a developing field that has 

grown significantly in recent years, the focus was set on recent 

findings (2022-2024), but older sources (published between 
2018-2022) that have high relevance to the topic were also 

viewed as acceptable, in case of discovery through a backward 

search, which happened with the variable reliability. The study 
of Felzmann et al. (2019) was discovered during a backward 

search and evaluated for inclusion, even though it was not part 

of the set focus time for publishing, given its significant 

contribution to this paper’s topic. 

3.3.2 Correlation and Contribution 
Besides that, the findings were evaluated based on the 

definitions since there are different ways to define trust, 

compliance, and artificial intelligence. The latter was 

investigated carefully since the different types of AI used 
during a study are not always stated clearly in the beginning, 

and the different forms of AI might result in different dynamics. 

The relationship between a human and an AI with a physical 
appearance (like robots or visualisations) might be completely 

different from that of a human and an embedded AI. However, 

the definitions for trust and compliance vary, too, so it was 
essential to check all three before including a source.  

Lastly, the contribution value of the identified papers regarding 

this paper was also considered. The researcher has read the 

findings and sorted through the value they might add to the 
paper (see Analysis-Evaluation Protocol, Appendix D). This 

paper was only interested in research that included information 

regarding what determines compliance with AI or cognit ive 
trust in AI. This does not mean that the findings always had to 

analyse that specific topic, but that they included some kind of 

information usable to answer the research question. 

3.4 Final data distribution 
After selecting the articles found, it was necessary to sort them 

to the correct variables since some sources found when 
searching for compliance were actually about cognitive trust 

and thus used in the trust section. After filtering and organising 

the sources, the final distribution turned out to be 9 sources for 
compliance and 12 sources for cognitive trust. 

3.5 Data analysis 
After the data had been determined, it was sorted through the 
model. First, Compliance and Trust were looked at separately. In 

that part, their possible predictors, so the independent variables 

suspected and additionally found influences, were considered. 



Afterwards, the findings were combined to distinguish between 

the two, and the variables were re-evaluated.   

3.6 Transparency of the study 
To further increase transparency, a search log was added to this 
paper, outlining the specific search terms and websites used and 

to which sources they led. The log also includes a detailed 

description of each source, outlining its specific variables, 
findings, and importance for this paper. The search log was 

divided into two categories: Search Protocol (Appendix C) and 

Analysis-Evaluation Protocol (Appendix D). The Search 

Protocol shows how the sources were found precisely, while the 
Analysis-Evaluation Protocol details the different Papers used 

and what they are about. 

 

4. RESULTS 
In this section, compliance and trust were analysed separately to 

assess the usability of the model and its provided variables. 
Additionally, variables influencing the relationship between 

employees using AI and them either complying with or trusting 

it were discovered. After that, the findings for the different 
variables were compared in the last subpart to reevaluate the 

existing model and its usability. Overlaps were considered, and 

new variables were integrated. 

4.1 Compliance 
As mentioned in the introduction, three different variables were 

assumed to be independent variables that positively influence the 

compliance behaviour of employees, as provided by Baron et al. 
(2006). Namely, those variables are persuasiveness of AI 

directions, perceived legitimacy of AI authority and perception 

of AI competence. Besides analysing these assumed variables, 
additional ones mentioned in the reviewed articles were also 

looked into, providing an even better understanding of 

compliance behaviour with AI.  

4.1.1 Persuasiveness of AI Directions 
When looking at the variable persuasiveness, multiple studies 
were found that indeed proved the significance of this variable. 

Sharabati et al. (2024), for instance, proved the actual power of 

AI persuasiveness while also stating the risks of it, like AI bias. 

In their study, they stated that the clarity of AI commands has a 
high impact on perceived persuasiveness and that persuasiveness 

indeed results in higher compliance. They also discovered the 

factor of organisational compliance, which was further evaluated 

within the part of other influential factors. 

Since Persuasiveness was already proven as an independent 

variable for compliance in interhuman relationships (Baron et al., 
2006), it is now important to compare if AI has the same power 

regarding persuasiveness as humans. For that, a study by Huang 

and Wang (2023) was conducted. They studied the relative 

effectiveness of AI compared to humans concerning persuasion. 
Their findings show that both humans and AI have the same 

persuasive power since people seem to respond to AI as if they 

were human beings as well. When closer investigation was 
conducted, though, they found that AI was weaker in shaping 

behavioural intentions due to algorithmic aversion. On the other 

hand, it seemed equally successful in shaping elicit attitudes, 
perceptions, and actual behaviours. They mentioned that AI’s 

persuasive effectiveness was related to its role and the context of 

communication.  

Since the variable of persuasiveness was found to be true, it was 

also important to look into how the actual persuasion happens. 

Two studies were identified for that matter that discussed this 

topic concerning AI, one by Matz et al. (2024) and one by Zhu et 

al. (2022). One thing that Zhu et al. (2022) found is that 
reciprocity plays a significant role in AI persuasiveness. Their 

study suggests that individuals who perceive benefits and 

kindness from AI systems are more likely to comply with its 
directions. This aligns with the psychological principle that 

gratitude can foster reciprocal behaviours, translating to 

compliance with AI recommendations (Zhu et al., 2022). 

Another thing found was that personalisation plays a role in the 
persuasive power of AI. Matz et al. (2024) found that 

personalising the way of communication and making it more 

adapted to the user increased the users' willingness to comply 
with its commands. They showed that through a study about 

consumer behaviour, explaining how large language models like 

ChatGPT can personalise ads, even if the AI had minimal 
information about the targets. Even though this finding was in 

the context of consumer behaviour, it still gives us a better 

understanding of AI persuasion tactics, which could also be used 

in a working relationship, especially when considering the 
amount of data about the employees that the AI has access to. 

Putting the findings of these two studies together, we can 

conclude that the persuasiveness of AI highly depends on the 
way of communication, meaning that the friendliness, the 

perceived benefits and the adaptability of AI to the individual's 

character are highly significant. 

Lastly, it is important to mention the ethical considerations of AI 

persuasiveness. Klenk (2024) emphasizes the need for 

responsible design and use of AI to avoid manipulation. While 

AI can effectively influence decisions through personalised 
messaging, frameworks that ensure transparency, accountability, 

and ethical use are needed to prevent misuse. This is particularly 

important as AI's persuasive power grows with technological 
advancements and more sophisticated personalisation 

techniques. 

Putting all this together, AI's persuasive capabilities profoundly 
influence compliance, leveraging non-rational methods to subtly 

guide behaviour and decision-making, which means that ethical 

considerations must be addressed to prevent misuse. As AI 

technology advances, its potential for personalized persuasion is 
expected to grow, offering significant opportunities for 

enhancing compliance across various domains. This multifaceted 

influence underscores the importance of carefully integrating AI 
into decision-making processes to augment rather than replace 

human judgment, ensuring that AI remains a supportive tool 

rather than an authoritative decision-maker. 

4.1.2 Perceived Legitimacy of AI Authority 
While studies about the legitimacy of authority are still limited 
in the context of Artificial Intelligence, there was still a study that 

hinted at it, namely the study of Agudo et al. (2024). They found 

that people tend to follow AI's directions when given directly. 

This shows that individuals generally perceive AI as having 
authority when providing clear and direct instructions. The study 

further suggests that people are usually inclined to comply with 

AI, which factors like perceived legitimacy and competence can 
influence. However, they also found that the timing of the AI 

suggestion plays a significant role (before or after their own 

decision). This could be explained through the assumed role of 
AI that is caused by the timing since the AI receives higher 

authority by directly stating what to do instead of giving 

suggestions after the individual has thought about it. Besides that, 
they emphasise the importance of critically analysing 

interactions between AI and humans in decision-making 

processes. Agudo et al. (2024) propose that AI systems should 

enhance rather than replace human judgment, reinforcing the 
idea that AI is a supportive tool rather than an authoritative 

decision-maker. This perspective aligns with the broader goal of 



integrating AI to enhance human capabilities and promote 

organisational collaboration.  

Putting these findings together, it can be concluded that there is 

not enough evidence of the independent variable authority. 
Further empirical research is required to determine if the AI’s 

legitimacy of authority has a significant effect and how it 

influences compliance.  

4.1.3 Perception of AI Competence 
When looking at the perception of competence, three studies 

were identified that validated the independent variable, proving 
that it influences compliance behaviour with AI. The first one 

being by Choudhury et al. (2024), who found strong evidence 

that the perceived competence of AI, such as ChatGPT, 
significantly aids decision-making and influences compliance. If 

the users think the AI is competent, they are more likely to follow 

its instructions. Furthermore, Zhu et al. (2023) found that the 
perceived operational capabilities of AI positively affect 

compliance and the practical attitudes of employees towards AI. 

This finding suggests that employees are more likely to follow 

AI directives when they recognise AI systems' technical 
proficiency and reliability. In addition, Zhu et al. (2022) 

highlight that investing in AI and improving employees' 

recognition of AI’s cognitive capabilities can enhance thriving at 
work and compliance behaviour. Organisations can increase 

employees' confidence and willingness to engage with AI tools 

by fostering a better understanding of AI's potential. Lastly, it 
was found that satisfaction with AI outcomes significantly 

influences compliance. Agudo et al. (2024) found that satisfying 

AI results lead to higher levels of compliance, whereas 

unsatisfying results diminish compliance. This indicates that the 
effectiveness of AI in producing favourable outcomes is crucial 

for maintaining compliance and adherence to AI 

recommendations. 

4.1.4 Other Influencing Factors 
After looking into the different assumed factors, this section 
relays the additional factors found within the analysed articles 

that should be considered. The first one being reward 

mechanisms. Reward mechanisms have been shown to 
positively impact compliance by enhancing employees' self-

esteem and reducing anxiety. This motivational strategy can 

foster a more receptive attitude towards AI directives, leading to 

higher adherence (Zhu et al., 2023). The same study showed that 
punishments were also effective, but far less so since they 

resulted in undesirable consequences such as lower self-esteem 

and heightened anxiety among employees. So, the study’s 
findings suggest focusing on positive enhancement instead of 

negative ones, which aligns with the article findings of  Zhu et 

al. (2022), who suggested the kindness of AI and perceived 
benefits as factors influencing compliance. While Zhu et al. 

(2022) talked about persuasiveness, they used that to explain 

compliance, so the article also fits here. 

Another variable found was personality traits. Personality traits 
such as conscientiousness play a crucial role. Individuals with 

high conscientiousness are more likely to comply with AI 

systems due to their inherent tendency to follow rules and fulfil 
responsibilities diligently (Zhu et al., 2022).  

Matz et al. (2024) also found evidence for this in their study. 

They specifically looked into the possibility of using the “Big 5” 
personality traits for AI persuasion, showing that matching the 

user’s personality correctly can indeed increase compliance. 

Extrovertism and Openness proved to be sufficient factors, but 
they also stated that others might be working as well since their 

use of social media limited the AI’s perception of users' 

personality traits (Agreeableness is not as easily detected through 

social media) (Matz et al., 2024). That means that if the AI can 

access even more detailed information about the individual, 
which could be through an employee folder and other gathered 

data about the individual at the workplace, it can further 

influence the individual's compliance.  

The third critical factor found is the perceived accountability of 

AI systems. Compliance increases when users know that AI 

systems are accountable for their actions and decisions. Knowing 

that there are mechanisms to ensure AI accountability can 
reassure users and enhance their willingness to follow AI 

recommendations (Novelli et al., 2023). The article mentioned 

here that perceived reliability is also heightened through the 
assurance of accountability, even though this definition matches 

more with this paper's definition of perceived competence. 

Another thing affected is the perception of authority, which also 

heightens if the AI can be held accountable. 

Agudo et al. (2024) additionally add the variable timing of AI 

suggestion. They found that human judgment can be influenced 

depending on the time the AI suggestion is received. The study 
participants seemed more inclined to follow AI directions if 

received directly instead of after making their own judgment of 

the situation. If they made their judgment beforehand, they 
questioned the AI more critically, instead of complying with its 

suggestions (Agudo et al., 2024). 

The fifth and last factor found to influence compliance is the 
work culture. Sharabati et al. (2024) found evidence of work 

culture's effect while investigating AI bias. They concluded from 

their empirical study that fostering an inclusive and ethic-focused 

culture reduces AI bias since employees have the confidence to 
question the AI commands. This means, in conclusion, that an 

ethic-focused and inclusive work culture reduces compliance 

with AI but enhances a trust relationship with it. 

 

4.2 Cognitive trust 
After investigating the different variables influencing 
compliance, this part is about the different independent variables 

influencing cognitive trust. The cognitive trust theory will be the 

lens for this part, but additional variables mentioned in the 
literature that could influence the employee’s cognitive trust in 

AI are also stated, similar as executed in the compliance section. 

4.2.1 Perceived reliability 
Perceived reliability denotes employees' confidence in the 

consistency and dependability of AI systems, making it a very 

important variable in the human-AI relationship. An empirical 
study by Shamin et al. (2023) shows the positive as well as 

significant correlation between cognitive trust and reliability at 

work. The article proves that the variable is, as suspected, a valid 

factor and should be used in further models. 

Two articles were identified that further explored the perceived 

reliability, namely the studies of Tejeda et al. (2022) and 
Shamin et al. (2023). The first paper that was considered was 

that by Tejeda et al. (2022). They explored how fluctuations in 

AI performance impact human confidence in Artificial 

Intelligence and their own abilities during their paper. Their 
findings revealed that subpar AI performance notably 

diminishes both human confidence in AI and their self-

assurance. Moreover, confidence in AI takes longer to restore 
following poor performance compared to the swiftness with 

which it dissipates, underscoring an asymmetrical effect 

attributed to loss aversion (Tejeda et al., 2022). That means that 
users have more difficulty trusting if the AI is unreliable or 

makes a mistake initially. The study of Shamin et al. (2023) was 

utilised to examine this more closely. They found that factors 
such as error rates, visibility of errors, task appropriateness, 

communication cues, privacy protocols, and the reputation of 



technology developers significantly influence the trust 
employees place in AI decision aids (Shamim et al., 2023). If 

the user can see the reliability score, he/she will choose more 

carefully if he/she will trust the results/commands given by the 
AI. 

4.2.2 Transparency 
Another suspected independent variable of the model that needed 

investigation was the variable transparency. For this variable, the 

paper of Shamin et al. (2023) was also utilised since they tested 

the usability of this variable as a factor to enhance cognitive trust 
through their empirical data too. Transparency was the variable 

they proved to be most significant during their study.  Theis et al. 

(2023) added to this by noting that explaining AI results to foster 
trust is crucial, as users often need information about the results 

or behaviour of AI systems. The reason for that when looking at 

non-expert users primarily is to understand the decisions made 
by AI, specifically which factors the AI consider before making 

the decision/providing the solution (Theis et al., 2023). Unlike 

algorithms, human judgment offers a level of transparency and 

accountability due to their fallibility (Gravett, 2023), which 
makes it harder to trust an AI, given that algorithms often do not 

provide these insights. These findings suggest the importance of 

considering the benefits caused by openness about AI, 
specifically its failures and limitations. Users feel more 

comfortable trusting an AI with a sufficient reliability score, 

which they can check anytime (Stettinger et al., 2024). 

When examining Transparency more closely, the study of 

Felzmann et al. (2019) should also be mentioned. They offer a 

comprehensive analysis of transparency in AI, highlighting its 

multifaceted nature and the critical relations between 
transparency, informed consent, and individual autonomy. They 

argue for a relational approach to transparency that 

acknowledges its role as a signal of trustworthiness and 

willingness to be accountable to those affected by AI systems.  

Putting all this together, we can argue that Transparency offers 

multiple advantages for the user, like a better understanding of 
the AI outputs/decisions/results as well as feeling more 

comfortable with the usage of AI. All this adds positively to the 

cognitive trust experienced concerning AI. 

4.2.3 Accuracy 
When analysing this variable, it became clear that it overlaps 

immensely with reliability. Again, Shamim et al. (2023) can be 
utilised for this variable since they also analysed it in relation to 

cognitive trust in AI. They used accuracy to determine reliability, 

but it still proved the importance of accuracy, even if integrated 
into reliability. Elder et al. (2022) also combine accuracy and 

reliability, showing that the accuracy of AI outputs determines 

the willingness to further rely on it in the future, especially in 
high-risk scenarios. They argue that accuracy is part of 

reliability, and both should be considered as one. While 

Tursunalieva et al. (2024) highlight the importance of accuracy 

by showing its importance in relation to the decision-making 
process, they mainly focus on the usability of AI instead of the 

development of cognitive trust, so utilising their article only 

provides the knowledge of the variable’s importance, but not its 

importance in regards to the model.  

Putting this together, the variables' accuracy and reliability must 

be combined, as they are too similar to be separated by the model. 
Accuracy should be considered part of the reliability variable, as 

stated by the different sources, but it should not be forgotten. 

4.2.4 Other factors 
The first additional variable found was explainability. Sovrano 

and Vital (2023) emphasised the importance of explainability in 
AI systems, providing a system for enhancing explainability 

(Sovrano & Vital, 2023). They argue that understanding the 
process the AI uses in order to determine its conclusions is 

crucial. While this can be seen as part of transparency, it could 

also be argued that it is indeed more since explainability is not 
just about reviewing the process but also getting an explanation 

for it. Stettinger et al. (2024) highlighted something similar by 

stating consistency as an important factor since it makes the AI 

more predictable in the eyes of the users. This can also be seen 
as a form of explainability since it serves the purpose of 

understanding the decision-making process of AI. 

Another variable that should be added is the variable of 
organisational altruism. This variable was found through an 

article about compliance. Zhu et al. (2022) broadened the 

understanding of compliance behaviour in their article and 
brought cognitive factors into the compliance variable through 

their description of compliance. This makes it more fitting to the 

definition of trust, which is why the factor is considered in this 

part instead of compliance. They added the variables intrinsic 
motivation and organisational altruism when analysing the 

willingness to follow AI directions, both of which had a positive 

effect. While they called this result increased compliance, it will 
be viewed here as increased cognitive trust within this paper 

since they did include intrinsic motivation to follow the AI 

directives, which is part of cognitive trust as per this paper's 
definition. Utilising these findings, the new variable 

“organisational altruism” will be added.   

Furthermore, the variable experience was discovered. Solberg et 

al. (2022) showed in their study that trust evolves over time when 
using AI, like in human relationships. Through positive 

experiences with Artificial Intelligence, trust grows, and a 

positive perception of AI is created. 

Additionally, the variable work culture can be added. As 

mentioned in the compliance section, Sharabati et al. (2024) 

found evidence for the effect of work culture while investigating 
AI bias and concluded that fostering an inclusive and ethic-

focused culture reduces AI bias since employees are confident to 

question the AI commands, which enhances cognitive trust. 

Lastly, the variable personality traits was considered to play a 
role here as well. Even though it was not stated in any of the 

selected literature, it stands to reason that if they influence 

compliance, as proven by Matz et al. (2024) and Zhu et al. 
(2022), there is a big chance they will influence cognitive trust 

as well. So, for now, it is also assumed to be an independent 

variable for cognitive trust. Future research should look further 
into this, determining how exactly personality traits play a role 

in employees' interaction with AI. 

 

4.3 Cognitive Trust Vs Compliance 
After investigating the factors influencing cognitive trust and 

compliance separately, this section compares the two, identifying 

similarities and distinctions between the dependent variables and 

determining the final independent variables for both. 

4.3.1 Factors Affecting Both Compliance and 

Cognitive Trust 
Some factors influence both compliance and cognitive trust. 
Reliability, accuracy and perceived competence were very 

similar and can thus be seen as one. Choudhury et al. (2024) and 

Zhu et al. (2023) highlight that recognising AI's competence 
increases compliance and builds trust. Transparency also plays a 

dual role. Shamim et al. (2023) and Theis et al. (2023) note that 

transparency enhances compliance and cognitive trust by 
ensuring users are informed about AI operations. Work culture 

also influences both compliance and cognitive trust, as 



highlighted by Sharabati et al. (2024). Lastly, the personality 
traits of the Artificial Intelligence users, whose influence was 

discovered by Matz et al. (2024) and Zhu et al. (2022), are also 

considered to influence both, given that they determine how an 

individual reacts to an AI.  

4.3.2 Factors Specific to Compliance 
Certain factors are uniquely significant for compliance. 

Persuasiveness, the ability of AI to craft persuasive messages and 

influence decisions, is particularly impactful. Matz et al. (2024) 

demonstrate that persuasive AI messages effectively guide user 
behaviour. Additionally, reward mechanisms are crucial since 

they can enhance self-esteem and reduce anxiety while working 

with AI, in addition to promoting adherence to AI directives (Zhu 
et al., 2022). Another factor uniquely mentioned as a determent 

of compliance is the AI suggestion's timing, as Agudo et al. 

(2024) discovered. Lastly, the perceived accountability of 
Artificial Intelligence was uniquely mentioned, stating that if the 

AI can be held accountable, compliance would increase (Novelli 

et al., 2023). 

4.3.3 Factors Specific to Cognitive Trust 
In contrast, some factors are uniquely significant for cognitive 

trust. Explainability, for instance, is essential for building trust in 
AI systems. Sovrano & Vital (2023) and Stettinger et al. (2024) 

stress the need for AI to be explainable and consistent to foster 

cognitive trust. Experience is also uniquely mentioned for 
cognitive trust since it takes time to build trust in AI like it does 

between humans (Solberg et al., 2022). Lastly, organisational 

altruism is seen as factor specifically for cognitive trust, since the 
individual wants the company to be as successful as possible, 

thus trying to cooperate with the Artificial Intelligence in the 

most beneficial manner possible (Zhu et al., 2022). 

4.4 The new Model 
After analysing the factors influencing compliance and cognitive 

trust, the model needed improvement. The independent variables 

influencing the dependent variable, cognitive trust, are now 
assumed to be explainability, organisational altruism and 

experience. The independent variables influencing compliance 

are now considered persuasiveness, perceived accountability, 
time of AI recommendation and reward mechanisms. The 

independent variables influencing both cognitive trust and 

compliance are now considered to be reliability, work culture, 
personality traits and transparency. The new model can be seen 

in Figure 2, which is also displayed in a larger format in 

Appendix B. 

Figure 2, as already stated, displays the relationship between the 
discovered/validated independent variables (left side) and the 

dependent variables (right side). All variables were sorted by 

colour again to improve understandability. Yellow was used for 
all independent variables that only influence cognitive trust, and 

red was used for the variables that only influence compliance, 

similar to Figure 1. But this time, the category of the independent 
variables influencing both was added, which received the colour 

orange.  Almost all relationships are positive, except for work 

culture, personality traits and time of AI recommendations, since 

those depend on the circumstances. For work culture, it depends 
if it is inclusive and ethic-focused (which would be a positive 

influence on cognitive trust and a negative one for compliance) 

or not (in which case it would be positive for compliance and 
negative for cognitive trust), which was shown by Sharabati et 

al. (2024). Personality traits would also depend on which we 

would look at. While not much besides the existence of this 
influence was discovered during this paper, one personality trait 

that can be used as an example is conscientiousness, which has a 

positive effect on compliance (Zhu et al., 2022). And lastly, the 
timing of AI also depends on the circumstances. If delivered 

directly, it has a positive relationship with compliance, and if not 

the relationship is negative (Agudo et al., 2024). 

 

Factors that were found to either cause compliance or trust 

in/with AI based on the theoretical framework 

 

Figure 2: A visualisation of the discovered variable 

relationship 

 

5. DISUSSION 
While compliance and cognitive trust share common influences, 

they also have variables that influence them independently. 
Understanding these nuanced influences can help design AI 

systems that effectively promote trust instead of compliance, 

promoting a more thoughtful use of AI.   

5.1 Contribution to Theory 
This section will examine how the original suspected variables 

changed throughout the study as well as which kind of research 

should be conducted in the future. 

5.1.1 Comparison of suspected variables and found 

variables 
In the beginning, the variables persuasiveness of directions, the 
perceived legitimacy of authority and perception of competence 

were suspected as the independent variables specifically 

influencing compliance, but only one of them, namely the 
persuasiveness of directions, proved to be in deep specific to 

compliance. Perception of competence turned out to be identical 

to perceived reliability, resulting in the two being combined and 

determined as one independent variable that influences both 
compliance and cognitive trust. The independent variable, 

"perceived legitimacy of authority” did not have enough 

evidence to be proven, so it was left out in the new Model. 
Therefore, the new variables perceived accountability, time of AI 

recommendation and reward mechanisms were added. 

For cognitive trust, the variables could all be proven, but 
accuracy turned out to be a subpart of reliability, thus resulting 

in the two being combined too. As already stated, perceived 

reliability is seen as a factor for both. Transparency was also 

discovered to determine both cognitive trust and compliance, so 
the independent variables specific to cognitive trust turned out to 

be completely different as initially suspected. The literature 

review determined that the variables of explainability, 



organisational altruism, and experience are the specific 

influences on cognitive trust.  

Lastly, a new category describing independent variables 

influencing compliance and cognitive trust was added. Those 
turned out to be reliability and trust, as already mentioned, as 

well as work culture and personality traits.  

5.1.2 Future research 
Future research in this domain should focus on several key areas 

to further advance our understanding and application of AI 

systems in organisational settings.  

1. Longitudinal Studies: Future longitudinal studies will need to 

explore the dynamics of cognitive trust and compliance in 

human-AI interactions over time in a work setting. 
Understanding how trust evolves and how compliance 

behaviours change as users gain experience with AI systems can 

provide further valuable insights into the long-term effects of AI 
integration in workplaces since current studies were not 

conducted over a more extended period of time. 

2. Cross-Cultural Studies: Future research needs to investigate 

cultural differences in trust and compliance with AI systems. 
Cultural factors may influence individuals' perceptions of AI 

trustworthiness and willingness to comply with AI directives. 

They can help identify culturally sensitive design considerations 

for AI systems deployed in diverse organisational contexts. 

3. Personality traits: Further investigation is also required to 

determine how personality traits influence the working dynamic 
between humans and AI. Research could examine how 

personality traits such as Openness or Extroversion influence 

trust and compliance when working with AI initially and over a 

more extended period.  

4. Organizational Culture and Leadership: Future research 

should also explore the role of organisational culture and 

leadership in shaping attitudes toward AI and influencing trust 
and compliance behaviours. Research could examine how 

organisational norms, values, and leadership styles impact 

employees' perceptions of AI trustworthiness and their 

willingness to comply with AI directives. 

5. Perceived authority: The variable of perceived authority could 

not be utilised based on a lack of studies in that domain. Future 

empirical research would need to examine this possible influence 
of the human-AI relationship. It would need to investigate how 

compliant employees would be in the case of an authoritative AI 

and if it would also work to keep a trust relationship if authority 

would be integrated (and if so, to which degree). 

By addressing these research gaps, future studies can contribute 

to developing more effective and ethically responsible AI 
systems, ultimately enhancing trust and productivity in 

organisational contexts. 

5.2 Contribution to Practice 
This study provides several practical contributions that can guide 

the design, implementation, and management of AI systems in 

organisational settings, ultimately enhancing employee trust. 

5.2.1 Design and Implementation of AI Systems 
By distinguishing between cognitive trust and compliance, the 

study offers actionable insights into the specific design features 
of AI systems as well as the work culture-related influence that 

can foster trust: 

- Transparency and Reliability: Organizations can enhance 
cognitive trust by ensuring that AI systems are consistently 

reliable and transparent about their operations. Implementing 

features that allow users to understand how AI systems make 

decisions and ensure consistent performance can build trust over 

time (Shamim et al., 2023; Tejeda et al., 2022). 

- Explainability: Incorporating explainability into AI systems can 

significantly boost cognitive trust. Employees are more likely to 
trust AI systems when they can understand and verify the logic 

behind AI decisions (Sovrano & Vital, 2023). This can be 

achieved through user-friendly interfaces that provide clear and 

accessible explanations of AI processes. 

- Work culture: Promoting an inclusive and ethical work 

environment that allows for criticism and openness can enhance 

AI's healthy integration and work relationships (Sharabati et al., 

2024). 

5.2.2 Policy and Ethical Considerations 
The study highlights the importance of ethical considerations in 

the design and use of AI systems: 

- Ethical AI Use: Ensuring that AI systems are designed and used 
ethically is crucial for maintaining trust. This includes 

safeguarding against biases, ensuring data privacy, and being 

transparent about AI's capabilities and limitations (Klenk, 2024). 

- Accountability: Establishing clear accountability mechanisms 
for AI decisions can reassure employees and enhance trust. 

Knowing that AI systems are accountable for their actions can 

increase users' willingness to rely on AI recommendations 

(Novelli et al., 2023). 

In summary, this study provides a comprehensive framework that 

organisations can use to design and implement AI systems in 
ways that foster cognitive trust. By addressing the factors 

influencing trust, such as transparency, reliability, explainability, 

and accuracy, organisations can ensure that AI systems are 

effectively integrated into workplace processes, supporting 
human decision-making and enhancing overall productivity. 

Understanding these factors allows for more targeted and 

effective strategies, ultimately leading to more successful 

human-AI collaborations and a more trusting work environment. 

 

6. LIMITATIONS 
The research focused on specific variables to assess their 

potential influence. While additional factors were identified for 

future investigation, they were not explored in as much detail as 
the initially suspected independent variables. The research 

heavily relied on open-access articles, potentially limiting the 

consideration of other relevant findings. Since the field of 

research related to AI and its impact on employees is still 
emerging, the paper primarily presents theoretical and scientific 

assumptions based on scientific articles and experiments 

conducted in controlled environments. The paper followed 
specific definitions of compliance and cognitive trust, which led 

to one article that was stated to be about compliance to be 

actually used for the trust section. 
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