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Abstract 
 
Aim: The digital transformation of the media landscape has significantly impacted how the Dutch 
access information, largely through search engines operated by private companies. These engines use 
personalisation algorithms—often described as “black boxes”—to tailor content to individual 
preferences, which raises critical questions about the diversity of information accessed and its societal 
implications. This study seeks to understand the influence of search engine personalisation algorithms 
on information diversity in the Netherlands, exploring the extent to personalisation impact search 
results and their ranking mechanisms in term of information diversity. By investigating these epistemic 
rights, the study aims to highlight the importance of equal and fair access to diverse and accurate 
information, essential for informed knowledge acquisition. This research marks an initial step toward 
addressing these complex issues within the Dutch digital ecosystem. 
 
Method: Data collection was conducted using a browser extension designed to capture search engine 
result page (SERPs) for 21 keywords across five distinct search engines. We employed an exploratory 
and quantitative analyses to identify patterns in the data. The analysis focuses on a single week, 
limiting it to one search per participant to prevent the duplication of searches by the same individuals. 
This approach was chosen to provide a more accurate representation of the diversity of information 
presented by different search engines under comparable conditions. 
 
Result: The results indicate a low degree of information diversity, with relatively homogeneous search 
results, especially for Google. This suggests that there is a limited number of links, and the differences 
lie primarily in their ranking positions. The findings imply that the impact of personalisation algorithms 
is minimal. Additionally, the study determines “Gender” and “Political affiliation” as two dominant 
socio-demographic factors. While the accuracy of the models is low, more profound effect are 
expected with bigger sample. Further exploration of this aspect would be worthwhile. 

 
Conclusion: These results indicate that the diversity of information within the Dutch digital ecosystem 
is notably limited, suggesting that individuals frequently encounter similar search results regardless of 
their demographic differences. From a societal viewpoint, this could suggest a form of epistemic 
equality; however, from an individual perspective, it restricts exposure to diverse viewpoints, 
funnelling users towards a mainstream narrative. A valuable direction for future research would be to 
delve into the specific types of content presented to users to better understand which information is 
deemed mainstream. 
 
Keywords: search engine algorithm, personalisation, information diversity, epistemic rights, pluralism,  
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1. Introduction 
 

As society rapidly transitioning into a digitally dominant era, the mechanisms through which 
individuals access and consume information have undergone significant transformations. The 
Netherlands exemplifies this shift, with an almost complete internet penetration rate of 99% (Kemp, 
2024). Despite the high reliance on digital platforms, traditional news sources remain predominant; a 
notable 94% of Dutch citizens primarily rely on mainstream media outlets (NCTV, 2022), such as NPO 
and RTL (Swert et al., 2023), to stay informed. However, digital diversification is evident with 40% of 
the population also turning to search engines for news (NCTV, 2022). Notably, Google holds a 
dominant 91% share of this market, underscoring its significant influence in the online information 
ecosystem (Bianchi, 2024b). This reliance on digital news is paralleled by increasing concerns over 
information integrity. Approximately 47% of Dutch individuals express apprehensions regarding 
disinformation online (NCTV, 2022; Swert et al., 2023), signalling a growing mistrust in the digital 
discourse. This sentiment is starkly illustrated in a CBS’s survey (2024), which found that the 
Netherlands had the highest incidence among the 27 EU member states of individuals aged 16 to 74 
encountering what they perceived as false or dubious information online — reaching an alarming rate 
of 71%. Furthermore, a significant portion of the population, 69%, believe that disinformation is a 
primary cause of more societal division (NCTV, 2022). This prevalence of scepticism and concern over 
disinformation in a highly digital society such as the Netherlands mirrors global challenges related to 
digital information access and manipulation.  

The substantial influence of search engines in shaping public discourse in the Netherlands is 
indicative of a broader, international phenomenon, where entities like Google significantly impact 
information consumption worldwide. As a matter of facts, Google commands a staggering 81% of the 
global search engine desktop market share (Bianchi, 2024a), orchestrating approximately 8.5 billion 
searches daily (Flensted, 2024), showcasing its unparalleled influence in the digital information 
sphere. Despite Google's dominance, Bing has shown remarkable growth, increasing its market share 
from 4.5% in 2015 to 10.5% in 2024 (Bianchi, 2024a), conducting around 900 million searches each 
day (Ch, 2024). Furthermore, the exploration of search query durations reveals a notably swift average 
of 53 seconds on Google (Lindner, 2024) with only 9% of the users navigating to the bottom of the 
first page (Dean, 2023) and 0.44% to the second-page results (Golebiewski & Boyd, 2019; Lindner, 
2024). Acknowledging that, Google in 2016 introduce the direct answer snippet (Strzelecki & Rutecka, 
2020), delivering concise answers directly in search results (Wu et al., 2020). It significantly enhances 
the user experience by improving the process of search (quick, and efficient) and eliminating the need 
for further website navigation (Tucker & Edwards, 2021). The alignment between user search intent 
and expected results bears economic significance for search engines, notably through the 
monetisation of user data and the promotion of sponsored content (Tucker & Edwards, 2021; Varian, 
2006). This dynamic, combining personalisation, optimisation, and sponsored content, can be seen to 
shape ranking algorithms and have raised a series of concerns about information accessibility and 
equality. 

Search engine and recommendation systems have been proven to be equipped with algorithmic 
biases, including those of race, culture, and gender (Noble, 2018), affecting the diversity and fairness 
of search results. Building upon similar considerations, language bias has been highlighted in Google 
searches to significantly affect the results obtained (Luo et al., 2023). This seems to align search results 
with the cultural context of the languages used, enhancing user satisfaction by better meeting their 
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cultural expectations. Lastly, human bias, including selective exposure and confirmation bias, 
significantly influences online behaviour (Saetra, 2019; Slechten et al., 2021), where individuals tend 
to seek information that aligns with their existing beliefs. Search engines are said to amplify this 
tendency by personalising search results based on past user behaviour, reinforcing biases and 
enclosing users within so-called echo chambers (Sunstein, 2001). In these echo chambers, information 
mirrors users' beliefs, attitudes, and viewpoints (Aguado & Hermida, 2022; Arguedas et al., 2022; 
Fletcher & Nielsen, 2018; Kolic et al., 2022; Mahmoudi et al., 2024). Personalisation also creates a 
feedback loop, also known as a filter bubble (Pariser, 2011), an epistemic structure (Furman, 2023; 
Nguyen, 2020), that limit exposure to a broader range of ideas, reinforcing existing beliefs and 
potentially narrowing understanding of the world (Abul-Fottouh et al., 2020; Yang et al., 2023). This 
"personalised universe of information" (Parisier, 2015) may distort public opinion by isolating 
individuals from broader discussions (Aguado & Hermida, 2022), reducing open-mindedness and 
contributing to polarisation (Einav et al., 2022). Such dynamics increase divisions in beliefs, opinions, 
and interactions online (Aguado & Hermida, 2022; Arora et al., 2022; Cano Macias & Ruiz Vera, 2024; 
Interian et al., 2023; Jones-Jang & Chung, 2022; Valensise et al., 2023; Y. Wu et al., 2023; Yi & 
Patterson, 2020). In this view, search engine algorithms and recommendation systems often are said 
to contribute to the amplification of echo chambers and filter bubbles, reinforcing existing viewpoints 
and isolating users from contrasting perspectives. However, this landscape also presents a paradoxical 
opportunity for enhancing diversity and equality. By consciously diversifying the algorithms and 
reducing biases in recommendation systems, platforms could expose individual user to a wider array 
of content and perspective, potentially enriching public discourse and fostering a more inclusive digital 
environment. This approach supports epistemic rights, ensuring that users encounter a broad 
spectrum of viewpoints and information, which is essential for a well-informed and critically thinking 
society. Additionally, it upholds the rights of individuals to equally access information sources, thus 
decentralising knowledge power and promoting a more equitable distribution of information. 
Therefore, this underscores the need for special care in managing digital information gatekeepers to 
ensure diversity and equality in the presented results. 

The phenomenon of polarisation is comprehensively analysed in the field of news through various 
methodologies: sentiment analysis (Alam et al., 2022; Ludwig et al., 2023), content analysis to assess 
the effects of personalisation on news content diversity (Evans et al., 2023; Haim et al., 2018) or cluster 
analysis to analyse fragmented networks (Gaol et al., 2020) integrating linguistic parameter to 
examine how misinformation contributes to polarisation (Ruffo et al., 2023). Moreover, polarisation 
is thoroughly examined in political discourse, analysing aspects such as political attitudes (Feezell et 
al., 2021), the nexus of radicalism and political violence (Burton, 2023), the impact on democratic 
processes (Cho et al., 2020) as well as belief reinforcement or information diversity (Courtois et al., 
2018; Dylko et al., 2017). Although these studies provide detailed insights into the mechanisms of 
polarisation within news and political discourse, they primarily focus on theoretical and momentary 
systemic outcomes rather than addressing the interplay between personalisation and information 
flow, particularly in relation to epistemic rights in everyday searches. This gap highlights the need for 
further research into the relationship between information diversity and the influence of algorithm-
driven search engines on personal cognition and daily information processing. Although this study 
does not investigate the specifics of these algorithms or how users cognitively process the information 
they encounter, it does analyse the outcomes these search engines present, particularly within the 
Dutch cultural context. By auditing various search engines using a browser extension and analysing 
quantitatively the search result within a specific cultural context, this research aims to enhance the 
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understanding of digital information diversity and impact of personalisation. The study intends to shed 
light on the dynamic interplay between search results, ranking algorithms, and information diversity 
by addressing the following research question:  

 
To what extent do search engine result pages and its ranking algorithm contribute to shaping the 

information diversity within the digital search ecosystem in The Netherlands?  
 
This study positions itself within the broader framework of epistemic rights, a concept that 

underscores the critical importance of equitable access to all relevant and accurate information, and 
its profound impact on knowledge acquisition (Nieminen, 2024). As an initial exploration, this study 
aims to unravel the complexities of how personalisation in information dissemination affects these 
rights. 

The structure of this paper is as follows: It begins with an exploration of algorithms and Search 
Engine Result Page (SERPs), focusing on its ranking process, links diversity, and a review of prior 
research conducted on these topics. This is followed by a detailed description of the study's 
methodology, data used and each step of the analysis. Subsequently, the results section presents the 
findings, which are then thoroughly examined in the concluding discussion. The discussion interprets 
the findings but also acknowledges the study's limitations and proposes avenues for future research. 
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2. Theoretical framework 
 

The theoretical framework of this study delves into the nuanced aspects of SERPs, ranking system, 
and information diversity. It further explores the overarching theme of digital epistemic rights—
specifically, the equitable accessibility of information and its implications. This research serves as an 
initial step into addressing these significant challenges. Although biases related to algorithms, 
language, and human factors have been extensively studied previously, this study shifts focus towards 
the outcomes—what is accessible to users—rather than the underlying processes (i.e., the 
algorithms). The objective here is to uncover how these elements influence the accessibility and 
visibility of information online, thereby offering deeper insights into the digital mechanisms that 
govern our access to knowledge. 
 

2.1. SERPs, filter bubble and echo chamber 
Recent studies have extensively explored search engine and recommendation algorithms to grasp 

their impact on information dissemination (Boeker & Urman, 2022; Rowland et al., 2023). These 
studies specifically examined the role of algorithmic bias in content diversity (Abul-Fottouh et al., 
2020) and the effects of personalisation on user experience (Bastian et al., 2019; Chaney et al., 2018).  

The private ownership of most search engines complicates data collection and analysis, prompting 
the focus of scrutiny on their results. SERPs have typically been designed to display ten links, ranked 
by relevance to the user's query. Each entry includes a clickable title, the document's URL, and a brief 
summary or snippet (Wu et al., 2020). The ranking of these links was revolutionised by the 
introduction of the PageRank algorithm by Larry Page, which assesses the importance of web pages 
based on the number and quality of links to them (Rogers, 2002). This algorithm does not consider the 
individual user’s interests or search history, it is purely based on the interconnectedness and perceived 
importance of web pages. Unlike PageRank, which is the same for everyone who performs the same 
search, personalisation algorithm tailors search results to the individual user based on their unique 
behaviour, preferences, and past interactions with the search engine. In other words, personalisation 
algorithms adjust the content displayed to match individual user preferences, amplifying filter bubble 
and echo chamber phenomena (Eg et al., 2023; Graham, 2022). Filter bubbles manifest mainly 
digitally, through algorithmic filtering mechanisms, but also in physical settings influenced by 
homophily—the tendency for individuals with similar beliefs, behaviours, and habits to group together 
(Abul-Fottouh et al., 2020). These algorithmic filtering mechanisms, particularly in search engines, aim 
to deliver highly personalised and pertinent results, tailoring information access based on user 
preferences and historical interactions. The issue with filter bubbles is that “they are invisible, and 
people do not realize that they are seeing something different than anyone else” (Lunardi et al., 2020, 
p.3).  

Similarly, the concept of the echo chamber refers to environments, especially in online 
communities, where individuals are exposed primarily or exclusively to opinions and information that 
mirror and reinforce their own beliefs, attitudes, and viewpoints (Aguado & Hermida, 2022; Arguedas 
et al., 2022; Fletcher & Nielsen, 2018; Kolic et al., 2022; Mahmoudi et al., 2024). This phenomenon 
limits exposure to diverse perspectives, leading to a reinforcement of existing biases.  

These issues highlight significant concerns regarding the right to equal access to information and 
safeguarding epistemic rights concerning knowledge (Napoli, 2024). UNESCO (2024), in its recent 
report, emphasized that tackling these challenges have been a priority for the past three decades, 
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aligning with the United Nations Sustainable Development Goal 16.10.2, which advocates for the 
necessity of pluralism to sustain a functioning democracy (Coeckelbergh, 2023). It underscores a 
global commitment to fostering diverse public discourse, essential for democratic health. 

 
Focusing more narrowly however, the factors influencing search results and their rankings remain 

unclear. Robertson et al. (2018) who researched the bias in search engine rankings in voting intention 
in eight experiments involving 8000 participants, found negligible or non-significant difference 
between the SERPs in standard and incognito windows. This study suggests that, for example, Google's 
personalisation minimally impacts the search results users receive, indicating a uniform access to 
information. However, this result is contradicted by findings that user login status, IP address, 
browsing history (Yang et al., 2023), and location (Ashokan & Haas, 2021; Rovira et al., 2021) do 
influence search results (Kliman-Silver et al., 2015). The complexity of isolating these factors means 
their individual effects are often intertwined, making it difficult to fully understand the type and 
ranking of displayed information. Additionally, evidence of algorithmic bias suggests that search result 
rankings disadvantage underrepresented minorities (Cui et al., 2022) indicating that current search 
engines may not provide fair and equal information dissemination.  

While it is very challenging to influence search engines directly and access to their mechanism, as 
they remain private "black boxes," it is crucial to focus on offering fair and equal results to minimize 
or prevent the seemingly increasing societal division and polarisation.  

 

2.2. Enhancing Algorithmic Fairness 
In an earnest attempt to address those issues, Lunardi et al. (2020) and Ping et al. (2024) 

highlighted three quality dimensions that extend beyond mere accuracy to foster greater fairness in 
algorithms: diversity, novelty, and serendipity. While diversity refers to the inclusion of a wide range 
of content from various sources, viewpoints, or categories within search results, avoiding the risk of 
overrepresentation of any single viewpoint, source, or category; novelty relates to the freshness or 
uniqueness of the content provided in search results. An algorithm that prioritizes novelty seeks to 
present new, original, or previously unseen content to users, rather than repeatedly showing the same 
or highly similar information.  

The concept of serendipity is defined as the fortuitous encounter with information while in pursuit 
of something else (Fletcher & Nielsen, 2018; Reviglio, 2019). This concept highlights the role of search 
engines in facilitating unexpected but valuable discoveries, enriching user experience by introducing 
them to content they were not initially seeking but find intriguing or useful. Reviglio (2019) argues 
that facilitating serendipity could serve as a countermeasure to the constriction of information 
diversity seen in filter bubbles and echo chambers by broadening the spectrum of information 
presented to users. The conundrum lies in achieving an ideal balance between personalisation, which 
delivers content aligned with the user's explicit interests, and serendipity (Huang et al., 2018; Lee, 
2020). Central to the nature of serendipity are its defining characteristics of interestingness and 
unexpectedness (De Gemmis et al., 2015). Furthermore, Reviglio (2019) points out a fundamental 
contradiction in the effort to the act of deliberately creating serendipitous encounters, may inherently 
compromise the very principle of serendipity, suggesting that authentic serendipity cannot be fully 
automated. In response to this challenge, Kotkov et al. (2020) introduced a serendipity-oriented re-
ranking algorithm, referred to as the Serendipity-Oriented Greedy Algorithm (SOG). However, they 
observed a trade-off where an increase in variety leads to a decrease in the accuracy of the search 
results. 
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An alternative approach involves presenting multiple perspectives of the same information to 
make readers aware of diverse viewpoints. Einav et al. (2022) in their study conducted an experiment 
in 2017, leading to the creation of "The Perspective." This innovative platform was conceived to 
counteract the effects of filter bubbles by presenting both sides of various issues. For instance, when 
confronted with a question such as "Should the US intervene militarily in foreign conflicts?" the 
website provided arguments both in favour of and against the statement. The outcome of this 
experiment revealed that reading articles from this website not only increased open-mindedness but 
also decreased opinion polarisation. Such findings shed light on the potential influence of social 
desirability bias or demand characteristics on research outcomes. In the same line, Epstein et al. (2017) 
conducted a political study with 3,600 participants to mitigate the Search Engine Manipulation Effect 
(SEME) using a fabricated search engine, Kadoodle, which notified users about ranking biases towards 
political candidates. They tested three scenarios: no alert, low alert, and high alert. The findings 
revealed that a low alert reduced vote attitude shifts by 16.9%, while a high alert achieved a 25.2% 
reduction. These results emphasized the critical role of algorithmic transparency and the necessity for 
user awareness regarding search result biases. Nonetheless, the proprietary nature of search engines 
poses challenges in adopting such transparency and bias-countering measures to address algorithm 
fairness and equal epistemic right. 

 

2.3. Epistemic equality  
As previously mentioned, various factors, both algorithmic and human, influence the content and 

ranking of search results which represent merely a surface manifestation of a larger and more complex 
issue. Trinchini & Baggio (2023) noted that the COVID-19 pandemic significantly impacted how users 
engage with information and communication technology, along with the ethical implications arising 
from altered perceptions of reality through these technologies. Moreover, misinformation has created 
numerous distortions of reality, with technology facilitating the spread of these distortions (Ruffo et 
al., 2023). This issue is particularly pronounced among younger demographics, who frequently 
encounter and propagate misinformation through social media platforms. For instance, one-third of 
adults aged 18-29 nowadays regularly access news via TikTok (Matsa, 2023), reflecting a deep reliance 
on social media for information seeking. This dependence makes them especially vulnerable to 
encountering and spreading misinformation. Addressing this issue, Barack Obama emphasised in 2020 
the importance of discerning truth in the digital age: “If we do not have the capacity to distinguish 
what’s true from what’s false, then by definition the marketplace of ideas doesn’t work. And by 
definition our democracy doesn’t work. We are entering into an epistemological crisis.” (Valaskivi & 
Robertson, 2022, p.1).  

Epistemology concerns the nature of knowledge, including beliefs about what constitutes 
knowledge and how it is constructed, focusing on rationality, pluralism, and autonomy (Hoggan-
Kloubert & Hoggan, 2023). The formation of beliefs is closely linked to the type of information 
individuals encounter, its accuracy, and their capacity to evaluate its relevance. Figà Talamanca & 
Arfini (2022) argue that how information is presented can influence perception more profoundly than 
the information's content itself. This situation increases the entrapment of individuals within online 
echo chambers and epistemic bubbles, which carry severe consequences. Societally, these structures 
can contribute to group polarisation and jeopardise democratic processes; on a personal level, they 
are said to reinforce cognitive biases, reduce open-mindedness, and impair critical-thinking skills, 
fostering intellectual rigidity. Thus, understanding the principle of epistemic equality within the online 
information ecosystem is crucial. This understanding is not only essential for refining search engine 
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algorithms but also for promoting digital sustainability and combating information inequality 
(Trinchini & Baggio, 2023). In simpler terms, the role of daily searches and the information accessed 
through search engines are said to serve as significant epistemic agents, shaping human belief 
formation and affecting their comprehension of reality and truth.   

 

In conclusion, online information ecosystem and more precisely the role of search engines therein 
in ensuring equal and diverse access to information remain poorly understood. Studies suggested that 
some underrepresented groups (Miah, 2024; Valdez & Javier, 2020), such as individuals with low 
digital literacy and those from economically disadvantaged backgrounds, face significant barriers that 
impact their access to technology and their digital skills, leading to an uneven distribution of 
information and knowledge. This disparity not only limits their ability to access diverse information 
but also affects their capability to critically assess and verify the truthfulness of that information, 
thereby increasing their vulnerability to misinformation.  

In this view, this study evaluates the distribution of links within as well as across search engines to 
assess the diversity of links and identify any patterns across platforms. Additionally, we are examining 
the key socio-demographic factors influencing the SERPs. Ensuring fair and accurate information flow 
through search engines is crucial to prevent discrimination and ensure epistemic right. By analysing 
SERPs with a focus on ranking mechanisms and links’ availability, illustrated in yellow in Figure 1, this 
study aims to understand information diversity from a communication perspective. 

 

Figure 1 
Epistemic rights framework  
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3. Method 
This chapter provides a comprehensive examination of the methodology employed in this study, 

introducing the browser extension used and detailing its functionalities. Additionally, it outlines the 
profile of the participants involved in the study, including their demographic characteristics and the 
selection criteria used to include them in the research. The chapter further elaborates on the various 
analytical techniques applied in this study, explaining the statistical methods and data analysis 
procedures that were utilized to interpret the results and draw conclusions. Furthermore the 
methodology is clearly and comprehensively described, allowing other researchers to understand, 
replicate, or build upon the study. 

 
This study is part of the "Digitale Polarisatie" project that was initiated in 2021. Its objective is to 

explore the diversity in the information presented in search engine results. To facilitate this 
information retrieval, the project has developed a browser extension that collects data from the SERPs 
of users (see Figure 2). The extension performs searches automatically once a week for each 
participant across multiple search engines, namely DuckDuckGo, Yahoo, Google, Bing, and Google 
News. It is important to note that these searches are conducted passively; users do not interact with 
them. Instead, searches are executed by means of opening a new window operated in the background, 
so to establish a controlled environment for systematic query generation. The methodology employed 
in this research is a systematic audit of the SERPs, utilising quantitative analysis to scrutinise the 
collected data. This study adopts an exploratory approach, aiming to identify and understand 
emerging patterns within the data. The decision to employ an exploratory methodology is particularly 
justified due to the absence of a predefined theoretical framework or hypothesis about the existing 
patterns of search engine results. Given the dynamic and often opaque algorithms that govern SERPs, 
this lack of predetermined expectations necessitates a flexible, discovery-oriented method that can 
adapt to the findings as they unfold. This approach is the most suitable for investigating complex 
systems where little is known about potential outcomes, making it an ideal choice in contexts where 
the phenomena under study are not yet well-defined. 

 
Figure 2 
Workflow of the Browser Extension 
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Note. This figure illustrates the operation of the browser extension associated with our project. The project’s 
website, accessible digitalepolarisatie.nl provides comprehensive details on the project, including 
information on how to install the extension. Users can download the extension through major browsers 
such as Google Chrome, Microsoft Edge, and Firefox. Once installed, for each participant, the extension 
automatically executes searches once a week using 21 different keywords across five search engines: 
Google, Google News, Bing, DuckDuckGo, and Yahoo. For each search executed, the extension captures the 
first 10 links from the SERPs, in total 1050 links per participants, per search. 

 
3.1. Ethical consideration  

Prior to beginning the research, ethical approval was secured from the Ethics Committee BMS, with 
approval numbers 230687 for the investigation and 220261 for the browser extension. To comply with 
ethical standards, participants are required to give informed, voluntary consent and install the 
extension. All participants are adults over the age of 18 and reside in the Netherlands. The process of 
installing the extension involves a registration step where demographic information is collected, and 
consent forms are provided. Participants have the option to withdraw from the study at any time by 
disabling or uninstalling the extension. 

 

3.2. Instrument: browser extension 
The browser extension, developed by the BMS Lab from the University of Twente, serves as the 

primary data collection tool for this study. It is available for download on Google Chrome, Microsoft 
Edge, and Mozilla Firefox through the Digitale Polarisatie Project’s website (digitalepolarisatie.nl). 
Upon installation, users are prompted to answer demographic questions such as age, income, and 
postcode (detailed in Table 1 in appendix). By confirming these details on the pop-up page, users 
consent to the project's policy, allowing  data collection to occur. To ensure privacy, all user data are 
anonymised, and the extension does not have any access to user’s history.  

The extension operates automatically once a week, running search queries in the background. It 
captures the top 10 links from the SERPs for each keyword and search engine, which are summarised 
in Table 2. The keywords are in Dutch since the project focus on Dutch culture and it allows to control 
human bias as well as language bias. This systematic approach enables the collection of consistent and 
comparative data across different search platforms. 

 
Table 2 
Search engines and keywords list  

Search engine Keywords 
- Google 
- Google News 
- Bing 
- DuckDuckGo 
- Yahoo 

- Immigration 
- Asylum seekers 
- Shelter location 
- Asylum seekers’ centre 
- Asylum quota 
- Ter Apel  
- Climate 
- Energy transition 
- Agriculture 
- Nitrogen 
- Green energy 
- European politics 
- European elections 
- European Parliament 

https://digitalepolarisatie.nl/
https://digitalepolarisatie.nl/
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3.3. Participants  
The data collection for this study began actively in October 2023 and has accumulated 233,288 

searches to date, with each search generating a SERP consisting of a list of 10 links. Employing a 
bottom-up approach, the study concentrates on an in-depth analysis of SERPs from a specific week—
named “week 2024-05-06,” spanning from May 6th to May 12th, 2024. This week was chosen for the 
highest amount of data across search engines. This focused analysis centres around three keywords: 
“Immigration,” “Asylum seekers,” and “Reception location.” These keywords were chosen for their 
significant relevance to Migration Policy, a current and complex topic that offers varied perspectives 
and potential more polarised outcome in content results. Each keyword represents a distinct aspect 
of migration policy, enabling a layered analysis of the topic.  

The study involved 498 participants, recruited through diverse methods to ensure a broad and 
representative sample. These recruitment strategies included advertising a research extension on the 
project’s website, participating in panel discussions, distributing flyers with incentives like SONA 
points for students, conducting radio interviews, and issuing press releases. This comprehensive 
approach helped achieve widespread participant distribution across the country. During the week of 
2024-05-06, the data contained 95 individuals. Due to data quality and technical limitations, the 
extension does not currently collect data every week from all participants, leading to 95 participants 
for that specific week instead of the maximum number of 498.  

The data provides an overview of the 95 participant demographics. According to Table 3 in the 
appendix, the gender distribution among participants is uneven with 72% male and 28% female. Age 
demographics indicate that participants primarily fall within the 55 to 74 years age group, as shown in 
Table 4. Conversely, the age groups least represented are those aged 75 and older, and those between 
25 to 44 years old. Geographically, a significant 52% of participants reside in the East region, including 
Overijssel, Gelderland, Flevoland, correlating with the project’s affiliation with the University of 
Twente, which is located in this area (Table 6). Approximately 20% of participants are from the North 
(Groningen, Friesland, Drenthe) and West (Utrecht, North Holland, South Holland, Zeeland), with only 
1% from the South (North Brabant, Limburg). Notably, only one participant resides outside the 
Netherlands, as detailed in Table 5. Educationally, the most prevalent qualifications among 
participants are HBO and high school, representing 33% and 24% of the sample respectively, as per 
Table 7. There were no participants without any form of education. In terms of employment, 33% of 
participants are employed full-time, while 19% are either students or retirees, as reported in Table 8. 
The income distribution shows that the categories “less than €10,000” and “€20,001 to €30,000” are 
the most represented, comprising 28% and 24% of participants respectively, according to Table 9. The 
highest income bracket “over €100,001” has no representation. Political affiliations reveal that 24% 
of participants align with the VVD party, while a notable 21% chose not to disclose their political 
affiliation, indicating a significant reticence to share sensitive information (Table 10). Language 
preferences among participants show that 60% conduct their searches in Dutch and 34% in English, as 
documented in Table 11. The browser usage statistics highlight a strong preference for Chrome, used 
by 81% of participants, while Opera and Safari are not used at all (Table 12). Finally, in terms of search 
engine preferences, Google dominates with 93% usage, while DuckDuckGo accounts for 7%, as 
outlined in Table 13.  
 

3.5. Data analysis  
As outlined above, the analysis is quantitative and focused on the specific period of “week 2024-

05-06.” The dataset includes 10 different variables and a total of 17,081 observations. The data 
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analysis methodology includes several steps designed to ascertain the diversity of SERPs and the socio-
demographic factors influencing these results. This detailed process, is depicted and summarized in 
Figure 3.  

 
Figure 3 
Analysis process: the 3 steps 

 
 
 
3.5.a. STEP 1: Scoping 
The initial step of the analysis is designed to gain a comprehensive understanding of the data, 

focusing particularly on the distribution of links across various search engines. This involves conducting 
a detailed frequency analysis to explore how links are distributed by rank, keyword, and search engine. 
Each link is assigned a unique identifier based on its title and its website, which facilitates consistent 
tracking across different search platforms. To quantify the distribution, the occurrence of each link is 
counted, and transformed into percentages. These percentages are then visualized using a percentage 
streamgraph, providing a dynamic overview of how links are dispersed across the search engines. This 
visualisation highlights the frequency with which each link appears and underscores the diversity of 
links at each rank level.  

 
3.5.b. STEP 2: Grouping participants (2.a + 2.b) 
The second step of this study serves as a crucial preparatory step for Step 3, where the objective is 

to categorise users based on the similarity of their SERPs. Specifically, Step 2.a involves employing a 
machine learning approach—using the Random Forest algorithm—to identify the most common 
sequences of SERPs. This is a critical intermediary step designed to establish a reference link sequence, 
which serves as a benchmark for subsequent analysis. In Step 2.b, the analysis shifts to assessing the 
extent to which users’ SERPs align with this established reference sequence. This assessment 
categorises users into classes based on their agreement with the reference, effectively grouping them 
by similarity in search results.  

The use of machine learning in this phase is essential. While for keywords such as “Immigration,” 
where high instances of similar link sequences can be statistically identified with relative ease, the 
challenge increases with keywords that exhibit a high diversity in results. Employing a systematic 
machine learning approach allows the study to adapt (in the future) effectively to the diverse 
outcomes associated with the 21 different keywords analysed. This method improves user 
categorisation accuracy and ensures consistent and scalable handling of diverse and complex data sets 
across various search queries. 
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The selection of the Random Forest algorithm for this analysis is underpinned by its notable 
accuracy and robustness, characteristics derived from its ensemble learning technique (Grinsztajn et 
al., 2022). By constructing multiple decision trees during the training phase and synthesising their 
outcomes—typically through majority voting for classification tasks—the Random Forest model 
substantially reduces the risk of overfitting and boosts the model’s generalisability to novel datasets 
(Grinsztajn et al., 2022). This approach excels in managing extensive datasets characterized by 
complex structures, effectively accommodating missing values and sustaining high accuracy even amid 
considerable data noise. The inputs for this machine learning phase are the link identifiers, and the 
outputs are their corresponding ranks. This setup is ideal for handling big data scenarios, which are 
typical in this type of analysis. The process iteratively examines the three keywords across five 
different search engines, ensuring comprehensive coverage and robustness in the findings. This 
iterative process provides the likelihood of each link appearing at that particular rank.  

Furthermore, the inter-agreement analysis in this phase leverages Krippendorff’s alpha coefficient 
to categorise users based on their conformity to the established SERPs reference. Krippendorff’s alpha 
is chosen for its flexibility and robustness, making it especially suitable for intercoder reliability testing 
in real-world datasets (Krippendorff, 2004). This coefficient is crucial as it serves as a foundational 
metric for the subsequent Step 3 of our study. 

 
3.5.c. STEP 3: Demographic insight 
The final step of the analysis uses Random Forest to determine which socio-demographic factors 

influence the SERPs. The analysis used a comprehensive set of 11 socio-demographic variables as 
inputs to the Random Forest algorithm. These variables included gender, age, residency status in the 
Netherlands, region of residence, educational background, employment status, income level, political 
affiliation, preferred language, most-used browser, and search engine. The output of this process was 
the Krippendorff’s alpha coefficient. One of the key strengths of this method is its ability to estimate 
the importance of each variable, which is crucial for discerning which socio-demographic factors most 
profoundly affect the search results. By leveraging the variable importance scores provided by 
Random Forest, this phase offers a detailed perspective on how search engines may personalise 
results based on user demographics. 

 
The structured approach of this study analyses link distributions across different search engines 

and examines the impact of demographic factors. This provides valuable insights into information 
diversity and personalisation. The thorough analysis allows for multi-dimensional comparisons 
between search engines and across different keywords. By systematically dissecting the data, this 
study aims to identify patterns and variations in how information is ranked and displayed. 
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4. Results 
 

4.1. STEP 1: Scoping 
4.1.a. Keyword: Immigration  
For the keyword “Immigration,” the analysis identified a total of 83 unique links across various 

search engines. The distribution of these links is as follows: Bing accounts for 32, DuckDuckGo for 28, 
Google for 26, Google News for 23, and Yahoo for 17 showing a low number of different links per 
search engine. This detailed breakdown is comprehensively listed in Table 14. Additionally, Figure 4 in 
appendix graphically illustrates the distribution of these links across the search engines, providing a 
visual comparison of how each platform prioritizes content related to “Immigration”. This statistical 
analysis reveals that certain links consistently dominate across multiple search engines. For instance, 
the link labelled “187” appears in 7.7% of search results, achieving notably high rankings: first on Bing 
and DuckDuckGo, third on Google, and seventh on Yahoo. Similarly, link “217” is also prevalent (see 
Table 15 for the specific domain of this link), appearing in 7.6% of search results, and is ranked second 
on Google, third on Bing and DuckDuckGo, and sixth on Yahoo. These findings highlight a trend of 
certain links consistently achieving high visibility across various search platforms. 

 
4.1.b. Keyword: Shelter Location  
For the keyword “Shelter Location,” the analysis identified a total of 106 unique links across 

different search engines, showing significant variation in link diversity. Bing displayed the most with 
50 links, followed by DuckDuckGo with 45, Google with 33, and both Google News and Yahoo with 17 
each. These details are documented in Table 14 and visually represented in Figure 5 of the appendix. 
Notably, three links appeared frequently across these platforms (see Table 15 for the specific domain 
of this link): Link 470 was found 5.9% of the time, ranking highest on DuckDuckGo at third place and 
appearing in multiple positions (2 to 5) on Bing and Google. Link 262 appeared 5.5% of the time, 
ranking first and second on Yahoo and Google, and similarly high on Bing (rank 1) and DuckDuckGo 
(rank 2 and 3). Finally, Link 364 appeared in 4.8% of cases, ranking highest on Bing and DuckDuckGo 
at first place, second on Google, and sixth on Yahoo. 

 
4.1.c. Keyword: Asylum Seekers  
For the keyword “Asylum Seekers,” a total of 218 unique links are catalogued across multiple 

search engines, marking the highest diversity of links among the three keywords. The distribution is 
as follows: Bing with 123 links, DuckDuckGo with 78, Google with 36, Google News with 42, and Yahoo 
with 16. The data are detailed in Table 14, with a visual representation in Figure 6, which illustrates 
the variations in content prioritisation among different search engines for this keyword. Among these, 
two links predominated (see Table 15 for the specific domain of this link): Link 97 appeared in 9.4% of 
search results, ranking within the top three positions on Yahoo and across all ten ranks on Google, 
DuckDuckGo, and Bing, particularly frequent at ranks one and two. The second prominent link, Link 
54, appeared in 9.4% of search results, was mainly observed on Yahoo at ranks one and two, on Bing 
from ranks one to five, and on DuckDuckGo at ranks one, two, six, and eight. 
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Table 14 
Unique links per search engines 

 Bing DuckDuckGo Google Google News Yahoo TOTAL 
Immigration  32 28 26 23 17 83 
Shelter Location 50 45 33 17 17 106 
Asylum Seeker  123 78 36 42 16 218 
 

Table 15 
Correspondent link number to link content 

Link number Keyword Domain URL 
187 Immigration cbs.nl https://www.cbs.nl/nl-nl/dossier/dossier-asiel-migratie-en-integratie/hoeveel-

immigranten-komen-naar-nederland  

217 Immigration rijksoverheid.nl https://www.rijksoverheid.nl/onderwerpen/immigratie-naar-nederland  

470 Shelter Location rijksoverheid.nl https://www.rijksoverheid.nl/onderwerpen/asielbeleid/vraag-en-
antwoord/soorten-opvang-asielzoekers  

262 Shelter Location coa.nl https://www.coa.nl/nl/locatiezoeker  

364 Shelter Location coa.nl https://www.coa.nl/nl/opvanglocaties-tijdens-de-asielprocedure  

97 Asylum Seeker  coa.nl https://www.coa.nl/nl  

54 Asylum Seeker  unhcr.org https://www.unhcr.org/nl/wie-we-zijn/wie-we-helpen/asielzoekers/  

 
 

4.2. Analysis for the keyword Immigration (phase 2-3) 
The results for Phases 2 and 3 of this study are organised and reported by individual keywords. This 

strategic choice facilitates a more straightforward comparison, as similar keywords often share links 
across different search engines. The presentation of the results follows a structured progression, 
beginning with the keyword “Immigration,” followed by “Shelter Location,” and concluding with 
“Asylum Seeker.”  

 
4.2.a. STEP 2a: Creating a SERPs reference 
The performance metrics of our Random Forest model, applied to data from various search 

engines, revealed significant differences in prediction accuracy, Out-of-Bag (OOB) error rates, 
statistical significance, and the Kappa statistic (Table 16). These metrics were computed to evaluate 
the model’s effectiveness across different platforms including Bing, DuckDuckGo, Google, Google 
News, and Yahoo. The model exhibited the highest accuracy and agreement (Kappa) on Google, with 
an accuracy of 83% and a Kappa statistic of 0.81, indicating almost perfect agreement. The lowest 
performance was observed on Yahoo, with an accuracy of 48% and a Kappa statistic of 0.51, indicating 
moderate agreement. All models achieved statistical significance with p-values < 2.2e-16, indicating 
that the models’ accuracies were significantly better than chance. OOB error rates varied across search 
engines, with Google showing the lowest OOB error rate at 15.77%, suggesting a better generalisability 
compared to others. Conversely, Yahoo exhibited the highest OOB error rate at 41.52%, indicating 
lower reliability in its predictions. 

The predictions generated by the model are shown in Figure 7, providing a clear view of the most 
common link sequence prediction. 

 
 
 
 
 

https://www.cbs.nl/nl-nl/dossier/dossier-asiel-migratie-en-integratie/hoeveel-immigranten-komen-naar-nederland
https://www.cbs.nl/nl-nl/dossier/dossier-asiel-migratie-en-integratie/hoeveel-immigranten-komen-naar-nederland
https://www.rijksoverheid.nl/onderwerpen/immigratie-naar-nederland
https://www.rijksoverheid.nl/onderwerpen/asielbeleid/vraag-en-antwoord/soorten-opvang-asielzoekers
https://www.rijksoverheid.nl/onderwerpen/asielbeleid/vraag-en-antwoord/soorten-opvang-asielzoekers
https://www.coa.nl/nl/locatiezoeker
https://www.coa.nl/nl/opvanglocaties-tijdens-de-asielprocedure
https://www.coa.nl/nl
https://www.unhcr.org/nl/wie-we-zijn/wie-we-helpen/asielzoekers/
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Table 16 
Random Forest Model Performance - Immigration 

 OOB Accuracy P-value Kappa 
Bing  39 0.61 < 2.2e-16   0.57 
DuckDuckGo 39.9 0.62 < 2.2e-16   0.58 
Google 15.77 0.83 < 2.2e-16   0.81 
Google News 31 0.78 < 2.2e-16   0.75 
Yahoo 41.52 0.48 < 2.2e-16   0.51 

 
Figure 7 
Prediction of the most common link sequence (SERPs) - Immigration 

 
 
4.2.b. STEP 2b: Grouping participants 
To group participant, the inter-rater agreement analysis was used across the various search 

engines, which is measured by Krippendorff’s alpha and detailed in Table 17. Google and Google News 
demonstrated the highest levels of agreement, achieving perfect agreement (alpha = 1.0) with 28 and 
30 instances, respectively. In contrast, Bing and Yahoo showed no such instances. Moderate 
agreement levels were more frequently observed; DuckDuckGo reported the highest number of 
instances (23) in the alpha range >0.667 to ≤0.800, suggesting a decent level of consistency among 
raters. The lowest category of agreement (alpha ≤ 0.400), indicative of poor consistency, was most 
prevalent in Bing with 27 instances and Yahoo with 15.  

 

Table 17 
Inter-agreement based on the number of users per class - Immigration 

 Bing DuckDuckGo Google Google News Yahoo 
Alpha = 1.0 0 0 28   30 0 
Alpha > 0.800 0 3 0   0 2 
Alpha > 0.667 to ≤ 0.800 15 23 14   2 4 
Alpha > 0.600 to ≤ 0.667 0 0 0   0 0 
Alpha > 0.400 to ≤ 0.600 13 10 8   6 7 
Alpha ≤ 0.400 27 19 3 13 15 
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4.2.c. STEP 3: Demographic insight 
In the third phase, socio-demographic influence is assessed. Random Forest model was used to 

define the importance of each socio-demographic factors on search engine result for the keyword 
“Immigration”. Its performance metrics are summarised in Table 18. This part of the analysis focuses 
on four key performance indicators: the mean of squared residuals, percentage of variance explained, 
root mean square error (RMSE), and R-squared values, which collectively assess the accuracy and 
efficacy of the model.  

The Random Forest model’s performance across various search engines, as summarised in Table 
18, indicates generally low accuracy and effectiveness in predicting search engine outputs for the 
keyword “Immigration.” All search engines—Bing, DuckDuckGo, Google, Google News, and Yahoo—
demonstrated suboptimal results with negative R-squared values, highlighting an inability to capture 
the variance of the dependent variable effectively. While some search engines such as Yahoo showed 
a lower RMSE values, indicating slightly better prediction errors, the overall negative trends in 
percentage of variance and R-squared across platforms confirm a consistent lack of model reliability. 

These results across all search engines indicate that the Random Forest model does not perform 
well in accurately predicting the influence of socio-demographic factors on search engine outputs for 
the keyword “Immigration.” The key determinants predicted by the model are illustrated in Figure 8, 
providing a visual representation of the most important socio-demographic factors. 
 
Table 18 
Random Forest Model Performance - Immigration 

 Mean of squared residuals Percentage of variance RMSE R-squared 
Bing  0.0038 -25.37 0.1001 -0.0190 
DuckDuckGo 0.0361 -0.25 0.1604 -0.0718 
Google 0.0045 -9.64 0.1115 -0.0301 
Google News 0.0121 -9.7 0.1604 -0.0401 
Yahoo 0.0047 -8.68 0.0942 -0.0423 

 
Figure 8 
Most important socio-demographic factors - Immigration 
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4.3. Analysis for the keyword Shelter Location (phase 2-3) 
4.3.a. STEP 2a: Creating a SERPs reference 
Regarding the performance metrics of the Random Forest Model for the keyword “Shelter 

Location” (Table 19), the data across various search engines demonstrate significant variations in 
predictive effectiveness. For Bing, the OOB error rate was 61.49%, with an accuracy rate of 43% and a 
Kappa statistic of 0.36, suggesting minimal agreement beyond chance. Similarly, DuckDuckGo showed 
an OOB error rate of 53.91%, an accuracy of 43%, and a Kappa of 0.36, indicating comparable 
performance levels with significant prediction errors. Google displayed slightly better performance 
with an OOB error rate of 56.83%, an accuracy of 45%, and a Kappa statistic of 0.39, suggesting a 
modest improvement in model agreement over Bing and DuckDuckGo. In contrast, the prediction of 
the Google News’ model outperformed the other search engines’ model significantly, with an OOB 
error rate of 32.5%, an accuracy of 67%, and a Kappa statistic of 0.64. These metrics indicate 
substantial agreement and higher reliability in predictions. Yahoo recorded an OOB error rate of 
41.92%, an accuracy of 52%, and a Kappa of 0.44, denoting moderate agreement. Statistically, all 
models’ prediction achieved significant results with p-value < 2.2e-16. Overall, these results 
demonstrate the varied capabilities of the Random Forest model across different digital environments, 
with Google News showing the most reliable and accurate predictions. 

The predictions generated by the model are illustrated in Figure 9, providing a visual representation 
of the most common link sequence prediction.  
 
Table 19 
Random Forest Model Performance – Shelter Location 

 OOB Accuracy P-value Kappa 
Bing  61.49 0.43 < 2.2e-16   0.36 
DuckDuckGo 53.91 0.43 < 2.2e-16   0.36 
Google 56.83 0.45 < 2.2e-16   0.39 
Google News 32.5 0.67 < 2.2e-16   0.64 
Yahoo 41.92 0.52 < 2.2e-16   0.44 

 
Figure 9 
Prediction of the most common link sequence (SERPs) – Shelter Location 
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4.3.b. STEP 2b: Grouping participants 
The inter-rater agreement for the keyword “Shelter Location,” is summarised in Table 20. The data 

shows a complete absence of perfect agreement (alpha = 1.0) across all search engines. Similarly, no 
instances of strong agreement (alpha > 0.800) were observed. Moderate agreement (alpha > 0.667 to 
≤ 0.800) was only recorded by Google News and Yahoo, each posting seven instances. The fair 
agreement category (alpha > 0.400 to ≤ 0.600) showed somewhat more distribution, with Google 
News notably higher at twenty instances, indicating a moderate level of consistency, while other 
search engines like Bing, DuckDuckGo, Google, and Yahoo exhibited significantly fewer instances. The 
key findings are in the lowest category of agreement (alpha ≤ 0.400), where Bing, DuckDuckGo, and 
Google displayed notably high instances—42, 39, and 25 respectively. Conversely, Google News and 
Yahoo showed a relatively lower frequency of poor agreement with 7 and 19 instances, respectively. 

 
Table 20 
Inter-agreement based on the number of users per class – Shelter Location 

 Bing DuckDuckGo Google Google News Yahoo 
Alpha = 1.0 0 0 0   0 0 
Alpha > 0.800 0 0 0   0 0 
Alpha > 0.667 to ≤ 0.800 0 0 0  7 7 
Alpha > 0.600 to ≤ 0.667 0 0 0   0 0 
Alpha > 0.400 to ≤ 0.600 1 1 6   20 2 
Alpha ≤ 0.400 42 39 25 7 19 

 
4.3.c. STEP 3: Demographic insight 
For Phase 3, focusing on the keyword “Shelter Location,” similar results with “Immigration” are 

observed, with consistently negative percentage variances across all search engines. For example, 
Google News showed a percentage variance of -1.31, indicating a general trend where the model 
failed to account for a significant proportion of the variability in the data. These metrics are 
summarised in Table 21. 

Regarding the primary socio-demographic determinants influencing the outputs, the Random 
Forest model identified distinct factors for each search engine. For Bing, the most significant factors 
were Region and Gender; DuckDuckGo also highlighted Gender and Region as critical, albeit in a 
reversed order of prominence. In contrast, Google and Yahoo found Political affiliation and Income to 
be the main determinants. Google News differed from these patterns by identifying Age and Education 
as the primary factors affecting search results. A detailed list of all factors considered by the model is 
depicted in Figure 10. 
 
Table 21 
Random Forest Model Performance – Shelter Location 

 Mean of squared residuals Percentage of variance RMSE R-squared 
Bing  0.0038 -9.36 0.1042 -0.0283 
DuckDuckGo 0.0035 -6.94 0.0864 -0.0059 
Google 0.0023 -3.81 0.0348 -0.1775 
Google News 0.0009 -1.31 0.0180 -0.1374 
Yahoo 0.0091 -5.83 0.0890 -0.0091 
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Figure 10 
Most important socio-demographic factors - Shelter Location 

 
 
4.4. Analysis for the keyword Asylum Seeker (phase 2-3) 

4.4.a. STEP 2a: Creating a SERPs reference 
Regarding the performance metrics of the Random Forest Model for the keyword “Asylum Seeker,” 

notable variations are observed across different search engines (Table 22). For Bing, the OOB error 
rate was reported at 55.89%, with an accuracy of 46% and a Kappa statistic of 0.40, indicating 
moderate agreement beyond chance. DuckDuckGo displayed a similar OOB error rate of 55.77%, but 
with a slightly lower accuracy of 43% and a Kappa of 0.37, suggesting less effective prediction 
capabilities. Google showed a comparable performance to DuckDuckGo with an OOB error rate of 
55.58%, an accuracy of 43%, and a Kappa statistic of 0.37, further highlighting challenges in predictive 
accuracy among these platforms. Conversely, Google News demonstrated better model performance 
with an OOB error rate of 41.05%, an accuracy of 59%, and a Kappa statistic of 0.54. These metrics 
indicate a higher reliability and substantial agreement in its predictions. Yahoo also showed improved 
outcomes with an OOB error rate of 52.07%, an accuracy of 58%, and a Kappa of 0.39, marking it as 
moderately effective in comparison to Bing and DuckDuckGo, yet not as effective as Google News. 
Statistically, all models achieved significant results (p-values < 2.2e-16).  

The predictions generated by the model are illustrated in Figure 11, providing a visual 
representation of the most common link sequence prediction.  
 

Table 22 
Random Forest Model Performance – Asylum Seeker 

 OOB Accuracy P-value Kappa 
Bing  55.89 0.46 < 2.2e-16   0.40 
DuckDuckGo 55.77 0.43 < 2.2e-16   0.37 
Google 55.58 0.43 < 2.2e-16   0.37 
Google News 41.05 0.59 < 2.2e-16   0.54 
Yahoo 52.07 0.58 < 2.2e-16   0.39 
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Figure 11 
Prediction of the most common link sequence (SERPs) – Asylum Seeker 

 
 

4.4.b. STEP 2b: Grouping participants 
Table 23 summarises the inter-rater agreement for the keyword “Asylum Seeker” across various 

search engines, employing Krippendorff’s alpha to evaluate the consistency of classifications by 
different users. For all search engines, there were no instances of perfect agreement (Alpha = 1.0), 
indicating a complete absence of unanimous rater consensus. Similarly, except for Yahoo, which 
reported two instances, there were no occurrences of strong agreement (Alpha > 0.800) across the 
other platforms, demonstrating a general challenge in achieving high consistency levels. Moderate 
agreement (Alpha > 0.667 to ≤ 0.800) was only noted in Google News and Yahoo, with 4 and 3 
instances, respectively. No instances of agreement (Alpha > 0.600 to ≤ 0.667) were recorded in any 
search engine, indicating an absence of this moderate level of agreement across the board. The 
category of fair agreement (Alpha > 0.400 to ≤ 0.600) saw some instances, with Yahoo showing six, 
DuckDuckGo three, and Google News one, suggesting that these platforms achieved a basic level of 
consistency in some cases. However, the most significant observation is the large number of instances 
with the lowest level of agreement (Alpha ≤ 0.400), with Bing reporting 47, DuckDuckGo 40, Google 
48, Google News 36, and Yahoo 28. This predominance suggests significant discrepancies in rater 
classifications across all platforms for the keyword “Asylum Seeker.” 

 
Table 23 
Inter-agreement based on the number of users per class – Asylum Seeker 

 Bing DuckDuckGo Google Google News Yahoo 
Alpha = 1.0 0 0 0   0 0 
Alpha > 0.800 0 0 0   0 2 
Alpha > 0.667 to ≤ 0.800 0 0 0   4 3 
Alpha > 0.600 to ≤ 0.667 0 0 0   0 0 
Alpha > 0.400 to ≤ 0.600 0 3 0   1 6 
Alpha ≤ 0.400 47 40 48 36 28 
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4.4.c. STEP 3: Demographic insight 
In the analysis of the Random Forest model’s performance for the keyword “Asylum Seeker,” the 

results indicated varied effectiveness across different search engines, as summarised in the key 
performance metrics in Table 24. For Bing, the model showed a relatively low mean of squared 
residuals at 0.0007 with a small positive percentage of variance at 1.51%, although the R-squared 
value (R2 = -0.01351) indicated a poor model fit. DuckDuckGo and Google displayed more substantial 
challenges, with negative percentage variances of -10.01% and -2.97% respectively, and 
corresponding negative R-squared values, highlighting a decrease in predictive accuracy. Google 
News’ model exhibited the most significant discrepancies with a percentage of variance at -3.06% and 
a notably low R-squared (R2 = -0.4492), pointing to a substantial deviation from actual outcomes. 
Yahoo’s model prediction also struggled, with a percentage of variance at -5.67% and an almost 
neutral R-squared (R2 = -0.0011), indicating neither improvement nor deterioration from the model. 

The analysis of socio-demographic determinants, shown in Figure 12, revealed the primary and 
secondary factors influencing model outputs for each search engine. Political affiliation emerged as 
the most important factor for Bing and Google, while gender was the key determinant for 
DuckDuckGo, Google News, and Yahoo. Secondary factors varied across platforms: income 
significantly impacted DuckDuckGo and Yahoo, gender was important for Google, region influenced 
Bing, and residency status was notable for Yahoo. 

 
Table 24 
Random Forest Model Performance – Asylum Seeker 

 Mean of squared residuals Percentage of variance RMSE R-squared 
Bing  0.0007 1.51 0.0471 -.01351 
DuckDuckGo 0.0065 -10.01 0.0697 -0.0590 
Google 0.0007 -2.97 0.0558 -0.0498 
Google News 0.0167 -3.06 0.0765 -0.4492 
Yahoo 0.0059 -5.67 0.1167 -0.0011 

 
Figure 12 
Most important socio-demographic factors - Asylum Seeker 
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5. Discussion  
To address the research question, “To what extent do search engine result pages and its ranking 

algorithm contribute to shaping the information diversity within the digital search ecosystem in The 
Netherlands?”, this study conducts a comprehensive analysis of SERPs. This section interprets the 
results, discusses the implications and limitation of this study, offering insights into information in the 
Netherlands and epistemic rights. 

 

5.1. Information diversity 
The findings indicate a low diversity of links within SERPs, with more variation in ranking position 

than in the type of links displayed. For example, under the keyword “Immigration,” the number of 
links is limited, and the results are quite homogenous. In contrast, for “Asylum Seekers,” Bing (123 
links) and DuckDuckGo (78 links) show significantly more results than Google (36 links) and Yahoo (16 
links). This pattern suggests that Bing and DuckDuckGo might employ broader or more varied indexing 
strategies, potentially offering richer content diversity than Google and Yahoo. Additionally, Bing and 
DuckDuckGo consistently exhibit similar distribution patterns across different keywords. For instance, 
the most common SERPs for “Immigration” and the top links for “Asylum Seekers” are nearly identical 
between these two search engines. Conversely, Google, Google News, and Yahoo tend to present a 
more uniform pattern of results, often dominated by one or two links. 

Delving deeper, this analysis also sheds light on the importance of ranking in SERPs. Statistically, 
the first link garners approximately 40% of all clicks, significantly higher than the 19% for the second 
link and 10% for the third (Chaffey, 2024), which underscore the critical role of ranking in influencing 
user engagement and visibility. In the data, it appears that specific sources such as Rijksoverheid, COA, 
CBS, and UNHCR are predominantly displayed across search engines, which could have epistemic 
consequences. These organisations, while authoritative, primarily present governmental and 
institutional viewpoints. Coeckelbergh (2023) argues that citizens require diverse knowledge to vote 
effectively and maintain democracy. However, if the mainstream information provided is from 
governmental and institutional sources, could this not skew the construction of knowledge?  

Moreover, acquiring scientific knowledge requires time and effort that many search engine users 
may not expend, a concern tackled by Google’s forthcoming update to its “Web” platform (Orlowski, 
2024). This new platform aims to revolutionise the search experience by offering users direct answers 
without traditional links, signifying a move towards even more controlled access to information and 
emphasising the vital need for reliable information gatekeepers. Furthermore, the recent 
advancements in large language models like GPT-4 are changing the nature of search from a traditional 
model to a conversational interface, which could increase selective exposure and opinion polarisation 
(Sharma et al., 2024). This inclination and reliance on AI-mediated information access raises concerns 
at multiple level, such as even more misinformation (Shin et al., 2024), potential linguistic 
homogenization affecting language richness (Creely, 2024), and issues related to privacy and ethics (X. 
Wu et al., 2024).   

Additionally, there are reservations about the concentration of power within private entities such 
as Google, Bing, or OpenAI among others, which hold significant sway over the curation and 
dissemination of information. This power dynamic presents a paradox and reveals inherent 
limitations; while users appreciate the convenience of conversational and tailored information access, 
they may not fully grasp the profound implications of this exchange. This evolving landscape suggests 
a shift towards a reality where technology, not individual users, shapes the information environment, 
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tailoring individual perception of reality and granting disproportionate power and control to 
technology providers. 

 

5.2. Personalisation impact 
The uniformity observed in SERPs implies that personalization algorithms might have a limited 

impact, which could be related to the simplicity of the keywords used—often just one word. The 
impact of personalisation and the “filter bubble” effect become more pronounced when searches 
display a certain opinion orientation, influenced by the specific wording of the query (Gottron & 
Schwagereit, 2024). This study also highlights a lack of accuracy in models designed to predict how 
socio-demographic factors affect search outcomes. This could be due to inconsistent data or the 
possibility that these factors do not significantly impact the results. However, the latter seems to 
contradict with Google’s approach, which emphasises its relevancy focus (Sullivan, 2019), tracking 
decades of search behaviour to tailor content specifically for each user. The vast data repository 
Google has developed complicates comparisons with other search engines like Yahoo, Bing, and 
DuckDuckGo, which do not possess databases of comparable scale. This discrepancy likely influences 
the reliability of determining the impact of socio-demographic factors on search results. Therefore, 
while it is feasible to compare the outputs of different search engines among Dutch internet users, 
comparing their underlying processing mechanisms remains challenging.  

This situation presents a broader societal dilemma regarding information dissemination. On one 
hand, the lack of diversity could be seen as promoting equal access to information, as all users receive 
a similarly narrow content range. On the other hand, it could be viewed as limiting the variety of 
accessible viewpoints, potentially moulding public opinion and promoting cultural homogeneity by 
sidelining lesser-known or alternative perspectives and reinforcing mainstream narratives. Ensuring 
accountability for fairness, pluralism, and equality remains a challenge, as the operations of search 
engines often remain “black boxes” with processes that are opaque and not readily understandable 
to users or regulators. These issues emphasize the urgent need for greater transparency and ethical 
considerations in the design and operation of search technologies, to ensure they serve the public 
good while respecting the diversity of user needs and perspectives. Such dynamics pose significant 
risks to democratic values, a concern echoed by global entities like the United Nations, which 
recognises the broader implications of these trends on democracy itself. 

 
Lastly, this study also aimed to identify key socio-demographic factors influencing SERPs. Across all 

search engines and keywords, “Gender” emerged as the most dominant factor, appearing in the top 
two positions in 10 out of 15 instances. For keywords like “Shelter Location” and “Asylum Seeker,” 
Political Affiliation also seemed to play a critical role in shaping SERPs. While these insights are 
intriguing, the model’s lack of robustness limits the strength of the conclusions that can be drawn 
about socio-demographic influences from this dataset. The accuracy of the results was compromised 
due to data quality issues, primarily stemming from the low number of users at this stage, as Random 
Forest algorithms require larger datasets. However, the robustness of this method holds promise and 
could be effectively applied once the extension is fully functional. At present, it is challenging to draw 
definitive conclusions regarding socio-demographic factors, except that different factors seem to play 
a role in different search engines.  
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5.3. Limitation of the project’s instrument 
This project’s methodology encompasses distinct advantages and certain limitations. On the one 

hand, the primary benefit is its systematic nature, allowing for consistent comparisons across different 
search engines with minimal bias. On the downside, this approach does not consider the variability in 
individual search behaviours, which significantly influences the search results. Nonetheless, certain 
factors need to be controlled to achieve meaningful results, and keyword selection was one such 
controlled factor in this experiment. Another significant advantage is that the extension collects a 
substantial amount of data, which enables a broad range of analysis using the same dataset. This 
extensive data collection enhances the robustness and depth of the research findings.   

On the other hand, this project’s methodology also presents several limitations. Firstly, the 
technology behind the browser extension is susceptible to issues, including bugs that have surfaced 
following updates to Google or participant closing their laptop during the search’s run, temporarily 
disrupting data collection. Each time a search engine updates its policies, the extension must also be 
updated to ensure effective data gathering. Additionally, the success of our data collection heavily 
relies on the accurate functioning of the extension and the developer's ability to address these 
challenges promptly. Thirdly, this study leans on a data collection which is dependent on participants 
voluntarily allowing the extension to run on their laptops for a designated period. This dependence 
introduces challenges related to participant willingness and concerns about privacy. Participants' 
apprehensions about how the extension functions can make it difficult to recruit and retain a large 
and diverse group, thus impacting the breadth and depth of data collected. Lastly, the extension was 
designed to operate exclusively on laptops and desktops, which poses challenges for recruiting 
participants and may affect the realism of the experiment since most of the search are operates on 
phones. Most search queries today are conducted on mobile devices. However, developing the 
extension for mobile use was not feasible without creating a separate app, which presents its own set 
of challenges and complexities. 
 

5.4 Limitations of this study 
The study encountered several significant limitations, primarily related to data constraints. First, 

there was a limited amount of data available per week, which posed challenges in selecting a week 
that provided the most comprehensive data for each keyword and search engine. For the second 
machine learning analysis, the pool of users was quite low which is one of the reasons of the low 
results reliability for phase 3. This limitation was compounded by issues related to the consistency of 
the data. The reliability of the browser extension used for data collection was not fully realized, 
meaning that ongoing updates—ranging from keyword modifications to technical and logistical 
adjustments—potentially compromised the consistency and comparability of the data over time. 
Regarding the data, the gender spread was also uneven which could include bias in the results.  

A second major limitation involved the complexity of the data itself. Ideally, the study aimed to 
conduct a detailed comparative analysis for each keyword (21) across different search engines (5), 
potentially leading to a meta-analysis of the SERPs. However, such a comprehensive comparison 
proved to be exceedingly challenging. The process of collecting, analysing, and reporting data across 
multiple variables was complex, making it difficult to draw clear conclusions from the meta-analysis. 
This limitation underscores the need for more robust data collection tools and methods that can 
handle the dynamic and multifaceted nature of search engine data effectively. 
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5.4 Further research 
In considering future research directions, several enhancements and expansions to the current 

study could be pursued to deepen the understanding of information access and diversity. Firstly, 
including a more diverse dataset that reflects a wider range of backgrounds could offer a more 
complete view of how different populations interact with and are served by search engines. 
Additionally, instead of utilising a Random Forest model as was done in step 2.a, exploring the Dynamic 
Markov Model could offer significant advantages (Chen et al., 2021). This model, by taking into 
account the sequences of links rather than evaluating individual links, could enhance the flexibility of 
the analysis and potentially expand the data pool available for phase 3.  

Further methodological improvements could include timeline comparisons to track changes over 
time and thematic comparisons to discern patterns across different search queries. Conducting a 
detailed content analysis of the titles and descriptions returned by search queries would also provide 
deeper insights into how content is being framed and presented by search engines. Additionally, 
examining the issue from a cultural perspective could reveal the societal impact of the displayed 
information and its influence on knowledge acquisition. These directions promise to enrich the 
scholarly understanding of digital information landscapes and enhance practical strategies for 
achieving more equitable and accurate search engine results. 
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6. Conclusion  
In conclusion, digitalisation has drastically changed the media landscape, resulting in a growing 

dependence on search engines for information consumption. This shift raises concerns about the 
equality of information accessibility and the diversity of perspectives offered. This study offers an 
initial glimpse into the vast potential of the Digitale Polarizatie Project. It aims to explore the diversity 
of information and analyse the similarity of SERPs among users for three specific keywords across five 
different search engines, identifying factors that influence information dissemination.  

Using an exploratory quantitative approach, the study progresses through four stages, from 
statistical observations to the application of machine learning methodologies. The primary finding 
reveals that while individuals receive similar search results, the nuance lies onto the ranking position 
of the links. While Google, Google News and Yahoo presents a concerning uniformity, Bing and 
DuckDuckGo display a higher degree of links’ diversity. In other words, such patterns highlight the 
critical role of ranking algorithms in influencing content visibility, prompting questions about the range 
of accessible perspectives. Moreover, the upcoming changes in search technologies, including 
Google’s new “Web” platform and the rise of large language models, signal a shift towards more AI-
mediated, conversational information retrieval. This evolution could potentially exacerbate the issues 
observed in traditional search like misinformation, selective exposure, and opinion polarisation, 
further complicating the landscape of digital information access. 

This research emphasises the importance of improving transparency, fairness, and diversity in 
search technologies to better serve the public good and meet the varied needs of users. As the digital 
search ecosystem continues to evolve it is crucial for stakeholders—policymakers, technology 
developers, and civil society—to collaborate in addressing these challenges. By doing so, they can 
safeguard democratic values and promote a more inclusive and informed public sphere. Hence, the 
findings from this study offer a preliminary look at the digital information landscape, encouraging 
further exploration and improvement. 
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Appendix  
 
Table 1  
Demographic pop-up 

Questions Possible answers 
Are you residing in the Netherlands? - Yes  

 
- No  

What is your sex? - Male  
- Female  

 

- Other  
- Rather not say 

What is your highest level of education? - No education 
- High school (VMBO, 

HAVO, VWO) 
- Middle professional 

education (MBO) 
 

- Higher professional 
education (HBO) 

- University 

Which political party do you prefer? - VVD 
- D66 
- PVV 
- CDA 
- SP 
- PvdA 
- Groenlinks 
- FVD 
- Partij voor de Dieren 
- ChristenUnie 

 

- Volt 
- JA21 
- SGP 
- DENK 
- 50PLUS 
- BBB 
- BIJ1 
- Other 
- Rather not say 

In which language do you perform search queries? 
(multiple answers possible) 

- Dutch 
- English 
- German 
- French  

 

- Spanish  
- Italian 
- Rather not say 

What is your postcode? * (only numbers) 
 

“xxxx”  

What is your age? - 16-24 
- 25-34 
- 35-44 
- 45-54 

 

- 55-64 
- 65-74 
- 75+ 
- Rather not say 

What is your personal annual net income? - Less than 10.000 euro 
- 10.000 to 20.000 euro 
- 20.001 to 30.000 euro 
- 30.001 to 40.000 euro 

 

- 40.001 to 50.000 euro 
- 50.001 to 100.000 euro 
- 100.001 or more 
- Rather not say 

What is your current employment situation? - Full-time employment 
- Part-time employment  
- Unemployed  
- Retired  

 

- Self-employed  
- Student  
- Rather not to say 

Which (social) media channels do you use for news 
and information? (multiple answers possible) 

- TV 
- The Newspaper 
- News websites 
- YouTube 
- Facebook 
- Instagram 

- LinkedIn 
- Twitter 
- Telegram 
- Reddit 
- Radio 
- Other 
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- WhatsApp 
 

- Rather not say 

On which browser do you mainly perform search 
queries? (Multiple answers possible) 

- Firefox 
- Chrome 
- Microsoft Edge  

 

- Opera 
- Safari 

On which search engine do you mainly perform 
search queries? (Multiple answers possible) 

- Google 
- DuckDuckGo 
- Bing 
- Yahoo  

- StartPage 
- Ecosia 
- Others 
- Rather not say 

 
Table 3  
Demographic: Gender 

 Man Women Other Unselected 
N  42 16 0 0 
Percentage  72.41 27.59 0 0 

 
Table 4 
Demographic: Age 

 16-24 25-34 35-44 45-54 55-64 65-74 75+ Unselected 
N  11 5 5 8 19 7 3 0 
Percentage  18.97 8.62 8.62 13.79 32.76 12.07 5.17 0 

 
Table 5 
Demographic: Resident  

 Yes   No  
N  57 1 
Percentage  98.28 1.72 

 
Table 6 
Demographic: Region  

 East North South West Unselected 
N  34 12 1 11 0 
Percentage  52.62 20.69 1.72 18.96 0 

 
Table 7 
Demographic: Education  

 No education High School MBO HBO University Unselected 
N  0 14 13 19 12 0 
Percentage  0 24.14 22.41 32.78 20.69 0 

 
Table 8 
Demographic: Employment  

 
Full-time 

employment 
Part-time 

employment Unemployed Self-
employed Student Retired Unselected 

N  19 9 3 5 11 11 0 
Percentage  32.76 15.52 5.17 8.62 18.97 18.97 0 
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Table 9 
Demographic: Income  

 <10000 10000-
20000 

20001-
30000 

30001-
40000 

40001-
50000 

50001-
100000 >10001 Unselected 

N  16 5 14 8 10 5 0 0 
Percentage  27.59 8.62 24.14 13.79 17.24 8.62 0 0 

 
Table 10 
Demographic: Political affiliation  

 VVD D66 PVV CDA SP PvdA Groenlinks FVD Partij voor 
de Dieren 

ChristenU
nie 

N  14 3 5 1 8 0 2 0 0 1 
Percentage  24.1 5.1 8.6 1.7 13.8 0 3.4 0 0 1.7 

 

 Volt JA21 SGP DENK 50PLUS BBB BIJ1 Others Rather not say 
N  3 0 4 0 0 0 0 0 12 
Percentage  5.2 0 6.9 0 0 0 0 0 20.7 

 
Table 11 
Demographic: Language  

 Dutch English German French  Spanish Italian  Unselected 
N  35 20 2 1 0 0 0 
Percentage  60.34 34.48 3.45 1.72 0 0 0 

 
Table 12 
Demographic: browser most used 

 Firefox Chrome Microsoft Edge Opera Safari 
N  8 47 3 0 0 
Percentage  13.79 81.03 5.17 0 0 

 
Table 13 
Demographic: search engine most used 

 Google DuckDuckGo Bing Yahoo StartPage Ecosia Others 
N  54 4 0 0 0 0 0 
Percentage  93.10 6.90 0 0 0 0 0 
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Figure 4 
Link Distribution for Immigration  
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Figure 5 
Link Distribution for Shelter Location 
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Figure 6 
Link Distribution for Asylum Seeker 

 
 


