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This paper combines two fields of study: conversational artificial intelli-
gence and visual processing techniques. Chatbots are software that uses
natural language understanding put in context to converse with users. Visual
Thinking Strategies (VTS) describes a methodology intended to improve
discussion and observation skills in novice art observers. This paper aims to
develop a conversation agent leveraging Large-Language Models (LLMs) and
VTS to gather insightful knowledge about user interpretation of an artwork
while retaining optimal satisfaction. This work extends pre-existing research
of audio commentary analysis during art viewing and adds to the existing
body of knowledge regarding VTS, communicative AI, and art appreciation
techniques.
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1 INTRODUCTION
With the introduction of Large-Language Models (LLMs), chatbots
have become much more common in many industries[17]. Service
provider websites utilize artificial assistance, leveraging the near-
constant availability, vast knowledge, and patience to help as many
users as possible. Despite this, there is an area that has not utilized
chatbots all that much, namely art exhibition establishments such
as museums and galleries. There are examples [27, 31] that focus
mainly on answering user inquiries, usually educational answers
with factual information about the piece.

A more engaging approach involves encouraging the user to care-
fully observe and express their thoughts. This methods allows view-
ers to engage with the art on a much deeper level fostering in-depth
understanding and appreciation for the artwork. Such engagement
helps form long term memories and knowledge of the piece [16].
To achieve this we propose using techniques that improve observa-
tion skills through a guided discussion. Specifically, we will aim to
develop a conversational agent designed to adapt Visual Thinking
Strategies (VTS). This agent will aim to improve the user’s ability
to form and express opinions by guiding them in observing and
discussing art.

2 PROBLEM STATEMENT
Constructing a clear and concise opinion on an art piece can be
difficult, as most people do not have the tools in the form of visual
literacy or the interest to take the time and really examine an artwork
[11]. To mitigate these issues, we will use Visual Thinking Strategies
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[33], due to the extensive knowledge and research showing positive
impact in visual and critical thinking skills. Despite this, there is a
lack of work striving to integrate it with technology, such as Large
Language Models (LLMs). The technology powering the recent
advancements in generative artificial intelligence, allowing for the
generation of naturally spoken language [20]. This paper will aim to
address this gap. To achieve this, we will incorporate these strategies
into a chatbot, whose goal is fostering a discussion and gathering
knowledge of user interpretations while viewing the art.

2.1 ResearchQuestion
The problem will be addressed by the following research question:

How can a conversation agent leveraging Visual Thinking Strategies
(VTS) be used into an art exhibition to increase observation and
opinion forming skills while retaining user satisfaction?

Note, that user satisfaction here refers to avoiding frustrating the
user to the point where they do not see a point in engaging with
the agent. We will attempt to answer the main question with the
following sub-questions:

• How can we translate practices from VTS to a custom chatbot
leveraging LLMs?

• Whatmethods can be employed tomake the agent’s responses
more focused and context aware through the conversation
so as to not deter from the user experience?

3 RELATED WORK
Materials were gathered from Scopus, IEEE, ACM, and Semantic
Scholar with the following search terms "visual thinking", "visual
thinking strategies", "visual thinking in the museum", VTS, and
VTM, to find papers regarding Visual Thinking Strategies and other
techniques utilized to improve art viewing. Separately, we looked for
papers with the keywords rasa, chatbot, artificial intelligence, ask,
question, knowledge, and extraction to look into chatbots and other
systems that attempted to make task-oriented chatbots. Additionally,
the tool Elicit [7] was used to search for materials on testing and
evaluation of chatbots, and tour guides. The inclusion criteria for
considering works were being sourced from a scientific database
and having a minimum of one citation, resulting in 22 works spread
into three categories relevant to this research.

3.1 Visual Thinking Strategies
Abigail Housen and Philip Yenawine collaborated over ten years
to create a methodology that improves visual observation skills,
namely Visual Thinking Strategies. In "Essentials of Teaching and
Integrating Visual and Media Literacy" a chapter on VTS [11] de-
scribes five aesthetic stages of visual literacy with most viewers
being in the bottom two stages. Stage 1 is limited to short basic
observations based only on personal experience. The second stage
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is where basic visual literacy is achieved. At this stage, viewers com-
pare aspects of the artwork to their perception, knowledge of the
world, and values. The result of acquiring better observation skills
[13] is more time spent observing the artwork and having more to
say when describing a piece. The book also claims that there are
benefits to a range of skills not confined to the field of art [5, 9, 30],
such as critical thinking, consistently backing claims with evidence,
and considering multiple interpretations. In stage 3 the history, time
frame, school, and other facets of art creation are considered. Stage
4 is where feelings and intuition enter, allowing the user to think
of the meaning and symbolism behind object and people featured
in the work. The final stage describes viewers who have spent a
long time appreciating art to the point where they develop a more
intimate connection to it, similar to that of an old friend. This stage
is unfortunately, not a feasible goal for this research and will not
be considered. To summarize, VTS is a method that allows for the
formation of more detailed and authentic opinions while also im-
proving other non-art-related skills, and this paper will be focusing
on the first four stages of it.

3.2 Conversational Agent
As for the chatbot, we will use the RASA conversational agent
software [3]. This framework allows for the creation of custom
assistants with specified goals. Multiple papers utilize RASA tomake
such assistants in fields ranging from tutoring [28] and medicine
[10] to finance [14]. There is also an example of a museum tour guide
[27].While most of these examples use RASA to answer user queries,
it can also serve for information gathering. Additionally, the API
used for response generation can function well on its own, as there
are examples showcasing its ability to go into different roles like a
support agent [32] and medical advisor [6, 26] successfully. Finally,
there is a paper [16] that outlined the importance of momentary
success for the accumulation of interest.

3.3 Testing Measurements
Regarding the formulation of testing measures, which aim to evalu-
ate the prototype’s effectiveness in enhancing user opinion forma-
tion, its ability to engage in natural conversation without causing
frustration, and its adaptation of VTS, I collected eleven papers. The
most influential among them was a work regarding the evaluation
of chatbots in healthcare [1].This study outlined and categorized
metrics that were used in over 60 other studies. Despite the fact that
my research differs in field from the healthcare study, both share
a goal-oriented approach aim to minimize user frustration while
interacting with an agent. Therefore, the metrics identified in the
healthcare study are relevant and applicable to my research as well.
Similarly, there was another study [4] that collected and analysed
evaluation methodologies of chatbots in different fields from 2016-
2020 to identify common trends. The metrics in that paper were
classified based on perspective, which narrowed down the criteria
for selecting relevant metrics to the current study. A different work
[18] surveyed artificial assistants with emphasis on fewer evaluation
metrics in greater detail of which relevant to this research are the
two automatic methods for measuring goal-oriented bots BLEU[23]
and ROUGE[15]. Moreover, a paper [19] on the topic of paraphrasing

Fig. 1. Study design

used an evaluation method for the appropriateness of its responses.
Furthermore, there was an article [29] that found users favor using
such assistants for answering FAQ questions. In addition, two works
reported on the performance of guides and their importance for the
enjoyment and memory persistence of tour participants. A paper
that investigated performance from the perspective of the viewer [2]
concluded a combination of professional, personal, and social skills
along with, personality are crucial to a guide’s success. Another
work outlined the importance of building a connection and rapport
with a guide to be an essential part of tour enjoyment [12]. Finally,
there were two articles [8, 28] that investigate the optimal number
of participants for controlled experiments and usability tests.

4 METHODS OF RESEARCH
This section presents the procedure in which this study was carried
out (see Figure 1). First, a literature review was conducted on three
topics VTS, chatbots in different roles, and evaluation of chatbots.
Then, a list of requirements (see Appendix 1) and a conversation
flow (Figure 2) were made. The requirements are based on research
of similar projects and the conversation flow went through multiple
iterations initially inspired by a chapter from the book Essentials of
Teaching and Integrating Visual and Media Literacy [11] and later
improved by a pilot test.

4.1 Conversation strategy
To answer the first sub-question, we outline four stages implemented
as the following rasa flows: Observation, Describe story, Describe
author technique, and Describe interpretation. For each section,
the chatbot will prompt the user with context-specific questions
with adherents to the three research-tested questions from the book
[11], for example: "What do you see?" for Observation and respond
appropriately with commendations and remarks. To see an example
of what the conversation might be like refer to Appendix 3. Note
that the example conversation is an ideal scenario where none of
the bugs or design flaws were triggered.

4.1.1 Stage 1: Observation. Most closely related to the first stage
of aesthetic development here, the agent will be asking general
questions about what is physically in the painting. An example
question for this stage would be, "What do you see in the artwork?".
This step aims to create a starting point, which the future stages
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Fig. 2. Conversation flow

can use to build upon. The bot uses a database to determine what
is in the artwork and prompts the user with an object if they are
struggling. Struggling is considered as the user asking for the agent’s
opinion or help in identifying objects. We move on to the next stage
after the conversation covers at least 50% of the known items. This
percentage was chosen for two reasons, the user might not want to
talk about all of the objects in the painting, and two the function that
detects said objects is not always accurate and would sometimes
overlook some items. Additionally, some paintings have very few
known items stored in the database, which makes it more reliant on
the detection function. The 50% coverage makes it easier to move on
to other stages and avoid the possibility of the conversation getting
stuck in a single stage.

4.1.2 Stage 2: Describe story. In stage two, the user will be prompted
to create a narrative for the art piece to make them look closer and
connect some of the observed objects from the previous stage. The
goal here is to encourage them to be more constructive towards the
piece by using their perception, as described in the second stage of
aesthetic development. A question from this stage would be "How
do you think <item> adds to the story in the painting?". Identical
to the previous stage, the agent will decide to transition once the
conversation has covered at least 50% of the known items in the
painting for the same reasons as discussed in section 4.1.1.

4.1.3 Stage 3: Describe author technique. Stage three explores the
techniques used to make the artwork, to educate the user, and to
make them think about the author’s intent. This block relates to

stage three of aesthetic development, which has much fewer mem-
bers, as it is harder to achieve due to the requirement of art knowl-
edge that most regular museum goers do not have. An example
question would be "What do you notice about the way the artist ap-
plied the paint in this artwork?". The agent will be more descriptive
here to prevent the user from feeling uncomfortable due to their
lack of knowledge by asking more focused questions, adding the
name of a known material or technique, and asking the user what
they think about it. Similarly to the last two sections, the bot will
have access to a list of genres and materials to help the user if they
are struggling and remember what is true regarding the artwork.
The definition of struggle here is the same as in stage 1. The trigger
to move on to the next stage is again covering over 50% of the genres
and materials for the same reason as discussed in section 4.1.1.

4.1.4 Stage 4: Describe interpretation. Here, the bot will ask the
user to describe their interpretation concerning symbolism and emo-
tions portrayed by the artwork. This step tries to adapt the fourth
stage of aesthetic development, which is even harder to reach as
it requires lots of practice in art viewing. Therefore, to allow less
experienced users to participate in the discussion, the bot may use
interpretations stored in a knowledge graph to assist the user. Here
is an example question "How does the portrayal of the man in the
painting as a king influence your overall interpretation of the art-
work?". Because interpreting art is highly subjective, the examples
will be taken from previous interactions with past viewers. As an
example consider "the expensive clothes and golden jar portray a
feeling of importance and grandeur". At the end of the discussion,
the bot will store the interpretation of the current viewer in the
knowledge graph by adding it to a property list called interpreta-
tions associated with a painting. The conversation moves on from
this stage once the user declares they have nothing else to say for
example by typing "I cannot think of any other interpretation".

4.1.5 Conversation repair. To ensure the conversation remains nat-
ural throughout the entire interaction, the block "ask about item"
serves to answer user queries regarding the artwork. That is done
through the rasa component FlowPolicy which supports out-of-
scope recognition and response, signifying to the user that they are
going off-topic and the conversational agent can not assist them,
for example by asking for the weather. The in-built rasa responses
were altered to lead to custom actions in the case of the ask about
item block and another was modified to stop the discussion after
confirming with the user. Finally, viewers are free to switch to a
different painting in any part of the discussion.

After going through all stages, the bot will summarize the conver-
sation and include the main takeaways about the painting. To do
so, the model considers the painting’s description and conversa-
tion history. This step aims to show the overall learning goals in a
digestible format to foster long-term recollection of the findings.

4.2 Conversation awareness and barriers
To ensure the agent remains focused and context aware three distinct
components were utilized: specific instructions, a relevant history
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log, and knowledge graph information. The three parts were used
in the prompt formation (see Appendix 2) of the API call.

4.2.1 Instructions. The instructions describe the role and competen-
cies of the assistant, the environment that the interaction happens
in and rules of the conversation based on stage and purpose. In the
process of constructing the rules the system makes a database call
to a knowledge graph which is addressed in section 4.2.3. From the
example the instruction section is defined by the initial 15 sentences.

4.2.2 Relevant history. The relevant history log takes all messages
from the rasa’s conversation history object and includes only the
entries of the user and assistant, that are relevant to the current
painting. This is done by going through all events in the conversation
history and taking only the ones from the assigning of the current
painting to choosing a new one. In the example the relevant history
is defined by the messages with roles assistant or user,

4.2.3 Knowledge graph information. The knowledge graph infor-
mation is either a short painting description or a list of known items
depending on the current conversation stage. The graph contains
information on over 2990 painting of which we use 4. Each painting
is saved as a node that has relationships with nodes in different cat-
egories Exhibition, Collection, Person, Item, Detail, Genre, Material,
Keyword, and Content. Note that not all paintings have connections
to nodes in each category. Additionally, each node has some proper-
ties attached to them, painting has a description for example. This
data allows the chatbot to keep track of what is in the painting and
prevent getting deceived by the user be it on purpose or by accident.
Objects are stored and extracted from the knowledge graph based
on the stage and active painting. For example the prompt for the
observation/describe story stage shown in Appendix 2 uses nodes
with the Item and Content roles. The describe author technique ex-
tracts the Genre and Materials nodes and the describe interpretation
considers only the interpretation property assigned to the painting.
Finally, the summary stage collects only the description associated
with each painting.

4.3 Process
We used rasa flows to implement the design mentioned above. Start-
ing with an introductory flow that greets the user, followed by one
that handles painting selection, and then we have the blocks that
implement VTS as described above, the summary part, and finally
next painting, responsible for clearing saved information to prepare
for the next round of discussion. Additionally, there’s the ’ask about
item’ feature to address cases where users inquire about specific
elements in the painting. There’s also the ’switch painting’ func-
tionality, which allows for changing the artwork mid-discussion.
Note that such changes restart the discussion from the initial topic,
i.e., observation.

In the next step, we used the OpenAI’s [22] LLM model to generate
responses for each stage. This is done by sending a prompt to the
OpenAI API. The prompt consists of a list of messages, the first
being the instruction mentioned in section 4.2.3 with the role sys-
tem. Followed by the relevant history of the conversation, with all

messages having the role of either user or assistant. For an example
please refer to Appendix 2, which shows the instructions prompt
for the observation and describe story stage.

To ensure the model is aware of what is in the painting when con-
structing the prompt, we utilized a Neo4j [21] knowledge graph.
We used 4 paintings from that knowledge graph, King Caspar, Head
of a Boy in a Turban, Diego Bemba, and Pedro Sunda. Those four
paintings were chosen based on the availability of information in
the knowledge graph. Multiple stages make database calls for keep-
ing track of conversation coverage of known objects, and deciding
when to transition to the next step. The call asks for Item, Content,
Material, and Genre nodes in relation to a painting or its description
property depending on the stage.

Afterward, we implemented the functions that take care of conver-
sation repair. To address the user having issues noticing or defining
relevant items in the painting, we made a function that gives an-
swers to queries based on user input and information from the
knowledge base. Next, to allow the user to change the painting they
are depicting we made a function that changes the active painting
and restarts the discussion from the first topic. Finally, to prevent
the conversation from deviating from its goal we overwrote a rasa
functionality that takes care of unrelated chat messages and make
it encourage the user to talk about the artwork.

For the evaluation of the prototype, we conducted a small pilot
test consisting of two participants to identify major issues in the
system. The participants pretended to be visitors of a virtual gallery.
Afterward, an actual round of testing was planned to begin, which
we will talk about in the Measurements section, but will not conduct
due to time constraints.

Finally, we used all the previous steps to discuss and hypothesize for
the implications and future of the project. Based on this discussion
a conclusion was be drawn.

5 IMPLEMENTATION

5.1 Overview
The prototype was implemented using rasa pro/plus 3.8.0b1.dev3,
OpenAI’s gpt-3.5 turbo model and a Neo4j knowledge graph. On the
rasa side, the system ended up with the default DIETClassifier [24]
to understand and classify user input, while the overall conversation
structure was made with the FlowPolicy and LLMCommandGener-
ator components. Each stage sends some instructions, the relevant
conversation history, and information from the knowledge graph to
the API to generate a response. The knowledge graph runs locally
via the Neo4j Desktop application. Communication between the bot,
API, and database works through custom rasa actions in Python. To
detect if a known object was mentioned in the conversation, the
word embedding model spaCy was used, alongside scipy for dis-
tance calculation, by representing words as vectors, calculating the
distance between them and accepting only those within a certain
threshold in this case we use cosine distance with a threshold of 0,6.
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Fig. 3. System Overview

For the full code refer to Appendix 5.

5.2 Front-end
To conduct user testing in the future, a simple user interface(UI)
was made (see Figure 4) using the flask framework [25]. It consists
of a chat box, an image container, and three buttons. The image
container presents the image based on the current painting. The
buttons are Send to send a message alternatively, the user can press
Enter, Reset to restart the rasa chatbot and clear the chat box and
image, and Log to generate a conversation log in JSON for further
analysis.

5.3 Back-end
The rasa server component is the main driver of the conversation,
responsible for identifying user intents and determining future ac-
tions. Some of the said actions are executed by this component, for
example choosing a response from a list, assigning slots, etc. For
more complex functionality like API and database calls, we need
custom actions written in Python. Those are executed by the rasa
action server, which handles the communication between the API
and the database.

5.4 Bugs and Errors
The implementation has some issues one of which is the inability
to handle multiple messages from the user at a time. Occasion-
ally, the component responsible for deciding the next step in the
conversation may flag some input incorrectly and give an inappro-
priate response. Finally, the function responsible for detecting which
known objects have been discussed in the conversation so far, may
miss some items or flag them as covered prematurely.

6 MEASUREMENTS
This section describes the testing metrics for evaluation. Note that
this paper will not be conducting testing on these measurements.
After performing a literature review on papers describing chatbot
evaluation metrics [1, 4, 18, 29] and tour guide performance assess-
ment [2, 12] three metrics were extracted: task completion, user

Fig. 4. Chat UI

satisfaction, and appropriateness of responses.

To begin with, we have task completion to gauge how well the agent
manages to improve user opinion forming and observation. User
satisfaction refers to the degree to which users enjoyed using the
service, with an emphasis on usability and learnability [2, 12] of the
artificial guide. This metric, along with the previous one, directly
relates to the main research question. Finally, appropriateness will
gauge how well the bot responses fit in the conversation concern-
ing VTS principles, relating directly to the first sub-question. This
metric will incorporate the chatbots ability to keep the conversation
focused on accomplishing the goal and take into account contextual
data to detect when the user is giving incorrect information. These
aspects will help address the second sub-question.

Task completion could be measured by conducting a controlled
experiment with two groups, each with 10-20 testers [28]. The ex-
perimental group would describe four artworks while using the pro-
totype, and the control group would use an agent only instructed
to make the user describe the painting. The resulting conversa-
tion logs will then have to be transcribed and analyzed by experts
to see if implementing VTS made any significant improvement in
opinion forming. The analysis will consider metrics such as user
character count, argument backing by providing evidence, and how
many objects in the painting were discussed [11]. To address user
satisfaction, a usability test could be conducted with 10-20 partici-
pants [8] focused on the UI and chatbot. After said experiment the
participants will be interviewed with questionnaire containing 10
questions using the System Usability Scale (SUS). Appropriateness
could be evaluated using a combination of analysis of conversa-
tion logs after conducting the controlled experiment mentioned
above [1] and automated testing methods [4] such as BLEU[23] and
ROUGE[15]. For the analysis we could measure the system accu-
racy [19] defined as the number of responses that are appropriate
over the number of all responses. The responses would be classi-
fied manually based on context awareness, defined by the ability to
responded to inputs regarding an object or person in or not in the
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painting, dialogue handling, describing competence in responding
to the user’s requests for assistance or preventing attempts to go
off topic, and adherence to the VTS stages outlined in the methods
of research section.

7 DISCUSSION
Expressing your opinion in the presence of others can often be a
daunting task for people, especially if it is on a subject they are not
familiar with. Resulting in a lack of observation of details and a
shallow understanding of the art, as these aspects often need time
to develop. Although a good guide can make the process much eas-
ier, that solution is not a good fit for a virtual gallery application
that is always available. Considering the recent advancements in
the AI sphere and the insight gained from the literature review, a
conversational agent is a good option to explore.

After researching VTS we determined four parts and adapted them
into a conversation flow: Observation, Describe story, Describe au-
thor technique, and Describe interpretation. Each stage identifies
core aspects of an artwork that require careful observation of ob-
jects, persons, motives, portrayed feelings, and art techniques from
the viewer to encourage visual learning on a higher level. Alongside
that design, we used ten requirements to implement a prototype,
of which eight were realized. The ones that were not are quality
requirements two and seven, due to time constraints and design
changes during development. The goal was to foster a discussion
with the user while retaining optimal satisfaction. Due to limited
time, no large-scale testing was done, however, evaluation metrics
alongside testing methods were outlined based on previous research
done on similar systems in section 6.

This study aimed to investigate how new technologies like LLMs
and personal assistants could be implemented into the art museum
space in the role of a tour guide. The novelty in this research comes
from trying to incorporate practices used to improve visual learning,
namely Visual Thinking Strategies into such systems. Without fur-
ther testing of the prototype, we can not discern whether or not the
implementation manages to accomplish this task. During the pilot
test the participants did discuss some of the objects in the painting,
however, due to bugs and flaws in the design the experience did not
provide insight regarding their knowledge of the painting, or abili-
ties to describe it. Based on this, the design and current functionality
of the system we can hypothesize on future implications. In the case
that the prototype performs well, it will provide a novel interaction
between the user and the exhibits displayed in the virtual gallery.
This could increase the satisfaction gained from the experience, and
potentially foster an interest in art in general [16] if they did not
previously have it. It could also provide the gallery with insight into
how their paintings are interpreted by users, which could help in
forming the layout of exhibitions by allowing interpretations with
similar themes to be organized together for example.

7.1 Challenges
During the design and development of the prototype, there were
several problems and difficulties, which will be addressed in this

section. Initially, the conversation flow was implemented using
rasa stories and rules. However, due to restrictions in functional-
ity, such as lack of branching and looping, flows were employed
instead. This approach was not without its issues, key of which
was reliably identifying when to trigger the conversation repair
functions. For some inputs, such as "I don’t know, what do you
think" rasa would incorrectly consider a request for help as an at-
tempt to start chatting and tell the user to focus on the painting
instead. To remedy this issue ability to answer queries was given by
overwriting the in-built function responsible for this behavior. This
action helped to reduce the rate at which this issue occurs but did
not remove it entirely. Similarly, response generation was planned
to be based on triggers in the user’s input. From early on, the in-
teraction seemed very artificial, and identifying key triggers was
difficult since how art is described will vary from person to person.
For those reasons, a pre-trained model was used instead. Another
challenge was implementing a known object detection function.
At first, a string-matching method was employed. However, that
approach was too imprecise and would miss objects if the user did
not use words that were close to the examples given. To remedy this
word-embedding solution was implemented, which worked better,
but could still overlook some words and phrases due to the limi-
tation of descriptions in the knowledge graph. Regarding testing,
conducting a proper user study as described in the measurements
section would have been ideal, but after taking into account the
time needed and discussing it with my supervisors, it was decided
that was not feasible. Multiple flaws were identified as a part of the
early pilot test. One design flaw was overlooking the possibility of
the user asking a question concerning the art piece due to the initial
design of the conversation flow being overly concerned with giving
curated questions rather than straight answers. Next, one of the
testers wanted to change to a different painting in the middle of the
discussion, resulting in the prototype starting a new discussion with
the wrong image displayed and giving incorrect information. Finally,
the same tester attempted to end the discussion early, which was
not possible, and the conversational agent continued trying to ask
questions. All of the above made conversing with the agent unnatu-
ral and machine-like, which was directly against the system’s goals
and had to be changed. Implementing a solution for each of these
problems involved researching rasa patterns that allow for actions
to trigger during normal flow execution. Patterns were challenging
to work with because of their limitation in linking to other flows
after execution, meaning they always return to the flow that the
conversation was in before the pattern was triggered.

8 LIMITATIONS AND FUTURE WORK
This section describes aspects the paper failed to cover during re-
search. The following subsections address prototype shortcomings,
design flaws, improvements, and future work.

8.1 User testing
Due to insufficient time to conduct a proper user study, there was
no large-scale testing of the current prototype. There is a plan in
the measurements section describing a potential testing strategy.
The next step for this project would be to carry out a study on the
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impact of the prototype on user opinion forming, in addition to
conducting an experiment for user satisfaction.

8.2 Linear design
The design describes a five-stage linear system with the same topics
being discussed in the same order for each painting. This pattern is
not ideal because the user may begin to see a pattern and become
disinterested in the conversation or worse, wish to discuss an as-
pect of the painting that falls under a different stage. Therefore, in
the future, a good point of improvement would be to make each
stage link to every other and allow the user to move between them
whenever they want.

8.3 LLM intent classification
Initially, we attempted to use the experimental rasa component
LLMIntentClassifier for the intent classification and entity gathering.
Unfortunately, the results were worse than using the base rasa
DIETClassifier, so we chose to use it instead. In the future, utilizing
this element properly could introduce an improvement in accuracy
and robustness.

8.4 Lack of painting data
Currently, the knowledge graph contains information mainly about
the creation and history of the art pieces and less about what is in
them or how they were made. That is an issue since the agent uses
that information to prompt the user when they are struggling and to
keep them on track in case they decide to talk about another painting
or describe things that are not in the current one. Additionally, the
current means to detect known objects in the conversation does
support some variation but can still overlook certain words and
phrases. A good subsequent goal would be to provide more data
to the knowledge graph as it allows the model to consider more
entities when constructing guidance prompts andmakes recognition
of known objects more reliable.

8.5 AI model
As of writing, the system uses the gpt-3.5-turbo model by OpenAI
that already has an improved version at the time of writing. Hence,
for future iterations of the prototype or further research, better per-
formance could be achieved by using a more advanced or specialized
AI model.

8.6 Integration
Owing to limited time and not being within the scope of the research
question, the prototype was not integrated into a virtual gallery
exhibition. Communication is entirely text-based, which somewhat
takes away from the verbal nature of VTS discussions. A logical
next step would be to incorporate the system into an actual art
environment and develop means through which it can communicate
(voice recognition, text-to-speech).

9 CONCLUSION
In conclusion, this research paper has attempted to utilize novel
technologies such as LLMs and conversational agents in combina-
tion with Visual Thinking Strategies to develop a prototype chat

system. While there is an absence of proper testing, we proposed
a clear plan and metrics for evaluation. In addition, we outlined
the limitations and improvements for the future of the project. The
most important part being executing the testing plan to evaluate
the effectiveness and potential impact of the solution.
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11 APPENDIXES

11.1 Appendix 1: Requirements
Technical requirements:

(1) The chatbot must be built in RASA.
(2) The chatbot must utilize an LLM in either NLU (Natural Lan-

guage Understanding) or NLG (Natural Language Generation)
to improve the experience.

(3) The chatbot must store and extract data from/into a Neo4j
knowledge graph.

Quality requirements:
(1) The chatbot must foster interactive discussions about art-

works by asking open-ended questions to encourage obser-
vation and interpretation, following VTS principles.

(2) The chatbot must collect user interaction data to gain insights
on user preferences.

(3) The chatbot must give short, clear and concise prompts to
the user.

(4) The chatbot should be aware and intelligent enough to avoid
feeling like a questionnaire.

(5) The chatbot should adapt its guidance strategy based on user
preferences and past interactions.

(6) If the user is reluctant or having difficulties answering the
chatbot must assist them without taking over the conversa-
tion.

(7) The chatbot should provide educational content about the
artworks, artists, and history, by presenting context and back-
ground information while the user is talking about an art
piece.

11.2 Appendix 2: Observation/Describe story prompt
[’role’: ’system’, ’content’: ’You are a tour guide trained in Visual
Thinking Strategies (VTS). You are chatting with a single user who
is interested in learning more about the artwork King Caspar.Do
not describe the artwork, ask open-ended questions to guide the
user through it.If it is the beginning of the conversation, ask "What
do you see?". Comment on and commend their observations. You
can give only one description and one question per response. Keep
responses short if possible. If the user wants to talk about a specific
item ask a question about it. Ensure all of your responses transition
smoothly with the latest message in the conversation. Always finish
with a question. If the user tries to talk about another painting ,
gently guide them back to King Caspar. You want to do this in 4
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stages. The current stage is observation. Vary the beginnings of
your responses. Do not say the stage. Here is a list of items with
descriptions of what is in the painting: Object: expensive clothes
Description: No description available Object: Caspar, Balthaser De-
scription: an african, one of the three magi who came to worship the
Christ child Object: jar of incense Description: gift from Heerschop
Object: man’s face Description: looking proudly and self-confidently
If the user mentions an item without describing it, prompt them
to describe it. Do not use the description of items when forming a
question about them. Do not talk or make up items that are not in
the list. If the user begins describing objects not in the above list
prompt them with one of them.’, ’role’: ’assistant’, ’content’: "Let’s
get started.", ’role’: ’assistant’, ’content’: ’What do you see in the
painting?’, ’role’: ’user’, ’content’: ’I see a man’]

11.3 Appendix 3: Example conversation
"user-message": "hello"
"bot-message": "Hello!"
"bot-message": "Which painting would you like to see?" "King

Caspar" "Head of a Boy in a Turban" "Diego Bemba, a Servant of
Don Miguel de Castro" "Pedro Sunda, a Servant of Don Miguel de
Castro"
"user-message": "King Caspar"

start with observation

"bot-message": "Ok, Let’s start."
"bot-message": "What do you see?"
"user-message": "i see a man"
"bot-message": "Can you describe the man in the painting?"
"user-message": "well he is wearing some pretty expensive looking

clothes"
"bot-message": "What do you think the man’s clothes say about

him?"
"user-message": "that he is wealthy"
"bot-message": "What else stands out to you about the man in the

painting?"
"user-message": "he is holding a golden jar"

transition to describe story

"bot-message": "What do you think the man might do with the
golden jar?"

"user-message": "i think he is trying to show the jar is important"
"bot-message": "That’s an interesting observation! Why do you

think the man is trying to show the importance of the golden jar in
the painting?"

"user-message": "maybe it has some sort significance to the man
in the painting"

transition to author technique

"bot-message": "That’s a great interpretation! What do you think
the artist’s technique is in highlighting the importance of the golden
jar in this portrait?"

"user-message": "well it is in the middle and held by the person
portrayed in it"

"bot-message": "That’s a keen observation! The artist’s technique
of placing the golden jar in the center and having the man hold it
does draw attention to its significance. What emotions or thoughts
does this technique evoke in you?"

"user-message": "i dont know what is your opinion"
"bot-message": "I think the artist’s technique of placing the golden

jar in the center and having the man hold it effectively highlights
its importance in the painting. It adds to the sense of wealth and
significance surrounding the man."
"bot-message": "How do you think the artist’s technique of em-

phasizing the golden jar influences your perception of the man in
the portrait?"

"user-message": "well he looks confident and dignified to me but
in general not because of the jar"
"bot-message": "That’s an interesting perspective! How do you

think the man’s confidence and dignity are conveyed in the painting,
aside from his interaction with the golden jar?"

transition to describe interpretation

"user-message": "well his expression looks calm and collected
which gives me a sense of confidence from him"

"bot-message": "That’s a perceptive observation! How does the
man’s calm and collected expression add to your understanding of
his character in the painting?"

"user-message": "i think it is very fitting for a king"
"bot-message": "Absolutely! The calm and collected expression

does convey a sense of regal bearing and authority, befitting a king.
How does the portrayal of theman in the painting as a king influence
your overall interpretation of the artwork?"

"user-message": "I cannot think of any other interpretation"

transition to summary

"bot-message": "That’s completely fine! The portrayal of the man
in the painting as a king exudes power, wealth, and importance,
which are central themes in the artwork."

"bot-message": "Ok let’s look at some other paintings."
"bot-message": "Which painting would you like to see?" "King

Caspar", "Head of a Boy in a Turban", "Diego Bemba, a Servant of
Don Miguel de Castro", "Pedro Sunda, a Servant of Don Miguel de
Castro"

11.4 Appendix 4: Tools
During the preparation of this work the author(s) used Grammarly
free version, Elicit and ChatGPT in order to edit and improve the flow
and grammar of the paper; find research papers; get ideas and coding
examples. After using this tools/services, the author(s) reviewed
and edited the content as needed and take(s) full responsibility for
the content of the work.

11.5 Appendix 5: Github
https://github.com/DanielUniTwente/ResearchProject
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