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Detecting driver behavior is crucial for enhancing road safety and develop-
ing intelligent transportation systems. Over 70% of accidents are attributed
to human behavior, underscoring its significance in this field. This results in
the need to understand human driving behavior to reduce this percentage.
Computer vision is used to understand This research assesses the perfor-
mance of ST-Gait++ model, originally designed to predict human emotion
based on body position, for detecting driver behavior. The AIDE dataset
is used and multiple models are trained, with various training inputs and
configurations. Most of the trained models always predicted the same label,
except for one that had greater accuracy and predicted two labels out of 3,
instead of one.

1 INTRODUCTION

1.1 Motivation
Over 70% of accidents are attributed to human behavior, underscor-
ing its significance in this field [1, 6]. Around 20,400 people were
killed in road crashes in the EU last year. Although there are im-
provements in regulations, the numbers are still high and alarming.
A vehicle equipped with a driver behavior detection system can

notify the driver to concentrate on driving based on the system’s
detection of distracted behavior. It can be also used to assist with
semi-autonomous driving systems [23].

1.2 Aim
This research aims to develop a driver behavior recognition system
using a human body graph representation and a model based on
graph convolutional neural networks called ST-Gait++ [11]. This
system aims to accurately analyze and classify driver behaviors
such as normal driving, looking around, using the phone, talking,
or dozing off based on the patterns within a graph representation of
the human body. By using graph-based modeling such as ST-GCN
[21], the research aims to make the effectiveness and robustness of
driver behavior detection systems better, contributing to improved
road safety and accident prevention.

1.3 State of the art
Several works were done previously regarding driver behavior de-
tection using different techniques [2, 3, 15, 17, 20]. Although some
of them have great results [2], the driver behaviors, such as Normal
Driving or Using the phone, are somehow limited, detecting fewer
activities than a driver would normally do. Other papers have better
results compared to the state-of-the-art methods and use graph
neural networks but the datasets that were used have flaws, for
example, all the driving conditions are induced [17].
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1.4 Research question
How to train and adapt the ST-Gait++ for driver behavior detection?
This question can be divided into two further sub-questions.

1.4.1 Training. For the ST-Gait++ to predict driver behavior such
as Normal Driving, Looking Around, or using the phone training
using different inputs is required. Finding the right input is no easy
task and the first part of the research question focuses on: What
data should be provided to ST-Gait++ to perform well on driver
behavior recognition such as Normal Driving, Looking around, or
using the phone?

1.4.2 Adapting. Once the data that works well is found, further
improvement can be done to the model, by changing some of its pa-
rameters to get the best accuracy, this leads to the next sub-research
question: What parameters and to which values should be changed
to improve the accuracy of the ST-Gait++ for the task of driver
behavior recognition such as Normal Driving, Looking around, or
using the phone?

In the next sections, we will talk more in detail about the method-
ology used 3, the setup used for the experiments 4, and the results
that we got after the model training 5. At the end, there will be a
discussion section 5 and conclusions regarding the research 6.

2 SCIENTIFIC BACKGROUND
Computer vision. As a result of a large number of accidents, 1.35

million a year [14] Driver Monitoring Systems (DMS) were created.
Currently, vision is the most effective and best source for gathering
information [16], making possible the rapid development of DMS
[8]. There are several commercial DMS that are based on measures
from the car, such as steering [8], as well as scientific papers that
use computer vision DMS [2, 13, 15].

Body language. Some researches successfully used deep learn-
ing and computer vision to encode body language for recognizing
human emotions, suggesting that body expressions are a vital com-
ponent in creating affect-aware technology [10, 19]. A common lim-
itation in practical applications of body language and other affective
features, such as facial expressions, gaze, gestures, and physiological
indicators like heart rate and respiratory rate is that they require
the user to be facing a camera, ensuring that these affective sources
(e.g., face, eyes, arms) are continuously visible. A solution to this
problem is to use the human pose as input for behavior detection,
as it can be visible at all times.

ST-Gait++. Advances on Graph Convolutional Networks, espe-
cially the proposal of the ST-GCNs by Yan et al. [21] allowed for a
very robust way to learn the spatiotemporal relationship. Based on
that, ST-Gait++ was developed. ST-Gait++ is a skeletal trajectory
classification model with graph convolutional networks originally
used to predict human emotions, achieving great accuracy.
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Fig. 1. Experimental setup pipeline

AIDE. AIDE captures rich information inside and outside the
vehicle from several drivers in realistic driving conditions. It has
three significant characteristics: multi-view (four distinct cameras
used to capture inside and outside information), multi-task (different
annotations such as emotion or driver behavior), and multi-modal
(contains face, body, posture, and gesture information) as well as all
the non-induced driving environment [22].

2.1 Related work
Several works have been done previously to detect driver behavior
detection. This research [7] uses guidance sensors and gyroscopes to
train models using the SVMmachine learning approach. Using good
sensors is expensive and are used and the attachment of sensors
may cause discomfort [4], as well as might be inaccurate in certain
conditions, such as line detection sensors on badly marked roads.
This paper [24] proposed a Temporal Convolutional Network and
four datasets were used to evaluate the proposed model, having a
better accuracy than the state of the art by 2.24%. Another work
[5] has achieved an accuracy of 94.7% for two-way recognition and
96% for three-way recognition using a deep learning architecture
"DriverRep". One of the latest researches [2] focuses on multiple
labels and achieves a 95% accuracy with 5 labels using a CNN-based
model. This work [18] focuses on detecting fatigue based on vehicle
speed, driver position, and lane position. All these works are either
based on sensors, that might be expensive and hard to mount, use
induced and limited datasets, or use a maximum of 5 labels.

3 METHODOLOGY

3.1 Methodology Idea
Based on the proven success of ST-Gait++ in human emotion recog-
nition, we propose to adapt and train several models to evaluate its
effectiveness in driver behavior recognition. The primary dataset
utilized will be AIDE [22], chosen for its multimodal, non-induced
nature and presence of emotion and driver behavior labels. We
will experiment with models using both 2D and 3D coordinates.
To annotate the AIDE videos, which initially contain only 2D key
points, we will use AlphaPose [9] to generate 3D key points. Multi-
ple models will be trained using these 3D coordinates. Additionally,
to enhance the dataset’s volume and diversity, we will incorporate
video samples from the Drive and Act dataset [12]. The main evalu-
ation metrics will include accuracy and confusion matrices.

Given a video 𝑉 ∈ R𝑁 ∗𝐻∗𝑊 ∗3 with 𝑁 frames, height 𝐻 and
width𝑊 , and a set of driver behaviors 𝐾 or driver emotions 𝐸, our
task is to classify the perceived driver behavior or emotion of a
person present in such video by extracting features related to body
language and joint position. We first extract a set of 2D or 3D key
points 𝑃 ∈ R16∗3 or 𝑃 ∈ R16∗2, in which 𝑘1, 𝑘2, ..., 𝑘16 and each 𝑘𝑖
represents the location of a body joint in space related to the person
in the video.

Skeletal trajectory extraction. The human body can be represented
as a graph. Each body joint, such as the left elbow or nose can be
considered nodes and the bones that connect these body parts can be
considered edges. The ST-Gait++ receives as an input these graphs,
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which are further processed using GCNs. At a given timestamp 𝑡 , we
extract the skeleton of the person visible in the scene and represent
it as a graph: 𝐺 = (𝑉 , 𝐸), where 𝑉 are the joints and 𝐸 the edges
and 𝑁 = |𝑉 |.

Body Graph representation classification. This graph is further
used as an input for the ST-Gait++ model. The input has the shape
of |𝑉 | ∗ 𝑁 ∗ (𝐾 ∗ 2) for 2D inputs and |𝑉 | ∗ 𝑁 ∗ (𝐾 ∗ 3) for 3D
inputs. ST-Gait++ consists of 3 ST-GCN++ blocks with 32, 64, and 64
kernels each, followed by an average pooling, a 2D 1x1 convolution
layer, and a softmax layer for the 7 driver behaviors recognition or
5 driver emotions.

Model input. As previously mentioned, having 𝐶 as the number
of coordinates, the model receives as input the videos in the form of
a matrix with the following size |𝑉 | ∗ 𝑁 ∗ (𝐾 ∗𝐶). This input is fed
to the model as a .h5 file containing multiple h5 datasets with this
input, each having a specific key value. Each video V is a separate
h5 dataset of the form 𝑁 ∗ (𝐾 ∗𝐶). The labels are stored in a separate
h5 file that contains a number representing the label and has the
same key as the features h5 file. To assess the performance of the
model and find an input that would have a good accuracy multiple
input files were created, with different combinations of X, Y, and Z
coordinates, different numbers of labels, and different sizes of input,
which are represented in the table below.

4 EXPERIMENTAL SETUP

4.1 Dataset
We used the AIDE [22] dataset to run the experiments. The dataset
contains 2898 data samples with 521.64K frames. Each sample con-
sists of 3-second video clips from four views, where the durations
share a specific label from each perception task. There are 45 an-
notated frames in each video, all the frames having the same la-
bel. This dataset has a similar distribution of labels 4 as the pre-
viously used dataset to train the ST-Gait++. An experiment also
includes data from the Drive and Act dataset [12]. The labels from
the dataset are transformed, such that they are the same AIDE ones.
Sitting still is transformed into normal driving, looking or moving
around is transformed into looking around and talking on phone
and interacting with phone is transformed into making phone. The
train/validation/test split is of 7:2:1.
The AIDE dataset contains already extracted 2D skeleton key

points and has multiple labels, for emotion, driver behavior, vehicle
condition, and traffic context labels. The ones used by us are mainly
the driving behavior labels: Normal Driving, Looking Around, Mak-
ing phone, Body Movement, Talking, Smoking, Dozing off, and the
emotion labels: peace, anxiety, weariness, happiness, and anger.
Each sample is shaped 𝑇 ∗ 𝑉 with 𝑇 being the number of times
stamps and 𝑉 being the number of coordinates. In our case, it’s 48
or 32, 16 joints, each having 2 or 3 coordinates. The joints that are
used are the ones from the upper body, which can be seen by the
camera inside the car: nose, left eye, right eye, left ear, right ear, left
shoulder, left elbow, right elbow, left wrist, left hip, right hip, head,
neck and hip. A visualization of the joints in 3D can be seen in 2 as
well as a visualization of the 2D key points in 3. To obtain the 3D
key points from the AIDE images AlphaPose was used [9].

Fig. 2. Example 3D Representation of key-points from the same video, with
very similar image

Fig. 3. Example 2D Representation of key-points

Fig. 4. Distribution of labels in dataset

4.2 Validation metrics
Accuracy metric is used, being used in previous ST-Gait++ research
and being one of the most reliable and popular choices. To be sure
that not the same labels are always given confusion matrix is used
as well.

4.3 Implementation details
Environment. Python 10 is used in combination with multiple

Ubuntu WSLs and Conda environments. This is necessary because
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each of the used Python libraries has different dependencies, not
only Python dependencies but also operating-system-specific de-
pendencies. Everything was run on a machine with an AMD Ryzen
7 5800H processor and Nvidia GeForce RTX 3070 graphics card.

Data processing. AIDE data is structured in several JSON files,
each file representing a video, and containing all the frame informa-
tion, such as coordinates and labels. Each video has a single label
for each category (behavior or emotion, for example). These coor-
dinates and labels are transformed into h5 files. The AIDE dataset
contains only 2D coordinates, while, initially the ST-Gait++ is set
up for 3D keypoints. Because of that, the AIDE dataset needed to be
re-annotated with 3D key points. This was done using AlphaPose
[9]. Multiple models are trained, using the inputs mentioned in the
previous paragraph. Before training the data was visualized as can
be seen in 3 and 2. Only the required joints, the ones from the upper
body are selected and, for each frame for a video a 𝑁 ∗ (𝐾 ∗𝐶) matrix
is created, and for each frame an array of size 𝐾 ∗𝐶 is created. The
format of the input is then compared to the original input used for
ST-Gait++, in other successful research, using an h5 file visualizer
and everything was similar. Furthermore, the data was re-plotted
again from the h5 file and compared with the coordinates before
writing them to the h5 file and it was the same. The same procedure
was done with the labels.

In order to further enhance the data, another dataset, called Drive
and Act [12] was used in combination with the AIDE dataset. The
labels from the dataset are transformed, such that they are the same
AIDE ones. Sitting still is transformed into normal driving, looking
or moving around is transformed into looking around and talking
on phone and interacting with phone is transformed into making
phone. From these features and labels, new h5 files are created that
are used as input for the model.

Model setup. The parameters for the model are present in the
table 2. The setup was tested with the original input of ST-Gait++
and had nearly the same accuracy as claimed by the authors of
approximately 87%. The original setup requires only 3D key points,
that’s why the X, Y, and confidence inputs were used initially. The
model was afterward adapted for 2D key points, by changing some
hardcorded values. For each of the inputs from 1, a model was
trained and it’s performance was assessed.

5 RESULTS AND DISCUSSION
The most important inputs and trained models can be seen in the
table 1. Besides these multiple other models with slightly different
inputs were tested, but were not included in the results due to
loss best epoch files. The results are compared with the random
probability of selecting the correct label out of 7 labels, which is
14.28%. Most of the trained models perform better than 40%. The
high accuracy is due to the model always predicting the same label,
this is confirmed by the confusion matrix 6. On the last day, a model
was trained using only 3 labels for driver behavior: Normal Driving,
Looking Around, and Making phone it resulted in an accuracy of
76.89%with two labels out of 3 being predicted. This model predicted
correctly only two labels: Normal Driving and Using Phone, Looking
around was not predicted correctly even once 5. The data was taken

from both AIDE and Drive And Act. Another model with only 2
labels was planned to be tested, but there was not enough time. The
possible reasons for these results are discussed below:

• Error in data processing. Although it was thoroughly checked,
there could still be an error in the process of transforming
the dataset into the model input

• Model configuration. The model parameters were left un-
touched, meaning that changing the parameters might have
a good result.

• Imbalance in the dataset. Even though the AIDE dataset has
a similar label distribution as the originally used dataset for
training ST-Gait++, it might still be too imbalanced.

• Wrong annotation of the 3D key points. Visualization of the
3D annotations shows differences in key point’s coordinates
for very similar images, meaning that the coordinates might
not be accurate and thus confusing the model.

• Not enough data was given to the model. The original ST-
Gait++ training had a total of 466.000 frames and an input size
of 2177 samples ∗240 frames ∗48 coordinates = 25.079.040
parameters. The AIDE dataset has a total of 130.000 frames
and 2892 samples ∗45 frames ∗48 coordinates = 6.246.720
parameters.

5.1 Veryfing the pipeline
In order to test out what exactly was wrong a test was done to see if
the pipeline, or at least some parts of it are correct. Previous research
using ST-Gait++ [11] achieved high accuracy for human emotion
recognition. Having a correct input for the model, we can transform
it to the format in which the AIDE dataset [22] is given and run it
through the pipeline to get the h5 file. If the files are identical, the
model would give a similar accuracy as the initial model of 82.41%.
This was done and the results were that the model had the same
accuracy as previously. The only thing that was changed is the lack
of points extraction, as the original dataset input already had 16
joints, and selecting the right joints from them is redundant. Also,
visualization using an h5 file visualizer and heatmap for each dataset
was used to compare them and the randomly selected samples were
all the same.

5.2 Veryfing imbalance in the dataset
Even though the predominant label of "Normal Driving" has a high
percentage of approximately 40%, in the original dataset the per-
centage of the predominant label was even higher, at 54%. To further
test this assumption, datasets, using equalized percentages were
used, meaning that "Normal Driving" for example was reduced to
30%, the same as "Looking around". This still gave the same result.

5.3 Discussion about wrong 3D annotation
During visualization, it can be seen that a very similar image, from
the same video, has some of the key points, specifically the right
wrist and left elbow 2. This could be a reason for the wrong output
of the model. At the same time, the visualization of the 2D key
points shows that they are correct, but the output of the model in
2D mode with 2D input gives the same output as the 3D mode. This
could also be because of a mistake in adapting the ST-Gait++ for 2D
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X Y Z Input size Sample size Dataset Output label Accuracy Otputs the same label

X Y Zero 45 * 16 * 3 2898 AIDE Behavior 43% Yes
X Y Confidence 45 * 16 * 3 2898 AIDE Behavior 43% Yes
X Y Z 45 * 16 * 3 2898 AIDE Behavior 58.68% Yes
X Y Z 45 * 16 * 3 2898 AIDE Emotion 42.19% Yes
X Y Z 45 * 16 * 3 6627 AIDE and DriveAndAct Behavior 60.62% Yes
X Y Z 45 * 16 * 3 6627 AIDE and DriveAndAct Behavior (3 labels) 76.89% No
X Y Z 45 * 16 * 3 2893 AIDE Behavior (2 labels) 60% Yes
X Y Z 45 * 16 * 3 2898 AIDE Emotion 60.24% Yes
X Y Z 45 * 16 * 3 3729 DriveAndAct Behavior 75.67% Yes
X Y Z 27 * 16 * 3 2898 AIDE Behavior 42.19% Yes
X Y Z 27 * 16 * 3 2898 AIDE Emotion 42.19% Yes
X Y Z 225 * 16 * 3 2898 AIDE (padding) Behavior 42.19% Yes
X Y - 45 * 16 * 2 2898 AIDE Emotion 63.02% Not sure

Table 1. Trained models and their inputs

Parameter ST-Gait++

Train/Val/Test 7:2:1
Epochs 500

Batch Size 8
Optimizer Adam
Basic LR 0.1

Momentum 0.9
Weight Decay 5e-4
GCN Initializer Offeset

Table 2. Model parameters

annotation and the wrong generation of confusion matrices, which
is discussed in the next sections.

5.4 Discussion about not enough data
As previously said, the data from only AIDE [22] has 4 times fewer
parameters than the one originally used for ST-Gait++ [11]. To fix
this the Drive And ACT [12] dataset was used to add more samples,
around 3.000 for the three most predominant labels, resulting in
a bigger amount of parameters than the original ST-Gait++ input.
This still did not solve the problem, the output being the same label
every time. Padding was also used to achieve a size of 240 frames for
each video from the AIDE dataset, the 45 frames were repeated until
240 frames were achieved, and this still resulted in the same label
prediction. On the other hand, the only model that did not predict
the same label using more data and fewer labels, this combination
resulted in the model starting to predict different labels and having
higher accuracy. This might mean that more data with fewer labels
might result in the model performing better and having a high
percentage of being true.

5.5 Error in the generation of the confusion matrix
Using the confusionmatrix generation algorithm from the ST-Gait++
always resulted in the prediction of the same label, even though the
model did not predict the same label. This was discovered later in

the research and was rectified. The ’Not sure’ label from the models’
table 1 is because the confusion matrix was generated before the
error was discovered and the model is different from the others
because it is adapted to use only 2D inputs. There was not enough
time for rectifying the confusion matrix generation algorithm as
well.

5.6 Limitations of the research
The main limitation of the research is the lack of time. The last-
minute discovery of a working input would’ve been studied more
and maybe a better result would be obtained. The previous discus-
sions would be checked more thoroughly as well.
The body of the driver not being fully seen is a general limitation of
all driver behavior research. The research only uses human skeleton
representation, without including other factors, such as face, outside
factors, and other aspects.

5.7 Answering the research question
In order to answer the question of "How to train and adapt the
ST-Gait++ for driver behavior detection?" we will answer the two
sub-research questions.

What data should be provided to ST-Gait++ to performwell on dri-
ver behavior recognition such as Normal Driving, Looking around,
or using the phone?
Even though multiple inputs were tried to obtain good predictions
from the ST-Gait++ we were not able to find an input that would
have good results. For the ST-Gait++ probably more data is required
or a reduction in the behavior labels.
What parameters and to which values should be changed to im-

prove the accuracy of the ST-Gait++ for the task of driver behavior
recognition such as Normal Driving, Looking around, or using the
phone?
This question remained unanswered, as we could not find the right
input for the model that would not predict the same labels, except
at the end of the research. Without a proper input, the parameters
could not be adjusted.
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Fig. 5. 3 labels model confusion matrix (1- Normal Driving, 2 - Looking
Around 3 - Making phone)

6 CONCLUSION AND FUTURE WORK
In this research, it was tried to train the ST-Gait++ for driver behav-
ior recognition such as Normal Driving, Looking around, or using
the phone. It resulted in finding a single input file that would result
in predicting different labels and a higher accuracy than the other
inputs.
Future work needs to be done in order to find the correct input.
Following the last-minute finding of a 3-label input, combining the
AIDE and Drive and Act that did not predict always the same label
other inputs might be discovered using different combinations of
data and labels. More labels from the Drive And Act, besides the
Normal Driving, Looking Around, and Using phone should be used
as well as other datasets. A model using only two labels "Normal
Driving" and "Abnormal Driving" can be tested and would probably
have great accuracy. After the input is discovered the parameters of
the ST-Gait++ can be adapted, by using for example hyperparameter
search.
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