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Abstract

In 1948, Raymond C. Goertz designed what is considered to be the first successful bilateral
(two-sided) teleoperation system to manipulate radioactive material from behind a leaded
wall. Since then, teleoperation has advanced to completely remote systems with very high
transparency, simulating a direct connection with the task environment to perform high-
precision tasks such as surgery remotely. Avatars.Report aims to educate people about this
increasingly adopted technology through video lectures, assignments, and a low-cost DIY kit:
the focus of this paper.

Firstly, the quality of the DIY kit’s force measurement was to be improved, found to be affected
most by physical disturbances, gravity and electromagnetic interference from the motor. Ex-
cept for intense disturbances, satisfactory attenuation of undesired signals has been achieved
with a Least-Mean-Square adaptive filter. This filter matches the noise measured by a ‘dummy’
load-cell (force sensor) to the noise in the ‘active’ load-cell’s measurement. To prevent dis-
tortion, basic noise estimation replaces this filter whenever significant force is applied to the
handle.

Using this improved force measurement, two control architectures were to be implemented.
While the 4-channel architecture was not completed, the position-measured force architecture
significantly increased the transparency over the existing position-computed force architec-
ture; when interacting with a rigid object and springs, the average force and position track-
ing errors were reduced by 61.7 % and 31.6 % respectively. However, due to deviating and
temperature-dependent motor constants, these percentages may vary between DIY kits.

Finally, the load-cells’ amplifiers were modified to increase their low sampling rate and thereby
improve the system’s stability. Due to increased noise in the force measurement that could not
be attenuated by the conditional LMS filter, using the modified load-cell amplifiers to obtain
an increased sampling rate did not improve the system’s transparency.
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1 Introduction

1.1 History, meaning & terminology

More than 70 years ago, Raymond C. Goertz designed a mechanical contraption that enabled
a person to manipulate material from a nuclear reactor from behind a leaded wall. This is
generally considered to be the first successful bilateral (i.e. two-sided) teleoperation system
[1; 2]. Since then, teleoperation has advanced to completely remote systems, communicating
wirelessly, which can provide very accurate force replication such that high-precision tasks like
surgery can now be performed through teleoperation. Evenmore, by scaling up or down the
replicated forces, teleoperation can enable the operator to perform very heavy or very precise
(remote) tasks [3].

In Ancient Greek, tele means at a distance. So, one might deduce that telemanipulation must be
manipulation of something from a distance, which overlooks one important aspect: feedback.
This "feedback" is very important for being able to successfully complete a remote task through
the teleoperation system and can be (a combination of) visual, tactile or kinesthetic. Most
people are familiar with visual feedback, for example a live video feed of the remote task, or
tactile feedback, like a vibration to indicate an obstacle. However, kinesthethic feedback is
much less well-known: feedback which provides sensation of forces in muscles and bones [4].

The main objective of teleoperation is to make the operator feel as though they are directly in
contact with the remote task through the teleoperation system. This feel largely depends on
the transparency of the system: the fidelity with which the operator can perceive and control
the remote task. In most teleoperation systems, (a selection of) the forces and velocities of
both robots are communicated wirelessly, which includes delays. These delays compromise
the transparency, so current research focuses on optimising the transparency in presence of
communication delays.

While not applicable for this assignment, there is another type of teleoperation: model-
mediated teleoperation, where the model of the remote task environment is estimated locally
on the human operator’s side of the system with the model parameters it receives from the
robot in the task environment. This can provide a much higher transparency in case of time
delays in the communication channel; the haptic feedback is computed based on the locally
estimated model instead of (delayed) communicated forces and velocities [5].

In (older) literature about teleoperation systems (e.g. [1; 6; 7]), the terms "master" and "slave"
are used: the "master" refers to the robot with which the human operator interacts and the
"slave" refers to the robot that is controlled (remotely) by the operator to perform a task. How-
ever, these are historically sensitive terms. Therefore, in recent literature (e.g. [8]) other terms
are used to replace them. In this report, the "master" will mostly be referred to as the robot on
the human side and the "slave" as the robot in the task environment performing the remote
task, both of which typically are robotic arms.

1.2 Applications and challenges

As mentioned, modern teleoperation can enable the operator to perform very heavy or precise
remote tasks, which has many use-cases such as space explorations, unmanned underwater-
/military vehicles, telesurgery and handling of hazardous materials [9] (for which the first tele-
operation system was designed by Goertz). The main challenge for these systems is achieving
high transparency with a stable system, particularly when the communication delays are large.

Nonetheless, there are also many applications closer to most people’s everyday lives like inter-
acting with a remote expert, caretaker or friend. These applications often use robots that are

Robotics and Mechatronics Victor Bergsma
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more similar to the human body: robotic avatars. By definition, an avatar is a physical embod-
iment of a god descending (avatāra in Sanskrit) to earth. Hence, a robotic avatar is the physical
embodiment of a human in the form of a robot. This form of teleoperation faces some extra
(ethical) challenges like privacy and safety, but also sustainability and energy consumption in
case of widespread use.

1.3 Avatars.Report & the DIY kit

Since many people are unfamiliar with teleoperation and kinesthethic feedback, Avatars.Report
aims to educate them about this increasingly adopted technology with video lectures, assign-
ments and a DIY kit. This DIY kit (Figure 1.1) consists of two identical setups that are made of
3D-printed and low-cost commercially available parts, and can be used for control and tele-
manipulation experiments.

Figure 1.1: Avatars.Report "DIY @ Home setup", front view (left) and rear view (right) [10]. Each DIY kit
consists of two of these setups.

1.4 Problem statement

The DIY telemanipulation kit is not quite finished yet; while the position-position and position-
computed force architectures have been implemented in a graphical user-friendly interface,
the position-measured force and 4-channel architectures have not. Also, the current imple-
mentation and calibration of the force sensor (a cost-effective load-cell) does not provide an
accurate measurement for all forces in the required range of 0 - 15 N, which is not beneficial for
the system’s performance.

1.5 Assignment

The thesis involves the integration of a relatively cheap force sensor (load-cell) in the DIY
telemanipulation setup from Avatars.Report used to educate people about robotics. Also, the
position-measured force and 4-channel control architectures are to be implemented with ad-
justable gains and time delay on an Arduino with a “Processing” interface: an IDE (integrated
development environment) with a more user-friendly graphical interface than the Arduino
IDE.

1.6 Research questions

This problem statement and assignment description lead to the following main research ques-
tion that is to be answered in this thesis:

How can the position-measured force and 4-channel architectures be realised on the
Avatars.Report DIY at Home lab setup; what are the critical design aspects and how can these
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CHAPTER 1. INTRODUCTION 3

be addressed using the available hardware and software resources? Furthermore, how can a
low-cost force sensor be effectively utilised for force sensing in a teleoperation system?

To aid the process of answering this main research question, multiple underlying research
questions have been formulated. First, the integration of the control architectures in the DIY
kit is explored by answering:

1. Which control architectures are most commonly used in teleoperation systems and in
which settings are they commonly used?

2. How should the performance of a control architecture be evaluated in the context of a
cost-effective DIY teleoperation system?

3. How is the position-measured force control architecture constructed and how can it be
implemented in a teleoperation system?

4. What are the (dis)advantages of the position-measured force architecture compared to
other control architectures in the context of teleoperation?

5. How is the 4-channel control architecture constructed and how can it be implemented
in a teleoperation system?

6. What are the (dis)advantages of the 4-channel architecture compared to other control
architectures in the context of teleoperation?

Then, the current integration of the force sensor will be improved upon by answering:
7. How can different types of force sensors be used to measure the force in a teleoperation

system and which type provides the best performance for a cost-effective DIY teleopera-
tion system?

8. In what ways does the quality of the force measurement have an effect on the transpar-
ency and stability of a teleoperation system?

9. What are the shortcomings of the current implementation of the load-cell as a force
sensor in the DIY teleoperation system?

10. How can the current implementation of the load-cell be improved to optimise the per-
formance in a cost-effective way?

1.7 Methodology

First of all, relevant literature will be reviewed to gain fundamental knowledge of control ar-
chitectures and force sensors in teleoperation systems. For this, a block diagram representing
a general bilateral teleoperation system [6] will be used and related to the explanations of the
architectures provided in Avatars.Report. Furthermore, the current applications and shortcom-
ings of (cost-effective) force sensors in teleoperation systems will be discussed.

Then, this knowledge will be applied to answer some of the underlying research questions and
come up with experiments and hypotheses to answer the others, while keeping in mind the
limitations of the DIY kit. When these experiments have been conducted, integration of the
architectures and force sensor in the DIY kit can start, and experiments to validate this integra-
tion should be considered.

Due to hardware limitations of the setup, specifically the load-cell amplifier’s sampling rate,
and time constraints, the implementation of the 4-channel architecture and Processing inter-
face has not been completed in this thesis. Nonetheless, the required background information
and envisioned implementations will be discussed.

After the integration, the performance of the position-measured force architecture and the
force sensor will be validated through these experiments. Then, the results will be discussed
to determine if the assignment has been completed successfully.

To conclude, the findings will be summarised, the main research questions will be answered
and future research directions will be suggested.
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4 Control and Force Sensing for a DIY at Home Telemanipulation Setup

1.8 Report outline

In Chapter 2, essential background information for the successful implementation of the con-
trol architectures and enhancement of the force measurement is provided and reviewed. In
Chapter 3, the prior work to the DIY kit and its limitations are reviewed. Furthermore, sev-
eral solutions for integrating the control architectures and improving the force measurement
are discussed and validated through experiments, considering the identified limitations of the
DIY kit. At the end of this chapter, the pseudocode and data-flow diagrams derived from the
optimal solutions are presented. In Chapter 4, these solutions (except for the 4-channel archi-
tecture and Processing interfaces, as discussed previously) are fully implemented in the DIY
kit. Again, experiments are conducted to find the optimal implementation and evaluate its
performance. In Chapter 5, the overall performance of the solution to the assignment is eval-
uated and discussed through several experiments. Finally, Chapter 6 concludes this report by
reflecting on the the assignment’s completion with the achieved results, and offers several re-
commendations for further improving the DIY kit’s performance.
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2 Background

Before formulating any solutions, each part of the assignment should be properly understood.
Therefore, this chapter addresses the majority of the underlying research questions outlined
in Section 1.6 through reviewing relevant literature and relating this with the explanations
provided in the Avatars.Report educational videos.

2.1 Control architectures

2.1.1 Overview of control architectures in teleoperation

In teleoperation, the purpose of the control architecture is to make the forces and velocities of
the robot on the human side and robot in the task environment equal, thereby simulating a
direct connection between the operator and task. This can be achieved through controlling the
positions/velocities and/or forces of the robots with feedback or feed-forward control.

There are many different control architectures, each with different use-cases and complexity
levels. In teleoperation, the most common types of control architectures are 2-channel, 3-
channel and 4-channel architectures, named after the number of communication channels
between the two robots used to communicate the robots’ forces and velocities.

First of all, it is useful to already take a look at the general bilateral teleoperation control archi-
tecture (Figure 2.1) before diving into these different types of architectures.

Figure 2.1: General bilateral teleoperation system [6].

This block diagram has only two inputs: the external force that is exerted on the "master" robot
by the operator’s hand and the external force that is exerted on the "slave" robot by the remote
task. Notably, there are no outputs in this diagram; the operator’s hand and remote task are
included in the diagram as impedances, which convert velocities to forces: F = Z ·V . However,
these impedances are constantly changing depending on the human operator and task envir-
onment, making it practically impossible to accurately represent them in a model [6]. To keep
with the explanations provided in the Avatars.Report videos, the hand and remote task imped-
ances will be excluded from the architecture diagrams in this thesis. Instead, the input forces
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for the architecture diagrams will come from the power ports that interact with the operator’s
hand and the task, explained in Section 2.1.2.

Between the two robots, there are four available communication channels:
• C1 communicates the "master" robot’s velocity to the "slave" robot
• C2 communicates the "slave" robot’s force to the "master" robot
• C3 communicates the "master" robot’s force to the "slave" robot
• C4 communicates the "slave" robot’s velocity to the "master" robot

Furthermore, there are two local (position) controllers: the "slave" controller Cs and the "mas-
ter" controller Cm . Also, the forces and velocities of the robots are related by their impedances
Zm and Zs . This will be further explained in Section 2.1.2 as well.

Although not used very often in modern teleoperation systems, 2-channel architectures can
provide good transparency with only 2 communication channels, especially in a system that
is able to switch between architectures depending on the task environment [11]. The most
commonly used two-channel architectures are position-position which uses communication
channels C1 and C4, and position-force which uses communication channels C1 and C2 of Fig-
ure 2.1. Evenmore, there is a variation of the position-force architecture which measures the
(interaction) force on the robot performing the task instead of computing it in the controller,
improving its transparency in case of time delays (Section 2.1.3).

Most often, variations of the general 4-channel architecture (Figure 2.1) are used in modern
teleoperation systems. The general architecture can achieve a very high transparency, but re-
quires the models of both robots to be very accurate. Also, the stability of the general 4-channel
architecture is not significantly better than that of the 2-channel architectures [6]. Because of
these limitations, modified variants of the 4-channel architecture have been designed which
are much more suited for implementation in real teleoperation systems.

To maintain its performance in case of uncertain robot models due to varying task/hand im-
pedances or time delays, adaptive control with neural networks can be implemented [12; 13].
More specifically, radial basis function neural networks (RBF NNs) are used because they can
estimate most nonlinear continuous functions (the uncertainties in the teleoperation system
over time) accurately and relatively quickly [14]. Furthermore, this can be combined with ad-
aptive sliding mode control to handle time-varying delays [12].

To maintain its performance in case of large communication delays, wave-variable control can
be implemented in the 4-channel architecture. Now, instead of the power variables (forces and
velocities), wave variables are communicated over the four channels, which are a function of
these power variables. This passivates the communication channels, guaranteeing stability in
case of passive operator and task environments [15]. However, this does typically degrade the
transparency compared to the general 4-channel architecture (without time delays) [16].

3-channel architectures can be seen as a middle ground between the 2-channel architectures
and the modified 4-channel architectures; they provide better stability than the 2-channel ar-
chitectures while being less complex than the modified 4-channel architectures. With the use
of local force compensators (placed just like Cm and Cs in Figure 2.1), they can even outperform
the non-modified 4-channel architecture in terms of transparency with communication delays
[17]. There are many types of 3-channel architectures, but the position, force-force (PF-F, using
C2, C3 and C4) and position-position, force (P-PF, using C1, C3 and C4) are the most robust. PF-
F is most suited for tasks requiring high speed motion without large forces, while P-PF is better
suited for tasks requiring high precision [17].

Finally, there are control architectures that differ from the general bilateral architecture (Fig-
ure 2.1), like in model-mediated teleoperation where model parameters are communicated in-
stead of forces or velocities (or wave variables). Currently, only half of the originally proposed
model-mediated architecture by Hannaford [7] has been succesfully implemented in teleoper-
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ation systems: the estimation (and reflection to the operator) of the environment’s model/im-
pedance. However, advancements have been made to implement the full model-mediated ar-
chitecture with bi-directional impedance reflection, such that the operator’s model/impedance
is also estimated and reflected to the task environment [8].

All of these architectures can be "scaled" with different methods to improve their suitability for
certain applications. For example, for industrial teleoperation, the operator needs to perform
a task that involves very large forces, requiring that the forces/velocities at the operator’s ro-
bot are amplified at the robot performing the task. However, the forces exerted on this robot
should also be attenuated for the force feedback at the operator’s robot to avoid injury. Con-
versely, in teleoperation systems for microsurgery or micro-assembly the opposite "scaling"
is required. In bilateral teleoperation, this is often achieved via power/impedance scaling or
position/force scaling and is used in fields such as space explorations, unmanned underwater-
/military vehicles, telesurgery and handling of hazardous/explosive materials [9].

For the DIY kit, four control architectures have been chosen: the position-position, position-
computed force and position-measured force (2-channel) architectures and the 4-channel ar-
chitecture. These four architectures form a good theoretical basis for the users’ understanding
of teleoperation control without overwhelming them with more complex variants designed for
non-ideal systems (with time delays and inaccurate models of the robots).

2.1.2 Performance measures of control architectures

In teleoperation, the performance of a control architecture is typically expressed in terms of
transparency and stability (or passivity) [6]. Transparency can be seen as the fidelity with which
the operator can perceive and control the remote task. Hence, in case of perfect transparency,
the operator feels directly connected to the task environment.

Stability is a term that is often used in robotics to indicate the system’s robustness. In teleop-
eration, this typically refers to the robustness in case of communication (time) delays between
the two robots: the operator’s actions will not be replicated simultaneously in the task envir-
onment and the feedback from the task will not be felt immediately by the operator. In other
words, the input and output powers of the communication channel are not equal at all times,
so time delays can cause energy generation in the otherwise ideally power-continuous chan-
nel. In case of large time delays, there can be an uncontrolled increase in energy, leading to
instability. This has to be prevented, as any uncontrolled motion ruins the transparency and
compromises the safety of everyone near the teleoperation devices. Therefore, if the system
does generate energy (it is not passive), it has to be "passivated" to avoid instability in case of
large time delays.

Unfortunately, transparency and stability/passivity are conflicting design goals [6] in current
teleoperation control architectures. So, they have to be quantified to be able to provide the
best trade-off for a certain application.

A typical bilateral teleoperation system can be seen as a two-port model [6], which translates
the forces and velocities of the robot that is performing the task to forces and velocities for
the robot with which the operator interacts: Figure 2.2. On the right-hand side, Fe , Ve and Ze

describe the task (environment) force, velocity/motion and impedance, which are related by
Fe = Ze ·Ve . Similarly, on the left-hand side, Fh , Vh and Zh describe the (operator’s) hand’s
force, velocity/motion and impedance. Zt describes the impedance that is transmitted (and
felt) by the operator.

For perfect transparency, the operator should "feel" the exact task impedance, resulting in
Lawrence’s transparency condition: Zt = Ze [6]. Since Fh = Zt ·Vh , this requires equal forces
Fh = Fe for equal velocities Vh =Ve and vice versa.
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Figure 2.2: General two-port model of a bilateral teleoperation system [6].

However, this transparency condition is not (yet) applicable in the models of the teleoperation
system explained in the Avatars.Report videos, where there are three power ports at both ro-
bots: the interaction port, controller port and dynamics port. These are indicated in Figure 2.3
as Ph,i , Ph,c and Ph,d for the robot on the human side and Pr,i , Pr,c and Pr,d for the robot per-
forming the task respectively, to keep with the notation used in Avatars.Report [18]. Each of
these power ports represent a co-located1 force F and velocity ẋ, the product of which forms
the power.

Figure 2.3: Teleoperation system model based on power ports, used in the Avatars.Report videos.

By definition, all three power ports are on the same rigid body or "rigidly connected" (the red
dots in Figure 2.3). Since there is only 1 Degree of Freedom (DOF) per robot in the DIY kit,
these power ports are one-dimensional. Because they are rigidly connected, the power ports’
velocities are equal and their forces are summed at the rigid connection for each robot:

For the robot on the human side:

ẋh,i = ẋh,c = ẋh,d (2.1)

Fh,i = Fh,c +Fh,d (2.2)

For the robot in the task environment:

ẋr,i = ẋr,c = ẋr,d (2.3)

Fr,c = Fr,i +Fr,d (2.4)

Perfect transparency implies that the operator feels directly connected to the task, so the in-
teraction force and velocity of the robot performing the task should be exactly the same as the
interaction force and velocity of the robot with which the operator interacts: equations 2.5 and
2.6. This corresponds with Lawrence’s transparency condition and two-port model (Figure 2.2).

For perfect transparency:

ẋh,i = ẋr,i (2.5)

Fh,i = Fr,i (2.6)

For a good energetic connection:

ẋh,c = ẋr,c (2.7)

Fh,c = Fr,c (2.8)

As mentioned before, the controller of the teleoperation system should translate the forces and
velocities of the robot on the human side to the forces and velocities for the robot in the task

1The velocity and force are at the same location, in the same orientation, and related to the same effect, making
them power-conjugated [18].
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CHAPTER 2. BACKGROUND 9

environment. As follows from equations 2.1 and 2.3, the velocities of the controller power ports
at both robots should be equal (Equation 2.7) to make the interaction velocities of both robots
equal (ẋh,i = ẋr,i ). Moreover, the forces of the controller power ports at both robots should be
equal (Equation 2.8). When these two requirements are met, there is a good "energetic connec-
tion" between the robots. However, the required equal forces Fh,c = Fr,c in the controller power
ports pose a problem for achieving perfecting transparency (using equations 2.2 and 2.4):

Fh,i = Fh,c +Fh,d = Fr,c +Fh,d = Fr,d +Fr,i +Fh,d ̸= Fr,i (2.9)

So, perfect transparency (Fh,i = Fr,i ) and a good energetic connection can not be achieved un-
less the dynamics of both robots cancel each other, which is practically impossible.

To quantify the stability of a system, phase and gain margins are typically used in robotics.
When the gain of a system is larger than unity, it will start oscillating and diverging with pos-
itive feedback, so negative feedback is often used to prevent oscillation and ensure stability.
However, when the phase shift is 180 degrees, this negative feedback becomes positive feed-
back, causing instability. The gain margin therefore tells how far below unity the gain of the
closed loop (i.e. with feedback) system is, and the phase margin indicates how far below 180
degrees the system’s phase shift is. Therefore, if the gain or phase margin is negative, the sys-
tem becomes unstable. Although the gain margin should be confirmed to be below unity, the
phase margin is the most important stability margin since the main cause of instability in tele-
operation is the phase shift due to communication delays. The phase and gain margins can be
retrieved from bode plots, but Nyquist plots are used more often because they show the phase
and gain margin in a single plot. Also the number of counterclockwise encirclements of the -1
point on the real axis can tell if the closed-loop system is stable [19].

Next to these mathematical performance measures, there is another important performance
measure, namely the experiences and sense of embodiment of the operator that uses the tele-
operation system. The sense of embodiment can be divided into three categories: the sense of
ownership, agency and self-location [8].

The sense of ownership indicates to what extent the operator can attribute the actions of the
remote robot/avatar to their own, while the sense of agency indicates how much control the
operator feels they have over the remote robot. Finally, the sense of self-location specifies the
operator’s awareness of the robot’s place in the remote environment [8].

Evenmore, the operator’s task performance and experiences of using the device (e.g. comfort
and usability) are useful to record, although they do depend on the aforementioned "senses".

2.1.3 Position-measured force architecture

There are two commonly used types of the position-force control architecture, which are both
present in the DIY kit: position-computed force control and position-measured force control.
While the position-computed force architecture has already been implemented in the DIY kit, it
is useful to understand that architecture first to see the benefits of the position-measured force
architecture. First of all, some assumptions will be made to obtain a basic understanding of
both types of the position-force control architecture. Then, the position-measured force archi-
tecture will be further explained with the general bilateral teleoperation system of Figure 2.1.

Most systems can be roughly approximated by a mass, so can a robotic arm: one can apply a
force to the arm, which will result in a velocity of the arm. However, one can not directly "apply"
a velocity to the mass, so the other condition for an energetic connection (Equation 2.7) can not
be met without some sort of controller. Assuming that the velocities of both controller power
ports are equal if the positions are equal (ẋr,c = ẋh,c if xr,c = xh,c ), the controller can be modelled
as an ideal spring, which controls the mass’ velocity with the applied force: Figure 2.4 [20].
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Figure 2.4: The controller as a spring between the controller power ports.

The goal of the controller is to bring the position of the controller power port on the human side
to the position of the controller power port on the task side (and vice versa) as fast as possible. A
spring also wants to return to its rest length l0 as fast as possible, but this is limited by the spring
constant K : F1 = K · (l − l0) =−F2. By setting l0 = 0 for the controller and replacing F1 and F2 by
Fh,c and −Fr,c (they act in opposite directions) respectively, Equation 2.10 is obtained for the
position-computed force architecture, resulting in the architecture diagram of Figure 2.5.

Fh,c = Fr,c = K · l = K · (xr,c −xh,c ) (2.10)

Figure 2.5: Position-computed force control architecture.

This architecture has an inherent problem: for a rigid connection, where the controller power
ports can not move with respect to eachother, the spring constant needs to be infinite, which is
practically impossible. Furthermore, in case of time delays in the communication channel, en-
ergy is generated in the system. When K is increased for a more rigid connection, this generated
energy in case of time delays increases as well; a larger spring constant increases the energy in
the system, so when a delay occurs in the communication channel, the energy that is generated
during this delay is higher. Therefore, the spring constant is limited by the required stability,
meaning xh,c will not always be equal to xr,c . With the previously made assumption, this also
means that ẋh,c will not always be equal to ẋr,c , so a good energetic connection (Equation 2.7)
is not achieved. Also, regarding transparency, both robots’ dynamics still play a role: from Fig-
ure 2.5 and Equation 2.4, Fh,c = Fr,c = Fr,i +Fr,d , which in combination with Equation 2.2 res-
ults in Fh,i = Fh,c +Fh,d = Fr,i +Fr,d +Fh,d . As mentioned before, perfect transparency requires
Fh,i = Fr,i , which is not the case for this architecture due to the robots’ dynamics Fr,d and Fh,d .

The position-measured force architecture attempts to solve this problem by measuring the in-
teraction force at the robot in the task environment and using this as the force for the controller
power port at the human side directly, as seen in Figure 2.6 [20]. By doing this, the dynamics
of the robot performing the task are completely "masked", improving transparency [21]; now,
Fh,c = Fr,i , so Equation 2.9 becomes Fh,i = Fh,c +Fh,d = Fr,i +Fh,d . While Fh,i is still not equal to
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Fr,i , it is a lot closer since the dynamics of the robot in the task environment Fr,d are removed
from the equation, so the system has a higher transparency.

Another benefit of this architecture is the removal of the spring output to the communication
channel. This makes the spring local (in the task environment) since its output is no longer
transmitted over the communication channel. Consequently, the aforementioned energy gen-
eration due to time delays is no longer dependent on the spring constant, so the spring constant
can be higher than for the position-computed force architecture. This higher spring constant
(K ) improves the transparency as positions of the controller power ports on both robots (xh,c

and xr,c ) are matched faster (see Equation 2.10), making the connection more rigid. Also, using
the same assumption as before, this means that ẋh,c and ẋr,c are (close to) equal more often,
improving the energetic connection (Equation 2.7).

Figure 2.6: Position-measured force control architecture.

Relating this to the general bilateral teleoperation architecture of Figure 2.1, only communic-
ation channels C1 and C2 are used. By zooming in on the middle three parts of the general
architecture (thus excluding the external hand and environment impedances), the position-
computed force architecture can be replicated by setting Cs = K and Cm = 0. The impedances
Zm and Zs representing the robots’ dynamics are not present in Figure 2.5 since this architec-
ture only includes the controller (between the robots’ controller power ports). In the general
architecture these impedances should be seen as Zh,d and Zr,d , relating the forces and velo-
cities of the robots’ dynamics as: ẋh,d = Z−1

h,d Fh,d and ẋr,d = Z−1
r,d Fr,d . This will be explained

in more detail in Section 2.1.4 with Figure 2.7. The relation with the position-measured force
architecture is very similar, but here the communication channel C2 uses the force (measured)
after the environment impedance Ze (Fr,i in Figure 2.7), thereby deviating from the general
bilateral teleoperation architecture.

While this control architecture is not widely used in teleoperation systems, it is used in some
due to its accurate force feedback when the "slave" robot is in contact with something in the
environment. For example, it has been used in a cable-driven industrial teleoperation robotic
arm meant to reduce the friction of a traditional gear-driven robotic arm [22]. More often,
this control architecture is used in combination with the position-position architecture; since
the position-position architecture provides a lower tracking error in free space motion, some
teleoperation systems switch between the position-position architecture for free space motion
and the position-measured force architecture for constrained motion [22; 11].

Comparison with other control architectures

As mentioned before, the position-measured force architecture has two main benefits over the
position-computed force architecture: higher transparency due to the masked robot dynamics
and a better energetic connection due to the independence of the system’s energy generation
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on time delays. However, when comparing it to the other common 2-channel architecture,
position-position control, choosing one over the other is more challenging. The aforemen-
tioned better force feedback for constrained motion [22] is certainly a benefit in most tele-
operation systems, but the position-position architecture generally provides a lower tracking
error in free space motion [22; 23] and higher phase (stability) margin [6]. Nonetheless, if the
position-position control is too aggressive in free space motion (i.e. very fast tracking), the
operator can experience a "sluggish" feel of the task at the "master" robot due to a large effect-
ive inertia, in which case the position-measured force architecture would provide better force
feedback [6].

Compared with 3-channel architectures, the transparency of (a combination of) the position-
measured force and position-position architectures can be similar, but the stability is typically
worse [11].

The comparison between the position-measured force and 4-channel architectures is made in
Section 2.1.4.

2.1.4 4-channel architecture

As stated previously, there are many different variants of the 4-channel architecture that are all
tailored for different applications requiring different levels of transparency and stability. How-
ever, most of them stem from the general 4-channel architecture proposed by D.A. Lawrence
[6], using all 4 communication channels of Figure 2.1.

When omitting the local position controllers Cm and Cs (mainly used for damping in [6]) and
external forces F∗

h and F∗
e , the task and operator environments (i.e. the robots and the ex-

ternal impedances) are described by the block diagrams of Figure 2.7, in which the intermedi-
ate forces and velocities in the terminology from Section 2.1.2 have been added in blue. From
these block diagrams, one can obtain:

For the robot on the human side:

ẋh,i = ẋh,c = ẋh,d (2.11)

Fh,d =−Fh,c −Fh,i (2.12)

For the robot in the task environment:

ẋr,i = ẋr,c = ẋr,d (2.13)

Fr,d = Fr,c −Fr,i (2.14)

Figure 2.7: Block diagrams showing the robots’ dynamics including the operator’s and task environ-
ment’s impedances, obtained from Figure 2.1 by omitting the local position controllers and external
forces.

Equations 2.11, 2.13 and 2.14 match the ones based on the Avatars.Report model (equations
2.1, 2.3 and 2.4), but Equation 2.12 does not. This is caused by omitting (i.e. setting to 0) F∗

h in
Figure 2.1, which makes Fh = Fh,i negative before entering the summation block where it gets
added to −Fh,c , thereby effectively subtracting Fh,i from −Fh,c instead of adding them to create
Fh,d like in Equation 2.2. If the external forces F∗

h and F∗
e are not omitted, Figure 2.7 results in

Figure 2.8. Here, the sign change of Fh,i when F∗
h is equal to zero can be seen clearly.
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Figure 2.8: Block diagrams showing the robots’ dynamics including the operator’s and task environ-
ment’s impedances, obtained from Figure 2.1 by omitting the local position controllers.

When looking at the bond graphs of the teleoperation system (Figure 2.9), it can be concluded
that equations 2.1 to 2.4 are indeed derived without considering the (external) impedances Zh

and Ze . In a bond graph, a 1-junction presents a connections where the flows (in this case velo-
cities) are equal and the sum of efforts (in this case forces) is zero. In a 0-junction, the opposite
holds: the sum of flows is zero and the efforts are equal. The arrows indicate the direction of the
powers throughout the system [24]. Equations 2.1 and 2.2 are modelled in the red box, while
equations 2.3 and 2.4 are modelled in the green box. Because a power always has to enter an
impedance (which is not a power source) and the human interaction power Fh,i is an input on
the human side, the directions of Fh,i and power into Zh are opposite. Since the sum of efforts
(forces) has to be zero at this 1-junction, the force at Zh has to be −Fh,i , which explains the
aforementioned inconsistency between the Avatars.Report model and general bilateral teleop-
eration architecture. As the bond graph on the task side outputs the (robot) interaction force
Fr,i , the force at Ze is equal to Fr,i . Therefore, this inconsistency does not affect the task side.

Figure 2.9: Bond graphs of the robots’ dynamics with the operator’s and task environment’s impedances.

However, as mentioned before, the impedances of the operator’s hand and task environment
are difficult or impossible to determine, so they are excluded from the 4-channel architecture
diagram. Hence, the diagram starts and ends at the robot interaction power ports, equivalent to
zooming in on the middle 3 parts (the controllers and communication channels) of Figure 2.1.

The 4-channel architecture uses the principle of feed-forward control to match the forces and
velocities of the interaction power ports of both robots. Feed-forward control uses no (feed-
back) loops, so it can be seen as an open-loop gain which depends on the variables and para-
meters present in its transfer function.

By placing feed-forward controllers (as impedance) before each force/velocity is communic-
ated, the 4-channel architecture block diagram of Figure 2.10 is obtained. Here ZC1 is equal to
C1 in Figure 2.1 and similarly ZC2 =C2, ZC3 =C3, ZC4 =C4.
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Figure 2.10: 4-channel architecture of Figure 2.1 adapted to correspond with the Avatars.Report teleop-
eration models.

As per Equation 2.5, for perfect transparency ẋh,i should be equal to ẋr,i . From Figure 2.10, it
can be derived that (keeping in mind that ẋh,i = ẋh,c = ẋh,d and ẋr,i = ẋr,c = ẋr,d ):

ẋr,i = 1

Zr,d
(Fr,c −Fr,i ) = 1

Zr,d
(ZC1 ẋh,i +ZC3 Fh,i −Fr,i ) (2.15)

If this should be equal to ẋh,i , then: ZC1 = Zr,d , ZC3 = 1 and Fh,i = Fr,i . The last condition is also
the other requirement for perfect transparency: Equation 2.6. From Figure 2.10, it can also be
derived that:

Fh,i = Fh,c −Fh,d = ZC4 ẋr,i +ZC2 Fr,i −Zh,d ẋh,i (2.16)

If this should satisfy Fh,i = Fr,i , then: ZC4 = Zh,d , ZC2 = 1 and ẋh,i = ẋr,i . Hence, the perfect
transparency conditions are both met if one of them is met. For this to be the case, Zr,d and
Zh,d should be known since ZC1 should be equal to Zr,d and ZC4 should be equal to Zh,d . The
dynamics of both robots can be approximated, but they are almost never perfectly accurate,
meaning absolutely perfect transparency is unfeasible in physical teleoperation systems using
the 4-channel architecture.

Therefore, this general 4-channel architecture is rarely used in real teleoperation systems. Nev-
ertheless, modified variants of the 4-channel architecture are widely used, as discussed in Sec-
tion 2.1.1.

Comparison with other control architectures

In an ideal scenario, without communication delays and with models/impedances perfectly
representing both robots’ behaviours, the 4-channel architecture is one of the best architec-
tures to use for optimal transparency. Compared the position-position, position,force-force
and modified (wave-variables) 4-channel architectures, the general 4-channel architecture
provides the best transparency for both free motion and constrained/contact tasks [25; 26].

Nevertheless, this is not a realistic scenario, which is why alternative (modified) architectures
have been designed. When there are communication delays, 3-channel architectures (like
position,force-force) and modified 4-channel architectures generally provide a higher trans-
parency than the general 4-channel architecture due to their higher stability margins [25]. This
adheres to Lawrence’s statement that stability and transparency are conflicting design goals.

While theoretically, 2-channel architectures like position-position and position-(measured or
computed) force can achieve high transparencies, they have to use infinitely large control gains
or impedances to do so, which is not feasible in physical systems [6]. The 4-channel architec-
ture and its modified variants can achieve very high transparency with physically reasonable
control laws [6] (as derived from equations 2.15 and 2.16), which is a major benefit for applica-
tion in physical teleoperation systems.
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Regarding stability, the 4-channel architecture performs better than most 2-channel architec-
tures. This difference is a consequence of not considering the "dynamics of the interconnected
system" [6] in the position-position and position-computed force architectures: the teleop-
eration robots are interconnected in a feedback loop via the communicated forces/velocities
(depending on the architecture). However, for the position-measured force architecture, these
closed-loop dynamics are circumvented by measuring the interaction force at the task robot
directly, which contributes to a higher stability than its computed force counterpart.

2.1.5 PWM and torque control

To control DC motors with digital (micro)controllers, Pulse Width Modulation (PWM) is com-
monly used because of its efficiency and speed in creating an analog variable voltage at a vari-
able frequency [27]. As the name suggests, this voltage is created by varying the width of an
analog pulse, which has a certain fixed amplitude. As seen in Figure 2.11, when one varies this
pulse width, the average analog voltage changes proportionally to the pulse width. The width
of the pulse is defined as the duty cycle, ranging from 0% to 100% and calculated with respect
to a single PWM period. At a duty cycle of 0%, the average analog voltage is 0 V and at a duty
cycle of 100%, the average analog voltage is equal to the pulse amplitude. Hence, by varying the
duty cycle, any average voltage between 0 V and the pulse amplitude can be created. Because
the (micro)controller only has to switch between 0 V and the pulse amplitude using internal
semiconductor switches (transistors), the power conversion efficiency is very high. However, a
DC motor does not simply use the average voltage of this PWM signal, so the PWM frequency
should be as high as possible to ensure smooth motion.

Figure 2.11: Pulse Width Modulation to create any voltage between 0 V and the pulse amplitude [28].

As stated, PWM controls the voltage over the motor, which is not equal to its torque. Since
the position-measured force and 4-channel architectures control the robots’ forces (Fr,c in Fig-
ure 2.6, and Fr,c and Fh,c in Figure 2.10) which originate from the motor’s torque, a way of
controlling or estimating this torque is required.

Figure 2.12: Bond graph representation of a DC motor.
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A motor can be seen as a gyrator that converts a power in the electrical domain to a power in
the mechanical domain, and can be modelled as the bond graph in Figure 2.12, where there
is an internal resistance and inductance in the electrical domain and an internal inertia and
damper in the mechanical domain. As explained before, 1-junctions indicate that the flows
(currents i and angular velocities ϕ′) are equal and the efforts (voltages V and torques T ) are
summed. The gyrator then converts the flows in one domain to efforts in the other domain and
vice versa. This leads to the following constitutive relations in Laplace domain2 [29]:

Electrical domain:

Vm =Vi n −VR −VL (2.17)

im = iR = iL = i (2.18)

iL = 1

Ls
VL (2.19)

iR = VR

R
(2.20)

Gyrator:

Vm = Kmϕ
′
m (2.21)

Tm = Kmim (2.22)

Mechanical domain:

Tm = TJ +TD (2.23)

ϕ′
m =ϕ′

J =ϕ′
D =ϕ′ (2.24)

ϕ′
J =

1

J s
TJ (2.25)

ϕ′
D = TD

D
(2.26)

These constitutive relations can be combined into one differential equation as follows [29]:

Vi n = iR R +LsiL +Kmϕ
′
m (2.27)

i = Vi n −Kmϕ
′
m

R +Ls
(2.28)

J sϕ′
J +Dϕ′

D = Kmim (2.29)

J sϕ′+Dϕ′ = Km
Vi n −Kmϕ

′
m

R +Ls
(2.30)

J sϕ′+Dϕ′+K 2
m

1
R

1+ L
R s
ϕ′ = KmVi n

1
R

1+ L
R s

(2.31)

1
R

1+ L
R s

can be simplified as it represents a (transfer function of a) low-pass filter. Using the Four-

ier transform (s = jω = j 2π f ), the transfer function in frequency domain is
1
R

1+ L
R j 2π f

. So, for

frequencies f much lower than R
2πL (the cut-off frequency):

1
R

1+ 2πL
R f j

≈
1
R

1+0 j = 1
R .

With this simplification, Equation 2.31 becomes:

J sϕ′+ (D + K 2
m

R
)ϕ′ = Km

Vi n

R
(2.32)

The first part of this equation can be seen as the torque output T of the motor (
K 2

m
R is the ef-

fect of the electrical resistance in the mechanical domain). Furthermore, Vi n can be seen as
duty cycle

255 Vsupply since the maximum duty cycle on an Arduino is 255 and the PWM signal is low-

pass filtered to an analog value by the aforementioned
1
R

1+ L
R s

. Consequently, the motor’s torque

output for a certain duty cycle can be approximated with the motor constant Km and electrical

resistance R as per Equation 2.33, where
duty cycle

255 Vsupply

R is the current through the motor.

T = Km

duty cycle
255 Vsupply

R
[Nm/A] (2.33)

2.2 Force sensing

2.2.1 Overview of (cost-effective) force sensors in teleoperation

There are three main fields where teleoperation is (starting to be) applied: medical applica-
tions, industrial applications and social applications [3]. While some applications use quite

2To go from time domain to Laplace domain: d
d t → s &

∫
d t → 1

s
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expensive force sensors that can measure forces and torques in multiple DOFs, they are often
fundamentally similar to cheaper variants measuring forces in one DOF. Therefore, the cheaper
force sensors will be discussed first.

A strain gauge is a widely used and cost-effective sensor to measure force or torque [30]. When
a force or torque is applied, the resistive wire in the gauge deforms, thereby changing its resist-
ance. Most strain gauges are made of metal wires arranged in a grid and placed between two
insulating layers. Nonetheless, strain gauges can also be made of semiconductor material (e.g.
silicon) to increase the linearity of their change in resistance with respect to the applied force
[30]. However, silicon strain gauges (also called piezoresistive sensors) are much more sensit-
ive to temperature changes compared to metal strain gauges. Both types of strain gauges only
exhibit very small changes in their resistance (and thus voltage), so they are often placed in a
Wheatstone bridge to get more noticeable changes in voltage when a force is applied [30].

There are many different types of Wheatstone bridge configurations, varying in the amount
of active strain gauges (measuring the relevant force) and their placement. These configura-
tions can greatly increase the accuracy of measuring the small changes in the strain gauges’
resistances, but do not compensate for the non-linearity of their resistance versus strain curve
(Figure 3.15), so load-cells often come calibrated from the factory [31].

In a Wheatstone bridge (Figure 2.13), four strain gauges are placed in a diamond shape and the
supply voltage is applied at the top and bottom corners of the diamond. Similarly, the output
voltage is measured between the left and right corners of the diamond.

A full Wheatstone bridge, where all four strain gauges are active, will provide the largest output
voltage (difference) for a certain deformation of the strain gauges. This output voltage is halved
for the half Wheatstone bridge, where two strain gauges are active, and halved again for the
quarter Wheatstone bridge, where only one strain gauge is active [31].

Arranging the strain gauges correctly in the bridge is important, since the output voltage is
measured between two voltage dividers (Figure 2.13):

Vout = R2

R1 +R2
Vsuppl y −

R3

R3 +R4
Vsuppl y (2.34)

If R1 = R2 = R3 = R4 when no force is applied, Vout = 0. So, for the largest possible output
voltage, R1 and R3 should increase and R2 and R4 should decrease when a force is applied (or
vice versa), indicated with arrows in Figure 2.13a.

Another cost-effective force sensor is a piezoelectric sensor. When a force is applied on a piezo-
electric material, it changes the electric charge on its surface: the piezoelectric effect [33]. Con-
sequently, the voltage over the material changes, with which the deformation and applied force
can be calculated. These sensors typically deform much less than strain gauges and have a
better dynamic response (varying forces), but can not handle sustained static forces and are
sensitive to changes in temperature and humidity [30].

Capacitive sensors are also cost-effective, very sensitive to changes in the applied force and less
susceptible to temperature changes. However, since it measures the change in capacitance as
the gap between materials increases or decreases, the presence of parasitic capacitances in or
around the capacitive sensor are very detrimental to the accuracy of the measurement [30].

Finally, one can use fiber-optic grating (FBG) sensors to measure force, although they are gener-
ally a bit more expensive than the aforementioned sensors. The principle behind these sensors
will not be discussed as it is quite complicated, but the main idea is that a force causes a change
and shift of the wavelength of the light through a fiber-optic cable, which is used to measure
the force. These sensors have many advantages: they are not susceptible to electromagnetic
interference and temperature changes and they are very accurate and relatively small. Non-
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Figure 2.13: Typical Wheatstone bridge configurations of strain gauges [32].

etheless, they can typically not measure forces in as many dimensions as the aforementioned
sensors and are slightly more difficult to integrate in teleoperation systems. [30].

In the medical field, the main application for teleoperation is (tele)surgery. It can enable sur-
geons to operate on a patient from all over the world, and it might even enhance their precision
by scaling down their movements in the robot that is performing the surgery. FBG sensors are
becoming the norm for telesurgery, since they are biocompatible and sterilizable [30]. Further-
more, their high accuracy and immunity to electromagnetic interference are very beneficial in
high-risk teleoperation systems such as telesurgery. Nonetheless, multiple DOF force/torque
(F/T) sensors consisting of silicon strain gauges are still widely used, like in the da Vinci sur-
gical robots used for research purposes. As of 2018, more than 6 million procedures had already
been performed with 5000 of these da Vinci telesurgery systems [34].

In most industrial applications, like space and underwater explorations, F/T sensors consisting
of resistive strain gauges are used [35]. In applications like microassembly and micromanipu-
lation, atomic force microscopes (AFMs) are the norm, which can achieve force resolutions in
terms of nanonewtons [36]. While this can not be achieved by using only cost-effective force
sensors, AFMs do sometimes use piezoelectric or piezoresistive sensors for part of the meas-
urement process [36]. However, AFMs do have disadvantages like temporary instability at a
certain point in the measurement, leading to increased use of more complex MEMS (micro-
electromechanical systems) as force sensors in micromanipulation [37].

In social applications, there are not many implementations of force sensors yet; the majority of
these teleoperation systems currently only use visual feedback, equivalent to a video call.

Notably, sometimes force sensors are completely omitted in teleoperation systems. Instead, the
force is estimated via visual deformation of the material [36] or the change in currents driving
the robot [38].

2.2.2 Importance of an accurate force measurement in teleoperation

First of all, it should be mentioned that the requirement of an accurate force measurement
depends on the control architecture. For the position-position and position-computed force
(Equation 2.10) architectures, no force measurements are required since the only inputs are
the positions of the controller power ports of both robots. For the position-measured force
architecture, one force measurement is required: the force at the interaction power port of the
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robot in the task environment. Finally, for the 4-channel architecture two force measurements
are required: the forces at both robots’ interaction power ports as seen in Figure 2.10. There
are also modified versions of the 4-channel architecture that use force estimation [39], but this
often leads to a higher overall (computational) complexity.

Even in case of sensor and encoder noise, control architectures that use force sensor inform-
ation (e.g. position-force, position,force-force and 4-channel architectures) generally outper-
form architectures that do not (e.g. position-position) in terms of dynamic torque tracking
and free motion tracking [25]. Evenmore, in case the robots’ dynamics are not identical, force
sensors are almost a requirement for good kinesthetic coupling [23] since approximating their
dynamics will be even more difficult.

There is little literature evaluating the importance of the accuracy of the force measurement
(i.e. transparency and stability for varying levels of accuracy) for the discussed control archi-
tectures. Hence, this importance is to be hypothesised and evaluated through experiments.

2.2.3 Improving the quality of the force measurement

An accurate force measurement over the whole measurement range is dependent on two main
factors: sensor noise and the linearity of the sensor’s output with respect to the applied force.
Since most force sensors are calibrated (and linearised) in the factory, minimising sensor noise
is the most effective way of improving the measurement’s quality.

To minimise the sensor noise, a filter can be used. A Wiener filter is commonly chosen since
it minimises the Mean Squared Error (MSE) between its output and the desired output, but
this filter requires the signal of interest and noise to be stationary processes (the mean and
variance do not change over time) [31]. Since the sensor noise can originate from all kinds of
varying mechanical and electrical noise sources, like physical disturbances of the DIY setup,
mechanical vibrations from nearby electromechanical machines (e.g. a computer fan) or elec-
tromagnetic interference [31], the sensor noise is likely not stationary, rendering a Wiener filter
and any other filter with static coefficients (e.g. low-pass, high-pass, band-pass or band-stop)
inadequate. Furthermore, the desired signal (the applied force on the DIY setup’s handle) de-
pends on the actions of the operator or the task environment, which are non-deterministic:
their future values can not be predicted with certainty.

There are filters that can automatically adapt their coefficients when the characteristics of the
desired signal or noise signal change, such that its performance (e.g. MSE) is always optim-
ised [31]. These filters are called adaptive filters and can use different types of recursive al-
gorithms to update their filter coefficients for the optimal performance, like the Least-Mean-
Square (LMS) or the Recursive Least-Squares (RLS) algorithms [40].

The differences between algorithms lie in the performance requirements for the filter. For ex-
ample, if a low computational complexity (or high power efficiency) is important, the LMS al-
gorithm is a good choice [41]. This algorithm uses a filter with an M amount of taps (= the filter
order + 1), of which the filter coefficients w(n) for the first iteration (n = 0) are typically equal
to zero. In each iteration, the error e(n) is calculated between the filter output y(n) and the
desired output d(n). This error is used together with the convergence factor µ and a vector x(n)
consisting of (delayed) versions of the input signal x(n) to calculate the new filter coefficients
that are used in the next iteration: w(n+1). The convergence factor determines how fast the op-
timal filter coefficients wopt (n)(achieving the lowest MSE) are reached and should be chosen
carefully; a too large convergence factor will overshoot the optimal coefficients, while a too
small convergence factor will be needlessly slow to reach the optimal coefficients. In practice,
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µ is typically between 0.01
MPx

and 0.1
MPx

, where Px is the power of the input signal [42].

w(n) =


w0(n)
w1(n)

...
wM−1(n)

 x(n) =


x(n)

x(n −1)
...

x(n −M +1)


y(n) = wT (n)x(n)
e(n) = d(n)− y(n)
w(n +1) = w(n)+2µe(n)x(n)

(2.35)

However, for the best performance, the RLS algorithm is a better choice as it adapts itself faster
to changing signal/noise characteristics and provides better filtration (attenuation) results [41].
For this algorithm, the filter output y(n) and error e(n) are calculated in the same way (Equa-
tion 2.35). However, the filter coefficients are calculated differently: w(n) = w(n −1)+k(n)e(n)
[41]. Since it is a recursive algorithm, it calculates the current filter coefficients with the pre-
vious ones, instead of calculating the next coefficients with the current ones. k(n) is the (Kal-
man) gain vector and is calculated as Equation 2.36 [43]. λ is the weighting or "forgetting"
factor, greater than 0 and smaller than or equal to 1 (typically between 0.95 and 0.995), and
defines the influence of previous error samples on the current filter coefficients. Consequently,
this determines the rate of convergence to the optimal coefficients and the stability of the filter
coefficients [43].

k(n) = R−1(n −1)w(n)

λ+wT (n)R−1(n −1)w(n)
R(n) =

n∑
i=0

λn−i x(i )xT (i ) (2.36)

Because of its high computational complexity, there are modified variants of the RLS algorithm
with reduced complexity. For example, the Lattice RLS (LRLS) algorithm uses a priori estima-
tion errors and error feedback to reduce the amount of computations [31].

Regardless of the choice of algorithm, the adaptive filter is to be implemented as a noise can-
celler: Figure 2.14. An adaptive filter tries to replicate a desired signal with its output by filtering
its input signal. However, this will only work if the input signal and desired signal are correlated
in some way [40], which is taken advantage of by using the adaptive filter as a noise canceller.
By giving the filter (an approximation of) the noise as input, it can only replicate the noise in the
corrupted signal, as long as the input noise and clean signal are uncorrelated. So theoretically,
the error between the filter’s output and the corrupted signal is the clean signal, which can be
used as the system’s output [31]. Nonetheless, there will always be some correlation between
the filter’s input noise and the clean signal, so the system output will never perfectly replicate
the clean signal.

Figure 2.14: Implementation of the adaptive filter as noise canceller, adapted from [31]. x(n) indicates
the noise and transfer function H indicates that this noise is uncorrelated with the clean signal but
correlated in some way with the corrupted signal y(n).
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3 Analysis

As mentioned in Section 1.8, this chapter discusses the limitations of the current iteration of the
DIY kit and potential solutions to the assignment with the discussed background information
and several (validation) experiments. Section 3.1 considers the DIY kit’s limitations and evalu-
ates potential solutions regarding the implementation of the control architectures. Meanwhile,
Section 3.2 discusses the shortcomings and limitations of the current force measurement and
proposes potential improvements for this aspect of the DIY kit.

As a result, this chapter addresses underlying research questions 2, 3, 5, 7, 9 and 10 of Sec-
tion 1.6 in the context of the DIY kit.

3.1 Control architectures on Arduino

3.1.1 Limitations of the physical teleoperation setup

Last year, Frank Bosman designed, fabricated and tested the hardware for (one setup) of the
DIY kit [44]. This physical setup (excluding the microcontroller) consists of 5 main parts: a
motor, motor driver, transmission, position sensor (measuring the angle of the motor shaft)
and force sensor. Frank chose an RS-775 (brushed) DC motor [45], which is driven with an
Arduino Motor Shield (Rev3) [46], based on an L298 motor driver.

Figure 3.1: Lever length and transmission ratio of the DIY setup to relate the motor torque with the force
measured by the load-cell.

Frank stated that this motor can provide a torque of 6.3765 Ncm. The maximum force used by
a healthy person in daily tasks is 34.8 ± 1.6 N [47], but without using the thumb this is closer to
15 N. Since achieving high torques is very demanding of the whole physical setup and requires
expensive motors, he aimed for a force (F ) of 7 N experienced by the human operator at the
handle. As seen in Figure 3.1, the transmission gear ratio (g ) is 13.6 and the lever length (l ) is
9.5 cm. Since the load-cell is calibrated with force applied at the height of its upper screw hole
(in this thesis), this lever length does not include the handle. This leads to the required motor
torque (T ) of Equation 3.1. So, the motor should be able to provide sufficient force feedback.

T = F · l

g
= 7 ·9.5

13.6
= 4.89 [Ncm] (3.1)
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Nevertheless, he mentioned that the motor presented cogging behaviour: in permanent mag-
net motors, there is an interaction between the teeth in the iron core and the poles of the per-
manent magnet. The iron teeth closest to the magnet’s poles are magnetised, resulting in pref-
erential positions of the core with respect to the magnet [48]. This means that there is a small
(cogging) torque acting on the core to keep the teeth close to these preferential positions, which
is especially noticeable in case of low speeds where the core does not have enough moment of
inertia to overcome this cogging torque.

The (dual H-bridge) motor driver was chosen because of its direct compatibility with the Ardu-
ino Uno and easy implementation by the user. While it can control the speed and direction of
the motors with the applied voltage, it can not control the torque directly as this is related to
the current.

For the transmission between the handle (and paddle) and the motor in Figure 1.1, he opted for
double helical gears that should be in constant contact with eachother. Hence, this transmis-
sion should not present any real limitations in terms of backlash. The transmission ratio was
chosen to be as high as possible (which was 13.6, limited by the 3D printer using PLA) to min-
imise the motor’s torque requirement; as per Equation 3.1, the higher the transmission ratio
(g ), the lower the required motor torque will be.

The AS5048B magnetic position sensor [49] that is used should not present any limitations
either; Frank measured a precision of 0.023 degrees and an accuracy of 0.012 degrees. However,
the paddle and handle of both setups have to be pointing in the same direction (e.g. straight
upwards) when the system is powered on, as the position value is not stored when the system
is turned off.

Finally, Frank stated that the force sensor presented a non-linear error and sensor noise. These
limitations and their effects on the teleoperation performance will be discussed in Section 3.2.

3.1.2 Limitations of the Arduino Uno and user interface

Simultaneous with Frank’s assignment, Famke van den Boom designed and tested the software
for the DIY setup [50]. For the teleoperation system’s microcontroller, she chose an Arduino
Uno (Rev3) instead of an ESP32 (both widely used microcontrollers) because the Arduino offers
a slightly better user experience in the Arduino and Processing IDEs. This choice is supported
by the Arduino’s recognised brand and the fact that the wireless communication functionality
of the ESP32 is not required for the DIY setup. Consequently, the DIY setup is limited by the
microcontroller in 3 aspects: the flash memory (where the code is stored), the clock speed and
the amount of I/O (input/output) pins. The Arduino Uno has a flash memory of 32 KB, clock
speed of 16 MHz and 14 digital I/O pins including 6 capable of providing a PWM (Pulse Width
Modulation, explained in Section 2.1.5) output, and 6 analog input pins [51].

Famke built her own test setup, where both "robots" (motors with flywheels) were controlled
with one microcontroller. The encoders are best connected to the interrupt pins of the Arduino
to avoid checking the motor angles in each loop iteration, slowing down the code. However,
since both encoders need two interrupt pins (with the Encoder.h library [52]) while the Arduino
Uno only has two interrupt pins, she had to resort to a different microcontroller: an Arduino
Mega with four interrupt pins. With the Arduino Mega, a maximum loop frequency of 1000 Hz
could be reached for both the position-computed force and position-position architectures.
When the loop frequency is not reached, the Arduino’s built-in LED will blink.

The current iteration of the teleoperation setup and revised code uses two of Frank’s setups,
so two Arduino Uno’s with wired communication (through the I2C protocol). Therefore, the
number of iteration pins does not pose a problem anymore. She also experienced some incon-
sistencies in the system’s behaviour for higher control values, but she suspects this is caused
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by a position-dependent friction component on the human side of her test setup, which differs
from the one used in this thesis.

Lastly, she designed a user interface and implemented this in the Processing IDE, which com-
municates with the Arduino via serial communication. As seen in Figure 3.2, the user interface
contains sliders to set the control gains, impedances and/or time delay. Furthermore, a feed-
back bar indicates how optimal the set configuration is with respect to the verified optimal
parameters. Only when these parameters are changed, messages with their values are sent to
the Arduino. Hence, the addition of the user interface does not present any notable limitations.

Figure 3.2: Overview of all user interface screens in Processing [50].

3.1.3 Effects on the implementation & performance of the control architectures

Most of the aforementioned limitations have a relatively minor effect on the performance of
the DIY teleoperation setup, considering its cost-effectiveness and goal. Nonetheless, cogging
of the motor will reduce the transparency of the setups when it is moving at low speeds, where
position and force errors are more likely due to the preferential positions of the motor core and
resulting cogging torque: Figure 3.3.

Figure 3.3: Effect of cogging torque while rendering a spring of stiffness k = 0.06 N/mm [48].
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Furthermore, the loop frequency should be as high as possible to reduce the latency and op-
timise the transparency between both setups. If the loop frequency is too low, the user might
notice intervals between the updates of the force or position/velocity variables, which ruins the
smoothness of the motion of the setups.

While not, the lack of direct torque control might be an issue in the implementation of the con-
trol architectures; currently, only the velocity/position of the motor cores (and consequently
the handle) in the setups can be controlled, while the position-measured force (and position-
computed force) architecture controls the force of the robot on the task side directly.

Fortunately, there are ways to control the torque (and consequently force at the handle) indir-
ectly with the existing setup. If one can measure or approximate the current that is drawn by
the motors, the voltage (PWM) of the motors can be adjusted accordingly to achieve a certain
current (torque). There is current sensing functionality in the motor shield, so depending on
its accuracy a feedback loop can be implemented to control the torque.

Alternatively, the motor torque (and consequently force at the handle) can be estimated based
on the PWM duty cycle, motor constant and motor’s electrical resistance, as discussed in
Section 2.1.5. However, determining the motor constant and electrical resistance is time-
consuming and best repeated for each motor to get accurate torque estimates, so if the current
sensing functionality of the motor shield suffices, the aforementioned method will be used.

3.1.4 Performance measures for the implementation in the DIY kit

As discussed in Section 2.1.2, teleoperation performance is most often expressed in terms of
stability and transparency. Evenmore, it is important to look at the operator’s experiences and
sense of embodiment when using the teleoperation system and determine whether they com-
pleted the task successfully.

In most of the discussed literature (e.g. [11; 17]), the transparency of the teleoperation system
is first analysed theoretically using frequency responses, the "hybrid matrix" that represents
Lawrence’s two-port system Figure 2.2 as per Equation 3.2, and the transparency condition
(Zt = Ze ) [6]. [

Fh(s)
Vh(s)

]
=

[
H11(s) H12(s)
H21(s) H22(s)

][
Ve

−Fe

]
(3.2)

Then, the stability is analysed by evaluating the stability margins with Nyquist plots (Sec-
tion 2.1.2) of each (sub)loop in the control architecture. With this theoretical analysis, the op-
timal system parameters and the maximum time delay before instability can be determined.

This theoretical analysis is out of the scope of this thesis, so the transparency and stability of
the system will be determined through measurements. In most literature, the transparency and
stability are evaluated through experiments by tracking the position and force of both robots
under varying time delay. According to the discussed transparency conditions (equations 2.5
and 2.6), the forces and velocities of both robots (i.e. motors in case of the 1 DOF DIY setups)
should be the same for perfect transparency.

Hence, the transparency of the DIY setups can be evaluated with the error between the forces
and positions of both motors, and the stability/passivity can be evaluated by observing this
error for increasing communication (time) delays between the setups.

3.1.5 Implementation in Processing

As mentioned in Section 3.1.2, the current iteration of the Processing interface only sends mes-
sages to the Arduino when a parameter (e.g. control gain) is changed. Additionally, the ma-
jority of user interface screens have already been created, aside from the screens for position-
measured force and 4-channel architectures. Hence, two user interface screens are to be made
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that match the aesthetic and functionality of the existing Processing user interface screens (Fig-
ure 3.2).

However, in the current iteration of the DIY kit with two Arduino Uno’s, the Processing user in-
terface has not been implemented yet. Since the setup now uses two seperate microcontrollers
instead of one, the variables (e.g. k, Zh,c and Zr,c in Figure 3.2) that can be changed in the user
interface, running on one of the microcontrollers, should be communicated between both mi-
crocontrollers. Since this communication will increase the workload for both microcontrollers
and thereby affect the maximum loop frequency, it should be as minimal as possible.

As for the communication between the Processing user interface and one of the Arduino’s, the
protocol that Famke created is used: when a variable is changed in the user interface, a message
of 6 bytes will be sent in the form of Figure 3.4. The header (a letter) indicates the type of mes-
sage: "a" indicates architecture selection, "b" indicates time delay selection and the remaining
letters are used to indicate selection of other variables in the user interface screens. The data
field then indicates the new value or architecture of the header (rounded to three decimals) and
the end field contains a semicolon to indicate the end of the message.

Figure 3.4: Overview of the messages’ fields (and their sizes) that are communicated in "string" format
between the Arduino and Processing interface [50].

3.1.6 Experiments

First of all, as discussed in Section 3.1.3, the feasibility of directly controlling the motors’
torques by measuring their current draw with the Arduino Motor Shields is to be investigated.
If this is not feasible, other ways of controlling the force at each setup are to be explored, like
estimating the motor’s torque for any duty cycle (Section 2.1.5).

The Arduino website [46] states that the motor shield’s current sensor is calibrated to output
3.3 V for a (maximum) current draw of 2 A. This is achieved with an internal current sensing
resistor and an op-amp for each of the two available motor channels (resistors R1 and R2 and
LMV358MMX op-amps IC4A and IC4B in the schematic of the motor shield [53]). These com-
ponents should not present any non-linear behaviour, as long as the op-amps supply voltage
range is not exceeded (0 - 5 V [54]) by the output voltage, which it is not. Finally, there are tutori-
als that provide accurate measurements (e.g. [55; 56]). Nonetheless, this ought to be verified
with experiment 3.1, where the measured currents are compared to the measurements of an
external current sensor for various scenarios, listed in Table 3.1.

As an alternative to controlling the torque with the current measured by the motor shield, ex-
periment 3.2 calculates the (motor) constants and the motor’s electrical series resistance to es-
timate the motor’s torque for any duty cycle. First, a constant is determined for both setups that
approximates the force ( f ) measured by the load-cell for a current (c) provided to the motors
by an external power supply:

K f ,c =
Force measured by the load-cell [N]

Current provided by the power supply [A]
(3.3)

The measurements with this external power supply are performed for voltages up to 2 V since
the (specified) current limit of the motor shield (2 A) would then be exceeded by one of the
setups. Also, the current limit of the power supply (2.5 A) is reached at slightly higher voltages.
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Next, the motors are driven with the motor shields via PWM for different temperatures of the
setups to evaluate the temperature-dependence of the motor-constant: "cold" indicates that
the setup has not been used for at least the past hour (and is therefore only measured once for
each duty cycle), while "warm" indicates the setup has been used with the position-computed
force architecture for 5 minutes. "Hot" indicates that the motor was driven with maximum duty
cycle for 3 times in a row while holding still the paddle, such that it draws the maximum current
the motor shield can supply. From these measurements, a single constant that approximates
the force ( f ) measured by the load-cell for a PWM duty cycle (d) provided by the motor shield(s)
is determined for both setups:

K f ,d = Force measured by the load-cell [N]

PWM duty cycle (0-255) provided by the motor shield
(3.4)

As a ratio, duty cycle is unitless, so K f ,d is expressed in newtons (at the load-cell). Finally, this
constant K f ,d is validated by approximating the constant K f ,c with a current measurement at
maximum duty cycle and comparing it to the measured K f ,c . Also, while not used in this thesis,
the motor constant is estimated: Km (Equation 2.33).

Table 3.1: Overview of the experiments conducted to control or estimate the motor’s torques.

Experiment Objective Tested configurations

3.1
Determining the accuracy of the
current sensor in the Arduino
motor shield

Motor disconnected from the paddle, able to spin freely.
Duty cycles: 0, 50, 100, 150, 200, 255 (0-100 % on Arduino)

Motor disconnected from the paddle, providing various
levels of resistance to the motor shaft’s rotation.
Excluding the duty cycles where the shaft is not rotating.
Duty cycles: 150, 200, 255

3.2
Determining the (motor) constants
(Km , K f ,c and K f ,d ) and
motors’ electrical series resistances

Driving the motors with an external power supply
from 0 to 2.0 V. Setup temperature: warm
Driving the motors with the motor shields.
Setup temperature: cold, warm, hot

Experiment 3.1: Determining the accuracy of the current sensor in the Arduino motor shield

Method: Since the motors are controlled with a PWM signal, the current will vary with at least
the same frequency as the PWM signal, which is 31372.55 Hz. The external current sensor has to
be able to accurately measure and communicate the current at this frequency. Hence, a ACS712
20A (Hall-effect) current sensor module is used which has a bandwidth of 80 kHz, maximum
error of 1.5% and an internal resistance of only 1.2 mΩ, so it will not notably reduce the voltage
over the motor. This sensor is placed between the motor shield and positive terminal of the
motor and connected to an analog input of the Arduino; it communicates the measured current
as a voltage with a sensitivity of 100 mV/A, biased around half the supply voltage [57] (so, biased
around 2.5 V). The Arduino’s Analog-to-Digital Converter (ADC) has a resolution of 10 bits,
leading to 210 = 1024 levels to represent voltages between 0 and 5 V. With this knowledge, the
current through the motor can be calculated as per Equation 3.5.

Imotor, ACS712 =
2.5−VACS712 · 5.0

1024

0.100
[A] (3.5) Imotor, motor shield = Vmotor shield · 5.0

1024

1.65
[A] (3.6)

The current measured by the motor shield is also communicated as a voltage to one of the
Arduino’s analog inputs. However, this voltage is not biased around 2.5 V and the sensitivity is
1.65 V/A [46], leading to a different equation for the current through the motor: Equation 3.6.
These currents are communicated with the computer via serial communication together with
the time (in seconds). To receive and save this data, a Python script is used, inspired by [58].
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To provide various levels of resistance to the motor shaft’s rotation, the motor gear is gripped
(by hand) with various levels of force, thereby slowing down the motor shaft and increasing the
current draw of the motors.

Results: From Figure 3.5, it can be seen that for low duty cycles (0 - 100), where the motor is
not rotating due to its Coulomb friction1 (among other things, discussed in the next experi-
ment), the ACS712’s sensor noise is higher than the current that the motor is drawing. From
the bottom-left and bottom-centre plots, it is more difficult to see clear differences because of
the rapidly switching currents due to PWM. It is noteworthy that the measured current draw
exceeds the specified maximum of 2 A [46]. Finally, the bottom-right plot shows that the cur-
rent measurements at maximum duty cycle (a constant 12 V supply voltage) when the motor
starts spinning (0 to 0.1 s) are very similar.

Figure 3.5: Current sensor comparison for varying PWM duty cycles without disturbances.

With Figure 3.6, the main difference between the current sensors can be seen more clearly:
especially at large currents, the motor shield’s current measurement extends further down to 0
A when the PWM signal is low (as explained in Section 2.1.5, a PWM signal switches between
"high" and "low" states to create a certain average DC voltage). At maximum duty cycle (255),
this difference is no longer present.

Figure 3.6: Current sensor comparison for varying PWM duty cycles with disturbances.

1Friction that is independent of the rotational velocity and present in the direction opposite to the velocity [59].
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By low-pass filtering these results using a second order Butterworth filter with a cut-off fre-
quency of 5 Hz (Figure 3.7) and plotting their upper envelopes (Figure 3.8), the difference
between the sensors’ measurements is much more visible; at duty cycles of 150 and 200 (where
the motor shaft is rotating, but not at full speed), the ACS712 current sensor measures much
higher currents than the motor shield when the motor shaft’s rotation is resisted. Again, this
difference is not present at maximum duty cycle. While the upper envelopes of the current
sensor’s measurements in Figure 3.8 are slightly higher than the upper envelopes of the motor
shield’s measurements for duty cycles of 150 and 200, the difference is significantly smaller.

Figure 3.7: Current sensor comparison for varying PWM duty cycles with disturbances, low-pass filtered
at 5 Hz with a second order Butterworth filter.

Figure 3.8: Current sensor comparison for varying PWM duty cycles with disturbances, upper envelopes
using spline interpolation over maxima separated by at least 10 samples.

Discussion: Since the sensor noise seems to be much higher in the ACS712 current sensor than
in the motor shield (for duty cycles of 0 - 100 in Figure 3.5), it may be concluded that the motor
shield’s current sensor is more accurate at these low duty cycles because it seems to filter out
the noise that the ACS712 measures, especially at a duty cycle of 0.

The measured peak current when the shaft’s rotation was resisted is around 2.8 A (centre plot
of Figure 3.8), which is close to the specified maximum stall current of the motor (3.25 A [45]),
considering its rotation was never completely stopped and therefore the true stall current was
not reached.

At maximum duty cycle, the sensors’ measurements correspond quite well; since a duty cycle
of 255 means that the PWM signal is permanently "high", the observed differences at a "low"
PWM signal are no longer present. This is supported by the similarities of the upper envelopes,
which only show the measured current values when the PWM signal is "high", validating the
accuracy of the motor shield’s current measurement (at least at maximum duty cycle).

While the upper envelope of the ACS712 is slightly higher than the upper envelope of the motor
shield for a duty cycle of 150, it can not be the only cause of the much higher low-pass filtered
measurements. This supports the previously made observation that the largest differences oc-
cur when the PWM signal is "low", likely originating from one or both of the following causes:
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Firstly, the noise that the ACS712 measures results in a certain "noise floor", causing it to meas-
ure a slightly higher current than the motor shield; in the top-left plot of Figure 3.5, the mean of
this noise (floor) is mostly positive. This is especially noticeable at lower duty cycles, illustrated
by the generally slightly higher upper envelope in the leftmost plot of Figure 3.8.

Secondly, because the current measurements need to be saved via serial communication to
the computer, the loop frequency (= sampling frequency) of the Arduino could not exceed 690
Hz, while the PWM frequency was roughly 31 kHz. Hence, the measurements of both current
sensors were likely taken at slightly different points in time (first the motor shield, then the
ACS712), which could mean that one current sensor measured the current for a high PWM
signal while the other measured the current for a low PWM signal in the same loop.

Nevertheless, this issue was not resolved at the time of this experiment. To know if the cur-
rents match perfectly, an oscilloscope could be used to measure the output voltages of the
motor shield and ACS712 and zoom in on one PWM period ( 1

31372.55 [s]). Alternatively, the
measurements could be saved locally on the Arduino and exported to the computer after the
measurement. However, each of these measurements takes up 37-40 kB while the Arduino’s
dynamic memory is only 2 KB. In one of the final experiments of this thesis (experiment 4.4 in
Section 4.2.3), it was found that using a higher baud rate for the serial communication drastic-
ally reduced the loop time. Since the baud rate can be set up to 200 times higher than the baud
rate used in this experiment, the sampling frequency could likely exceed the PWM frequency
as this is only 45 times higher.

Conclusion: Since there is a noticeable discrepancy between the sensors’ measurements when
the PWM signal is "low" and the cause of this discrepancy is not confirmed, the use of the mo-
tor shield’s current sensor can not be justified. Even if the measured current would be suffi-
ciently accurate (which is probable considering the measurements at maximum duty cycle),
these measurements should be filtered in real-time to obtain a DC current that is required to
control the motor’s torque, which inherently delays the signal.

Furthermore, from this experiment it can be concluded that the motor shield is able to provide
more current than its maximum rating of 2 A per motor channel, at least for a short time period.

As mentioned at the start of this section, the alternative to controlling the motor’s torque by
measuring the current is estimating the torque for any PWM duty cycle. This also eliminates
the need for a separate torque/current controller, which would (ideally) have operate at an
even higher frequency than the PWM frequency. This model-based estimation is explained in
Section 2.1.5 and results in Equation 3.7, where T is the motor (output) torque, Km is the motor
constant and R is the motor’s electrical (series) resistance.

T = Km

duty cycle
255 Vsupply

R
[Nm/A] (3.7)

Since the force at the load-cell should be estimated instead of the motor torque, the constants
that approximate the force at the load-cell for a current and PWM duty cycle (0 - 255) is determ-
ined as well: K f ,c and K f ,d respectively.

Experiment 3.2: Determining the (motor) constants and motors’ electrical series resistances

Method: To determine the constants Km , K f ,c and K f ,d , the force measured by the load-cell is
used as it was proven to be very accurate (experiment 3.3 in Section 3.2.5). The setup is placed
between (and partly under) heavy objects such that the setup can not move when the motor’s
torque is applied as a force to one of these objects: Figure 3.9.

Firstly, the motor is driven with an external power supply to measure its current draw for vary-
ing (DC) voltages during the force measurement. With these currents and voltages, its electrical
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Figure 3.9: Measurement setup used in experiment 3.2 to determine K f ,c , K f ,d , Km and electrical series
resistance (ESR).

resistance can be calculated with Ohm’s law (R = V
I ) since the effects of back EMF2 are absent

when the motor’s shaft/core is not rotating. During these measurements, the force measured
by the load-cell is recorded to obtain K f ,c . Also, the obtained ESR is compared with the motor’s
series resistance measured by a (HAMEG HM8118) LCR-meter.

Then, the motor is driven with the Arduino and motor shield via PWM (for the duty cycles
listed in Table 3.1) and the force measured by the load-cell is recorded to obtain a constant that
approximates this force at the load-cell for a certain duty cycle: K f ,d . To obtain a rough relation
between PWM duty cycle and current, the current through the motor is measured at maximum
duty cycle (always "high") with a multimeter; the current at any other non-zero duty cycle is
alternating due to PWM and therefore can not be related to the power supply’s current.

For consistency, each measurement is conducted three times for both setups and the measured
force is recorded once it has stabilised. Furthermore, after each measurement, the load cell’s
reading is reset to 0 N.

As mentioned in Table 3.1, the measurements with the motor shields are performed for differ-
ent (setup) temperatures: cold, warm and hot.

Finally, while the setup was fixed in place for these measurements, this will not be the case
when it is used for teleoperation. Hence, the maximum duty cycle before the setup’s base starts
moving or tilting is measured, while holding the handle still and not fixing the setup in place.
At least up to this duty cycle, the K f ,d should be sufficiently accurate for both setups. So, K f ,d

(one constant that fits both setups) is determined as the slope of the fitted line between the
duty cycle at which a force is first measured and the duty cycle at which the setup’s base would
start to move or tilt. Since the setups should be closest to the temperature of the "warm" meas-
urements most of the time, the line is fitted to these measurements.

Results:

The results from driving the motors of both setups with the power supply can be found in Fig-
ure 3.10 and Figure 3.11. The ESRs of both motors are quite similar, with the motor’s ESR of the
second setup being slightly lower than the motor’s ESR of the first setup. Additionally, the ESRs
are consistent with respect to the motor voltages, except for lower voltages (up to 0.4 V). How-
ever, the series resistances measured by the LCR-meter were much higher: 2.15 Ω and 2.30 Ω
respectively. When measuring a (maxon RE 36 118798) motor with a specified series resistance
of 1.11Ω [61], the LCR-meter measured a series resistance of 3.35Ω.

2An opposing voltage due to the electromotive force induced by the armature conductors (copper wires wound
around the rotating part of the motor) moving through the magnetic field created by the magnets in the static part
of the motor (stator) [60].
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Figure 3.10: Driving the motors with a power supply to calculate their electrical series resistances. The
dots indicate the mean of the 3 measurements and the vertical bars indicate the standard deviation.

Figure 3.11: Driving the motors with a power supply to determine K f ,c for both motors.

The slopes of the fitted lines (K f ,c ) also correspond quite well, with the slope for the second
setup being slightly higher than the slope for the first setup. Notably, when comparing the
force measurements of both setups, the measurements for the first setup are generally closer
to the fitted linear relation with respect to the motor’s current.

The results from driving the motors of both setups with the Arduino and motor shield via PWM
(for different temperatures) can be found in Figure 3.12. Only the measurements at duty cycles
up to 230 are included as the motor shafts started to slip (inside the bottom gear of Figure 1.1)
at higher duty cycles. In the final experiments of this thesis, this slipping started to occur at low
duty cycles as well, so the gears were reattached to the motor shafts with Loctite 601 glue.

Before this slipping started to occur more frequently, the current at maximum duty cycle was
measured to be able to relate these measurements to the power supply measurements. At max-
imum duty cycle, the current through the motors was 2.57 A for setup 1 and 2.65 A for setup 2,
leading to an average 2.61 A.

Figure 3.12: Driving the motors with the motor shield via PWM to determine K f ,d .

The first notable observation is the duty cycle for which the load-cell starts to measure a force:
120 in case of a cold setup and 130 otherwise. This is already near half of the maximum duty
cycle, while the load-cell started to measure a force much earlier in the measurements with the
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power supply: at 0.2 V and 0.2 A of the maximum 2.0 V and ∼2.0 A respectively: Figure 3.10.
Furthermore, as suspected, the temperature of the motors in both setups clearly affects force
at the load-cell, and therefore the torque that the motors provide. Notably, (the measured force
in) setup 1 is less affected by increasing temperature than setup 2. Nonetheless, the precision
of the 3 measurements at the same duty cycle and temperature is quite high for duty cycles up
to 190. At higher duty cycles, this precision decreases rapidly.

The force, measured by the load-cell, at which the setup starts to move or tilt is determined
to be roughly 4 N. So, the line representing K f ,d is fitted to the "warm" measurements of both
setups up to 4 N: Figure 3.13. This fitted line starts at a duty cycle of 125 with a slope of 0.0714
N. Hence, K f ,d for both setups is 0.0714 N from a duty cycle of 125 onwards.

Figure 3.13: Fitting a line to the "warm" measurements of Figure 3.12 up to 4 N to find the optimal K f ,d .

Assuming a similar current draw at 255 duty cycle and 200 duty cycle (since the measured force
remains roughly the same when the setup is warm/hot), a constant ESR up to a duty cycle of
200, and the same current for which a force is first measured (0.2 A: Figure 3.11) for both experi-
ments, this K f ,d can be compared with the measured K f ,c using the aforementioned measured
current draw of 2.61 A at maximum duty cycle. First, the duty cycle range is converted into a
current range by assuming a current draw of 0.2 A at 125 duty cycle and 2.61 A at 200 duty cycle,
resulting in 200−125

2.61−0.2 ≈ 31.12 A−1. Applying this conversion to the determined K f ,d of 0.0714 N
results in K f ,c = 0.0714 ·31.12 ≈ 2.222 N/A.

Discussion: At low voltages and currents, the motors have to overcome the Coulomb friction.
On top of that, the measurements are relatively less accurate at these low voltages and currents
due to the power supply readings being limited to two decimals, which explains the inconsist-
ent ESRs at low motor voltages. Although it may be accurate, the slight difference in the motors’
ESRs could be attributed to a difference in temperature, as the ESR of a DC motor typically in-
creases when it heats up [60]. This could not be verified with the LCR-meter, as the measured
ESR of a DC motor with a specified resistance was inaccurate.

However, this relatively low ESR could explain the notable difference between the voltage and
the duty cycle for which the motor starts to apply torque when driving the motor with the power
supply and motor shield respectively. The motor shield aims to regulate the motor voltage from
0 to 12 V (its supply voltage) through PWM, but can only provide 2 A to each motor. Hence, with
an ESR of roughly 1Ω, the motor shield can only regulate the motor voltage up to 2 V. Since the
setups start to move and tilt after forces of 4 N, a less powerful but more consistent motor would
be better suited for these specific DIY setups.

The accuracy of the power supply’s current measurements and the load-cells’ force measure-
ments was verified with a (Fluke 179) multimeter and mechanical force meter respectively, so
the difference in the measured K f ,c and calculated K f ,c (from K f ,d ) can only be accurate or
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attributed the setups’ temperatures. As the motor’s torque was much more dependent on tem-
perature in setup 1, this does imply that there is a difference between the setups.

Since the motor shields were felt to heat up noticeably more than the motors, the torque seems
to be limited by the current of the motor shield at high duty cycles, not the increasing ESR of
the motors. Nevertheless, fitting a second-order function to better represent these setups can
not be justified, as a motor constant (and consequently K f ,c and K f ,d ) is represented by a first
order line. Moreover, the motor constant should be representative of both motors, as the DIY
setup is intended to be assembled by the users, who should not need to characterise the motors
themselves.

So, the K f ,d of 0.0714 N should be the best choice for every DIY setup using this hardware, but
these measurements ought to be performed for more setups to ensure this is the case. When
converted to N/A (with certain assumptions), this K f ,c (2.222 newton/ampere) is slightly higher
than the measured K f ,c : Figure 3.11. This difference could be attributed to a slightly warmer
motor in the power supply measurements, but it is more likely to originate from the assumption
that the current is the same at 200 duty cycle and 255 duty cycle; when the setup is cold/warm,
the measured force is generally higher at 230 duty cycle than at 200 duty cycle, implying the
current draw is higher as well.

While not used in this thesis, the motor constant Km can be approximated with K f ,c (calculated
from K f ,d ) and Equation 3.1:

T = F · l

g
= 2.222 ·9.5

13.6
= 1.55 [Ncm] → Motor constant = 0.0155 [Nm/A] (3.8)

If a different motor with a specified motor constant is used in a future iteration of the DIY setup,
the K f ,c calculated with K f ,d can be validated using this conversion.

Conclusion: From these measurements, multiple conclusions can be drawn. The approximate
ESR of this type of (RS-775) motor can be taken as the average ESR of the measurements of
both motors from 0.6 V to 2.0 V: 1.02 Ω. Furthermore, the constant K f ,d that represents both
setups adequately is 0.0714 N, starting at a duty cycle of 125, although this is very dependent
on the temperature of the setups. With this K f ,d , the motor constant Km is estimated to be
approximately 0.0155 Nm/A.

3.2 Force sensing in the DIY kit

3.2.1 Effect on teleoperation performance of the DIY kit

As mentioned in Section 2.2.2, there is little literature that discussed the need for an ac-
curate force measurement in teleoperation. Nevertheless, the fact that architectures using
force measurements generally outperform architectures that predict the force (e.g. position-
computed force) suggests that accuracy is key for this improved transparency; otherwise, the
computed/estimated force would likely be sufficiently accurate. To verify this hypothesis, the
final teleoperation system’s performance could be evaluated with and without the improve-
ments made to optimise the force sensor’s accuracy.

3.2.2 Type of force sensor

As discussed in Section 2.2.1, there are many types of force sensors that are used in teleop-
eration systems. Since the DIY kit is to be assembled by the user, the force sensor should
be able to be easily attached and integrated into the DIY setup, which eliminates the other-
wise very accurate (but also a bit more expensive) FBG sensor. Out of the remaining discussed
force sensors, sensors made of strain gauges seem to be most suited for this DIY kit: they are
cheap, compact and can be quite accurate when the strain gauges are placed in a Wheatstone
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bridge configuration and when the sensor is calibrated. While piezoelectric and capacitive
force sensors provide a better dynamic response, this is outweighed by their disadvantages;
a piezoelectric force sensor is susceptible to temperature and humidity changes, which means
the sensor’s performance may be insufficient depending on the location of the user, and a ca-
pacitive force sensor is susceptible to parasitic capacitances, which will certainly be present in
a DIY kit (mainly) without soldered connections.

Fortunately, the force sensor already implemented in the DIY setup does consist of strain
gauges; Frank attached a load-cell to the handle of the robot, between the part with which
the operator interacts and the transmission (Figure 1.1). This load-cell operates at 5 V and is
capable of measuring weights up to 2 kg, so forces up to 2 · 9.81 = 19.62 N [62]. Internally, it
consists of four strain resistances of each 1 kΩ, arranged in a Wheatstone bridge configuration:
Figure 3.14.

Figure 3.14: Internal structure of the used load-cell [63].

Figure 3.15: Non-linearity of the resistance of strain gauges (made of conductive PLA) with respect to
applied force (weight) in a single point bending beam load-cell [64].

As seen in Figure 3.14, the strain gauges are placed on all 4 sides of a diamond shape and the
output voltage is measured between the left and right corners. The top and bottom corners
are connected to the voltage source. The bridge is placed such that two strain gauges are in
compression and two in tension. Looking at the external structure of the implemented force
sensor, a single point bending beam (Figure 3.16), the strain gauges are placed on the top and
bottom of the beam, like in Figure 3.15 (left).

As indicated with arrows in Figure 3.14, there are two active strain gauges: the top left gauge
and the bottom right gauge. As discussed in Section 2.2.1, this is a half Wheatstone bridge
configuration and they should be placed such that both are in either compression or tension,
so either at A and B or at C and D in Figure 3.15. The output voltage is measured in between
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Figure 3.16: The force sensor (load-cell) that is implemented in the DIY setup.

two voltage dividers (left and right) of one active and one non-active strain gauge, leading to
Equations 3.9 and 3.10. Here, the strain gauge resistance is R +∆R (∆R only for active strain
gauges and depends on the strain), GF is the gauge factor and l is the strain gauge’s length [31].

Vout = R

R +R +∆R
Vsuppl y −

R +∆R

R +R +∆R
Vsuppl y =

−∆R

2R +∆R
Vsuppl y =−Vsuppl y
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2R
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2R

(3.9)
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2
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l
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When a force is applied, the wires in the strain gauges get longer and thinner (more resistance)
or shorter and thicker (less resistance) depending on their orientation and the direction of the
force on the beam, which can also be concluded from equation 3.10: ∆R

R =GF
∆l
l , where GF > 0.

Even with this Wheatstone half bridge configuration, which gives twice the output voltage for
the same force as the quarter bridge configuration (Section 2.2.1), the output voltage is too
small to measure accurately with a microcontroller (Arduino Uno in the DIY setup). Hence,
Frank used an HX711 amplifier with 24-bit ADC [65] and a small footprint Arduino library [66].

To get a value in newtons from this amplifier’s output, a scaling factor was measured (at 15 N)
to convert the output value to a value that should represent the applied force (in newtons).

3.2.3 Shortcomings and limitations of current implementation

While the load-cell should be calibrated for a very linear output voltage versus force relation
(0.05% non-linearity [62]), Frank mentions a non-linear error. It is a possibility that the load-
cell is not calibrated very well, but this non-linear error could also be caused by his measure-
ment method; first of all, he uses a mechanical force meter, which is difficult to read accurately.
Secondly, the load-cell is secured through friction (parallel to the direction of the force meas-
urement) in a bench vise, which could allow for some movement during the measurement of
large forces. Finally, the load-cell was placed upright and the force was applied sideways at the
top, so the effect of gravity in the measurement increased as the applied force increased.

Furthermore, he notes some sensor noise that he reduces by subtracting the average from 20
measurements of no applied force from the load-cell measurement. However, as mentioned in
Section 2.2.3, the sensor noise can originate from all kinds of electrical and mechanical sources.
As these noise sources are not all stationary, they may not be properly represented by these
measurements to estimate the noise only when the system is turned on.

So, the main shortcomings of the current implementation of the force sensor are the sensor
noise and (possibly) non-linearity of the measured force with respect to the applied force.

3.2.4 Improvements of current implementation

To reduce the varying (likely non-deterministic) sensor noise, an adaptive filter can be used, as
discussed in Section 2.2.3. To measure or create this filter’s input noise in a real system (like the
DIY setup), an extra "dummy" load-cell can be used. This dummy load-cell should be placed
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as close as possible to the active load-cell without measuring the clean signal (force applied to
the handle by the operator or task environment) [31]. This way, the output of the dummy load-
cell should be mostly uncorrelated with the clean signal, but strongly correlated with the noise
of the corrupted signal, resulting in an ideal reference input for the noise cancelling adaptive
filter (Figure 2.14).

As for the choice between algorithms discussed in Section 2.2.3, LMS would likely be the best
choice considering the DIY kit’s limitations and goal; because of its desired cost-effectiveness,
the computational complexity should be minimal such that a low-cost microcontroller suffices.
Hence, the lower computational complexity of LMS is a clear advantage over (L)RLS. Also, while
RLS does perform significantly better in situations with varying noise characteristics, the DIY
kit will probably operate in the same room with the same noise sources most of the time, redu-
cing the need for a very fast (and computationally complex) adaptive filter.

While most force sensors are calibrated in the factory, the cost-effective force sensors that are
relevant for the DIY kit might not be perfectly linear with respect to the applied force. As dis-
cussed in Section 3.2.3, the non-linear error that Frank measured may not be caused by the
force sensor, but it is useful to prepare for the scenario in which it is caused by the force sensor.

In this scenario, every DIY setup will need a calibration/linearisation of the force sensor, since
every (non-calibrated) force sensor can have a noticeably different output for the same applied
force [64]. Since the DIY kit is intended to be bought and assembled by the users themselves
[10], this calibration would have to be performed by them as well. Therefore, an easy and cost-
effective calibration method would have to be designed, like using known weights to estimate
and compensate for the nonlinear behaviour [67].

3.2.5 Experiments

As mentioned in Section 3.2.3, the main shortcomings of the force sensor seem to be sensor
noise and non-linear error, decreasing its accuracy for forces other than the calibration forces.
However, especially for the non-linear error, it is useful to verify that they are indeed sufficiently
present to decrease the system’s performance before implementing solutions that require com-
putational resources (adaptive filter) or extra steps by the user (linearisation).

Due to the aforementioned load-cell’s specified 0.05% non-linearity [62] and Frank’s measure-
ment method to determine its accuracy, it seems unlikely that the non-linear error in the force
measurement is as significant as Frank measured. To verify this hypothesis, experiment 3.3
is conducted to measure the sensor’s error more accurately, using the configurations listed in
Table 3.2. Since the mechanical force meter of 20 N is not very accurate at low forces, the meas-
urements up to 5 N and 10 N are performed once more with mechanical force meters that can
measure up to 5 N and 10 N respectively.

In experiment 3.4, the load-cell’s noise3 is determined in various (common) environments and
in case of disturbances, as stated in Table 3.2

Experiment 3.3: Determining the load-cell’s non-linearity and accuracy

Method: First of all, the load-cell is fixed horizontally in the bench vise such that the direction
of the applied force is the same as the direction in which the vise is exerting force. This greatly
reduces the possible play in the vise’s grip during the experiment. By pulling the other end
of the load-cell to the left and right, gravity has no effect on the force measurement (in both
directions).

Since a digital force meter with an accuracy rating was not available, the same type of mechan-
ical force meter as the one in Frank’s experiment (based on a spring) is used. To measure the

3In this context, the term "noise" is used to refer to the load-cell’s measurements of (environmental) noise, inter-
ference and (physical) disturbances.
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Table 3.2: Overview of the experiments conducted to determine the quality of the current force meas-
urement.

Experiment Objective Tested configurations

3.3

Determining the
load-cell’s
non-linearity
and accuracy

Comparing load-cell’s force measurements to measurements
of 20 N mechanical force meter for the range of forces used in previous
work [44]: -15 to 15 N (each integer value measured three times)
Comparing load-cell’s force measurements to measurements
of 5 N, 10 N and 20 N mechanical force meters for forces
from -15 to 15 N

3.4
Determining the
load-cell’s noise

Noise measured in quiet gathering space with ventilation
Noise measured in busy gathering space with ventilation
Noise measured in robotics lab
Noise measured next to PC and keyboard
Noise measured in case of physical disturbances of the setup’s base
Noise measured during teleoperation (paddle disconnected from motor)

precision of the force sensor, each integer value between 0 and 15 N is measured 3 times for
both directions. The forces are applied 3 times in one direction and then 3 times in the other
direction to observe if there is fatigue when the load-cell is loaded many times in one direction.

The force meters are attached to the outer screw hole of the load-cell. This results in the meas-
urement setup of Figure 3.17.

Figure 3.17: Measurement setup used in experiment 3.3 to determine the load-cell’s non-linearity.

The load-cell is calibrated at 15 N using the code provided in the HX711 library [66] that Frank
suggested. Taking the average of the calibrations in both directions results in a scaling factor of
1080 to convert the load-cell’s value to a weight in grams, which is then multiplied by 0.00981
to obtain a force in newtons (F = m · g ).

The non-linearity of the force measurement error is determined by taking the average of the
deviation percentages (deviation from a linear line between the -15 N and 15 N measurement)
at each measurement. These percentages are calculated with respect to the full scale output:
the difference between the minimum and maximum measured values. Then, the average of the
non-linearity percentages (of the three times the measurements were performed) is calculated.
Furthermore, the accuracy and precision are calculated by taking the averages of the mean of
the absolute difference between the applied and measured forces and the mean of the standard
deviation respectively.

Results: Measuring the forces in the aforementioned order resulted in the plot of Figure 3.18.
Visually, the load-cell’s output value is very linear with respect to the applied force. This is
supported by the calculated accuracy and precision values: the accuracy of 0.05 N indicates
that on average, the force measurement deviates 0.05 N from the actual applied force in both
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directions. The precision of 0.03 N indicates the average difference between the (3) measured
values at each applied force.

Figure 3.18: Load-cell measurements using a 0-20
N mechanical force meter.

Figure 3.19: Load-cell measurements using mul-
tiple mechanical force meters.

When using the other mechanical force meters to measure forces up to 5 N and 10 N, the load-
cell’s values are much closer to the value read from the mechanical force meter. These meas-
urements result in Figure 3.19, where the precision is omitted because these measurements
were only recorded once to show the improved average accuracy: 0.02 N as opposed to the 0.05
N when using only the 20 N force meter.

Discussion: Using mechanical force meters with less range results in an increased measured
accuracy since the 20 N force meter seemed less accurate at the start of its measurement range.
Nonetheless, this is also caused by the lower force values being easier to read on these mech-
anical force meters with less range, allowing for a more precise force application. The final
accuracy of 0.02 N is a very good result considering the force was applied by reading off the
mechanical force meter and holding it at that force during the measurement.

While the measured non-linearity is 0.14%, the load-cell’s specified non-linearity of 0.05% [62]
is certainly plausible if the measurements are performed with automated and accurate force
application. Also, while not likely to have affected the measurements, it should be noted that
this experiment was performed in a robotics lab with more electromechanical interference
than the usual environment of the DIY kit.

Conclusion: From this experiment, it can be concluded that calibration (other than the de-
termined scaling factor) or linearisation of the load-cell is not necessary before its implement-
ation in the DIY setup; the calibration performed in the factory is sufficient.

Experiment 3.4: Determining the load-cell’s noise

Method: In this experiment, the effect of external disturbances and noise sources on the force
sensor measurement is explored by placing the setup in various environments and disturbing
it in various ways (Table 3.2), without applying any force at the handle.

First, the DIY setup is placed in quiet and busy environments with ventilation to represent the
environments it will probably spend most time in; a study/work place or living room. Here, the
load-cell’s noise is first measured without any intentional disturbances, and then with disturb-
ances: moving a desk chair and opening and closing a door. Secondly, the setup is placed in a
lab (without any intentional disturbances), where there are much more mechanical vibrations
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and possibly some electrical interference that can influence the measurement, as discussed in
Section 2.2.3. Next, the setup is placed in a room with as little disturbances as possible: (a quiet
room with minimal ventilation), where the effects of a desktop PC and keyboard very close to
the setup are investigated. Also, the base of the setup is moved/touched slightly to represent
unintended disturbances like someone bumping into the table that the setup is placed on.

Furthermore, the teleoperation setup is turned on (running the provided position-computed
force code) to examine the effect of the motor’s electromagnetic radiation. Here, the paddle
with the force sensor is disconnected from the motor to exclude the forces caused by the move-
ment of the paddle and handle. The fact that the load-cell is not perfectly upright does not
influence the measurements as its value without applied force is always measured first and re-
moved from its later measurements, thereby removing the effect of gravity in this experiment.

An extra Arduino Uno is used to perform these load-cell measurements, since using one of the
Arduino’s in the setup for this caused instability during teleoperation because of the increased
loop time (due to the serial communication). This results in the measurement setup of Fig-
ure 3.20.

To record and save the measurements, the force (in millinewton, using the aformentioned scal-
ing factor of 1080) and time (in seconds) are sent to the computer via serial communication. To
receive and save this data, the same Python script of [58] is used and slightly modified to handle
the correct types of data (floats instead of integers). Finally, the data is retrieved, plotted and
analysed using Matlab, where the mean, standard deviation, (maximum) peak-to-peak value
and power is calculated.

Figure 3.20: Measurement setup used in experiment 3.4 to determine the load-cell’s noise in case of an
active teleoperation system.

Results: The results of the load-cell measurements in different environments, with and without
disturbances, can be found in Figure 3.21.

In the top-left and top-center plots, the load-cell’s noise in quiet environments can be seen.
Around 60 s in both environments, a chair was moved and around 100 s, a door was opened and
closed. These disturbances are not distinctly visible in the measurements. Also, the difference
in noise power between a quiet gathering space and busy gathering space is negligible.

The top-right plot shows the noise in the robotics lab, which is clearly not biased around zero.
Therefore, the noise power is significantly higher in this robotics lab than in the previous envir-
onments.

In the bottom-left plot, the keyboard was used at 60 s, and the PC was turned on at 120 s. Again,
these disturbances are not distinguishable in the measurements.
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Figure 3.21: Load-cell noise measurements in different environments and with (physical) disturbances.

In the bottom-centre plot of Figure 3.21, the 3 small peaks represent disturbances orthogonal
to the sensor’s measurement axis, while the 2 large peaks represent disturbances parallel to the
measurement axis. These disturbances are created by tapping/moving the setup’s base.

Finally, the effect of electromagnetic interference from the motor during active teleoperation
can be seen in the bottom-right plot. At roughly 60 s, the DIY setups were turned on and the
one on the task side (right setup in Figure 3.20) was interacted with. This can be observed in
the measurement, as the noise amplitude seems to be slightly higher from 60 s to 120 s.

At roughly 120 s the setup on the operator’s side, which includes the load-cell that is measuring
the noise, was interacted with as well to increase the torque that the motor had to provide to
follow the other DIY setup. This clearly increased the measured noise amplitude. The large
peaks in the noise plot (both positive and negative) occurred when the motor’s transmission
gear was held still by the operator while the other setup’s handle was moved.

Discussion: While the (mean-square) noise power in the typical environment of the DIY kit
with typical disturbances (a desktop PC, keyboard, opening/closing door and moving chair) is
not significant, the noise power in the robotics lab is relatively high (4 times higher). This dif-
ference is a consequence of the noise not being zero-biased: it progressively drifts further away
from zero due to an external noise source in the lab. It may not be high enough to noticeably
impact the felt transparency (being only a few millinewtons), but it can be detrimental for the
teleoperation system’s passivity and stability when it results in energy generation.

The noise power in case of physical disturbances of the setup and electromagnetic interfer-
ence during teleoperation is even higher. While an adaptive filter of low complexity may not
be able to filter out the short and intense physical disturbances, the electromagnetic interfer-
ence should be attenuated since it is always present when the teleoperation system is active.
Moreover, this increased noise power does indeed seem to originate from the (electromagnetic
radiation of) the motor in the DIY setup, as it is proportional to the current draw of the motor;
the noise power is largest when the motor shaft’s rotation was resisted, therefore requiring a lot
of torque (which is directly related to current).

Conclusion: From the measurements in Figure 3.21, three valuable conclusions can be drawn.
Firstly, external disturbances such as (loud) voices and movements of nearby objects do not
notably increase the already present sensor noise in environments with ventilation. The same
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can be concluded for turning on a nearby PC or typing on a keyboard. However, direct physical
disturbances of the setup do influence the load-cell’s measurement considerably. Secondly, the
electrical interference and mechanical vibrations in a lab environment also influence the load-
cell’s measurement notably; the noise power can be as much as 4 times higher compared to a
typical gathering space. Thirdly, when the teleoperation system is active, the electromagnetic
radiation of the motor (in the same DIY setup) is very noticeable in the load-cell’s measure-
ments and proportional to its current draw.

3.3 Pseudocode and data-flow diagrams

3.3.1 Current iteration of the DIY setup

As mentioned in Section 3.1.5, the current iteration of the DIY kit consists of two Arduino Uno’s
(one on each setup), and the Processing user interface has not yet been integrated. Currently,
the position-computed force architecture is functional in this iteration, but one of the Ardu-
ino’s seems to reset occasionally. To streamline the integration of the control architectures and
adaptive filter, this given code will first be examined with pseudocode and a data-flow diagram.

The pseudocode for both microcontrollers’ codes and the data-flow diagram can be found be-
low. In essence, it functions exactly like the standard architecture (Figure 2.5), but there are
some notable differences. Firstly, the motors are controlled via PWM (voltage, as discussed in
Section 2.1.5). Hence, a "steer" value is computed at the task side (with control gain Kp ) in-
stead of the force. Secondly, a "correction" (compensation) is added to overcome the friction
in the setup, which otherwise prevents the motors from moving for low steer values. Further-
more, if the steer value is zero, the force felt by the operator should be zero as well. Without
the compensation, the operator would still feel the (Coulomb) friction in the setup, which is
experienced as a nonzero force. The correction value (in terms of PWM duty cycle) is applied
in the same direction as the rotation of the motor, determined with the velocity estimator in
Figure 3.22.

At the start of each loop, the loop time of the previous loop is calculated and the current loop
will wait until the desired loop time is reached. This way, the code will always run at the same
loop frequency, which is important in case of differentiation or integration (where the loop
time is used in the calculation). Nevertheless, the loop could occasionally take longer than it is
allowed to because of too many computations in a single loop. If this happens, the Arduino’s
built-in LED is supposed to blink to indicate (to the user) that the desired loop frequency could
not be reached. However, in the current (not final) iteration, this is indicated via serial com-
munication to the computer. Ideally, the loop frequency should be chosen such that this never
happens when the DIY kit is used as intended. In the current iteration, the loop frequency is set
to 500 Hz, which should be sufficiently high to minimise any discretisation effects that result
from converting continuous models/functions to discrete ones that can be implemented in the
code.
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Pseudocode for Arduino on human side
#include required l i b r a r i e s
#define motor & sensor pins
#define s e t t i n g s & parameters
I n i t i a l i s e var iables
void setup ( ) {

begin s e r i a l monitor
increase PWM frequency to inaudible
i n i t i a l i s e position ( angle ) sensor
i n i t i a l i s e wired I2C communication
send l o c a l angle whenever requested
read computed ste er whenever received

}
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read l o c a l angle
l o c a l stee r = − computed ste er
i f ( l o c a l ste er == 0) {

i f ( moving backwards ) {
output PWM = l o c a l stee r − correction

} else i f ( moving forwards ) {
output PWM = l o c a l stee r + correction

} else {
output PWM = l o c a l stee r

}
} else i f ( l o c a l stee r < 0) {

output PWM = l o c a l steer − correction
} else i f ( l o c a l stee r > 0) {

output PWM = l o c a l steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}

Pseudocode for Arduino on task side
#include required l i b r a r i e s
#define motor & sensor pins
#define s e t t i n g s & parameters
I n i t i a l i s e var iables
void setup ( ) {

begin s e r i a l monitor
increase PWM frequency to inaudible
i n i t i a l i s e position ( angle ) sensor
i n i t i a l i s e wired I2C communication

}
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
send message with computed steer
request message with remote angle
read l o c a l angle
error = remote angle − l o c a l angle ( in radians )
computed ste er = Kp* error
i f (computed stee r == 0) {

i f ( moving backwards ) {
output PWM = computed steer − correction

} else i f ( moving forwards ) {
output PWM = computed steer + correction

} else {
output PWM = computed steer

}
} else i f (computed steer < 0) {

output PWM = computed steer − correction
} else i f (computed steer > 0) {

output PWM = computed steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}

Figure 3.22: Data-flow diagram of the provided position-computed force architecture used in the cur-
rent iteration of the DIY kit.

3.3.2 Implementation of the adaptive filter in the position-measured force architecture

There are multiple options to implement an adaptive filter with the LMS algorithm in the tele-
operation code. There is an Arduino library [68], which would be easy to implement, but it is
untested, dated and probably more computationally complex than a direct implementation of
the algorithm in the control architecture code. This implementation in the control architecture
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code also rules out the use of Simulink/Matlab’s LMS function [69], which programs and con-
trols the Arduino completely by itself. Hence, the theoretical explanation of Section 2.2.3 will
be implemented directly in the teleoperation code.

It is possible that the LMS adaptive filter distorts the relevant force signal; because the dummy
load-cell (the input signal for the filter) measures the effects of gravity and inertia, which are
changing relatively slowly or constant and therefore correlated with many signals, the filter can
create almost everything from the dummy load-cell signal when these effects are sufficiently
present. This compromises the implementation of the adaptive filter as noise canceller (Fig-
ure 2.14), as this assumes that the filter’s input (dummy load-cell) signal and relevant force
signal are almost completely uncorrelated; as explained in Section 2.2.3, the estimation of the
clean force signal is the filter’s output (estimation of the noise in the active load-cell signal)
subtracted from the active load-cell signal. While distortion may occur, the LMS algorithm is
too "slow" to completely cancel the typical relevant force signal: moving the handle back and
forth and thereby applying varying force in different directions.

Moreover, the constant K f ,d that was derived in experiment 3.2 (Section 3.1.6) is to be used
in the position-measured force architecture (and 4-channel architecture) to translate the force
measured by the load-cell in the task environment into a PWM duty cycle that should result in
the same force felt by the operator. Since this measured force is opposite to the torque on the
motor on the task side (because of the transmission with 2 gears: Figure 1.1), the calculated
PWM duty cycle for the human side already acts in the correct direction.

These additions result in the data-flow diagram of Figure 3.23 and a pseudocode that is notably
different from the code currently used for the position-computed force architecture:

Figure 3.23: Data-flow diagram of the envisioned code for implementing the position-measured force
architecture in the DIY kit.
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Pseudocode for Arduino on human side
#include required l i b r a r i e s
#define motor & sensor pins
#define s e t t i n g s & parameters
I n i t i a l i s e var iables
void setup ( ) {

begin s e r i a l monitor
increase PWM frequency to inaudible
i n i t i a l i s e position ( angle ) sensor
i n i t i a l i s e wired I2C communication
send l o c a l angle whenever requested
read measured ste er whenever received

}
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read l o c a l angle
l o c a l stee r = measured steer
i f ( l o c a l ste er == 0) {

i f ( moving backwards ) {
output PWM = l o c a l stee r − correction

} else i f ( moving forwards ) {
output PWM = l o c a l stee r + correction

} else {
output PWM = l o c a l stee r

}
} else i f ( l o c a l stee r < 0) {

output PWM = l o c a l steer − correction
} else i f ( l o c a l stee r > 0) {

output PWM = l o c a l steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}

Pseudocode for Arduino on task side
#include required l i b r a r i e s
#define motor & sensor pins
#define s e t t i n g s & parameters
I n i t i a l i s e var iables
void setup ( ) {

begin s e r i a l monitor
increase PWM frequency to inaudible
i n i t i a l i s e position ( angle ) sensor
i n i t i a l i s e wired I2C communication
i n i t i a l i s e force sensor

}
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read measured force
convert measured force to newtons
LMS f i l t e r measured force
calculate measured steer : f i l t e r e d force / K_fd
send message with measured steer
request message with remote angle
read l o c a l angle
error = remote angle − l o c a l angle ( in radians )
computed ste er = Kp* error
i f (computed stee r == 0) {

i f ( moving backwards ) {
output PWM = computed steer − correction

} else i f ( moving forwards ) {
output PWM = computed steer + correction

} else {
output PWM = computed steer

}
} else i f (computed steer < 0) {

output PWM = computed steer − correction
} else i f (computed steer > 0) {

output PWM = computed steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}
f l o a t LMS {

read current input s ignal (dummy load− c e l l )
read current desired output s ignal ( act ive load− c e l l )
s h i f t saved forces by one delay , discard the oldest
save current force
calculate output with f i l t e r c o e f f i c i e n t s & saved forces :
calculate error between current & desired output s i g n a l s
calculate next f i l t e r c o e f f i c i e n t s with the error ,

convergence f a c t o r & saved forces
return the error as system output : the force estimate

}

3.3.3 Implementation of the adaptive filter in the 4-channel architecture

The main difference between the 4-channel and position-(measured or computed) force archi-
tectures is the number of communication channels (Section 2.1.4); the 4-channel architecture
communicates variables through 4 communication channels as opposed to 2, as seen in Fig-
ure 2.10. These variables are all outputs of the (4) feed-forward controllers, the gains of which
(Kp1 , Kp2 , Kp3 and Kp4 ) are numbered in the same way as in Figure 2.10. Since the measured
forces of both setups are used in the 4-channel architecture, the LMS adaptive filter is to be
implemented on the human side as well. Notably, the 4-channel architecture uses the motors’
rotational velocities instead of angles, so differentiation of the angles is required. Therefore, it
is even more crucial for this architecture that the loop time remains the same at all times.

These changes results in the data-flow diagram of Figure 3.24 and the following pseudocode:
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Figure 3.24: Data-flow diagram of the envisioned code for implementing the 4-channel architecture in
the DIY kit.

Pseudocode for Arduino on human side
#include required l i b r a r i e s
#define motor & sensor pins
#define s e t t i n g s & parameters
I n i t i a l i s e var iables
void setup ( ) {

begin s e r i a l monitor
increase PWM frequency to inaudible
i n i t i a l i s e position ( angle ) sensor
i n i t i a l i s e wired I2C communication
send task stee r 1 & 2 whenever requested
read human steer 1 & 2 whenever received
i n i t i a l i s e force sensor

}
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read current ( l o c a l ) angle
read measured force
r o t a t i o n a l v e l o c i t y =

( current angle − previous angle ) / loop time
LMS f i l t e r measured force
task ste er 1 = Kp_1 * r o t a t i o n a l v e l o c i t y
task ste er 2 = Kp_3 * f i l t e r e d force / K_fd
l o c a l stee r = human steer 1 + human steer 2
i f ( l o c a l ste er == 0) {

i f ( moving backwards ) {
output PWM = l o c a l stee r − correction

} else i f ( moving forwards ) {
output PWM = l o c a l stee r + correction

} else {
output PWM = l o c a l stee r

}
} else i f ( l o c a l stee r < 0) {

output PWM = l o c a l steer − correction
} else i f ( l o c a l stee r > 0) {

output PWM = l o c a l steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}
f l o a t LMS {

read current input s ignal (dummy load− c e l l )
read current desired output s ignal ( act ive load− c e l l )
s h i f t saved forces by one delay , discard the oldest
save current force
calculate output with f i l t e r c o e f f i c i e n t s & saved forces :
calculate error between current & desired output s i g n a l s
calculate next f i l t e r c o e f f i c i e n t s with the error ,

convergence f a c t o r & saved forces
return the error as system output : the force estimate

}

Pseudocode for Arduino on task side
#include required l i b r a r i e s
#define motor & sensor pins
#define s e t t i n g s & parameters
I n i t i a l i s e var iables
void setup ( ) {

begin s e r i a l monitor
increase PWM frequency to inaudible
i n i t i a l i s e position ( angle ) sensor
i n i t i a l i s e wired I2C communication
i n i t i a l i s e force sensor

}
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read current ( l o c a l ) angle
read measured force
r o t a t i o n a l v e l o c i t y =

( current angle − previous angle ) / loop time
LMS f i l t e r measured force
human stee r 1 = Kp_4 * r o t a t i o n a l v e l o c i t y
human stee r 2 = Kp_2 * f i l t e r e d force / K_fd
send message with human stee r 1 & 2
request message with task steer 1 & 2
l o c a l stee r = task steer 1 + task steer 2
i f ( l o c a l ste er == 0) {

i f ( moving backwards ) {
output PWM = l o c a l steer − correction

} else i f ( moving forwards ) {
output PWM = l o c a l steer + correction

} else {
output PWM = l o c a l steer

}
} else i f ( l o c a l stee r < 0) {

output PWM = l o c a l steer − correction
} else i f ( l o c a l stee r > 0) {

output PWM = l o c a l steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}
f l o a t LMS {

read current input s ignal (dummy load− c e l l )
read current desired output s ignal ( act ive load− c e l l )
s h i f t saved forces by one delay , discard the oldest
save current force
calculate output with f i l t e r c o e f f i c i e n t s & saved forces :
calculate error between current & desired output s i g n a l s
calculate next f i l t e r c o e f f i c i e n t s with the error ,

convergence f a c t o r & saved forces
return the error as system output : the force estimate

}

[70][71]
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4 Design & Realisation

In this chapter, the solutions to the assignment, found in the previous chapter, are implemen-
ted in the DIY kit. Since the quality of the force measurement is crucial to the performance of
the position-measured force architecture (discussed in Section 2.2.2), the improvement of this
force measurement is addressed first. In Section 4.1, the implementation of the conditional
adaptive filter is explained together with new terminology better suited for this specific imple-
mentation of the filter (as noise canceller). Also, experiments are introduced and conducted to
find the optimal implementation of the filter in the DIY kit. To conclude, the final implementa-
tion of the conditional LMS filter is discussed, as well as a potential performance improvement
(by modifying the load-cell amplifiers), which are both evaluated in Chapter 5.

In Section 4.2, the implementation of the control architectures is discussed with their pseudo-
codes and optimised through experiments. However, as mentioned in Section 1.7, the imple-
mentation of the 4-channel architecture (and Processing interface) is not completed. So, to
conclude, only the final implementation of the position-measured force architecture is dis-
cussed, which is evaluated in Chapter 5.

4.1 Force sensing

4.1.1 Conditional adaptive filter

As stated in Section 3.2.4, the LMS algorithm will be used for calculating the filter coefficients
of the adaptive filter because of its relatively low computational complexity. This adaptive filter
should remove the sensor noise of the load-cell in an active teleoperation system and reduce
the effect of physical disturbances on the measurement (measured in the bottom-right and
bottom-centre plots of Figure 3.21 respectively). Furthermore, it should reduce the measured
force caused by gravity pulling on the top of the setup and the moment of inertia of the top of
the setup. The theoretical explanation of the algorithm can be found in Section 2.2.3, which
will be applied directly in the control architecture code, as discussed in Section 3.3.2. The clean
signal (force applied at the handle) and noise should be mostly uncorrelated, as otherwise the
filter will also replicate (and thereby cancel) the clean signal with its input signal (the noise).

Since the standard terminology of an adaptive filter might be confusing when it it used as a
noise canceller (e.g. the desired signal for the filter is the clean signal with the noise), termino-
logy that is specific to this application will be used from now on: Table 4.1.

Table 4.1: New terminology to describe the relevant signals for the adaptive filter used as noise canceller.

Standard
terminology

Equation 2.35 Figure 2.14 Meaning in this application New terminology

Desired signal d(n) y(n)
The force applied at the handle and
noise measured the by active load-cell

Active load-cell
signal

Error signal
(system output)

e(n) e(n)
The estimation of the applied force in
the signal from the active load-cell

Force estimate

Filter output y(n) ŷ(n)
The estimation of the noise in the
signal from the active load-cell

Noise estimate

Filter input x(n) x(n)
The noise measured by the dummy
load-cell, ideally the same noise as
measured by the active load-cell

Dummy load-cell
signal

However, before the adaptive filter can be applied in the teleoperation system’s code, the filter
order and step size (convergence factor) have to be determined.
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4.1.2 Extra "dummy" load-cell

To implement an adaptive filter (as noise canceller) in the DIY setup, an extra load-cell is re-
quired that measures the same noise and disturbances as the load-cell between the handle and
paddle (Section 3.2.4). This dummy load-cell should be placed as close as possible to the act-
ive load-cell for maximum correlation between the sensor noise of both load-cells. In the first
experiment, this correlation will be determined.

Before potentially redesigning some of the 3D-printed parts to accommodate the dummy load-
cell and amplifier and purchasing these extra components, the load-cell of the other DIY setup
and its amplifier are used and the experiments to determine the order and step size of the
adaptive filter. The dummy load-cell is attached next to the active load-cell using threaded rods
and its HX711 amplifier is attached next to the active load-cell’s amplifier to ensure it measures
the same noise and (physical) disturbances. Evenmore, the handle of the other setup remains
attached to the dummy load-cell such that the effect of gravity pulling on the the mass of the
handle is seen as noise and therefore cancelled by the filter. This results in the measurement
setup of Figure 4.1.

Also, next to the aforementioned similar placement of the amplifiers, the wires of both load-
cells were held together by tie-wraps to ensure that any electromagnetic interference is the
same in both load-cells’ measurements.

Figure 4.1: Measurement setup used in experiments 4.1 and 4.2 to determine the order and step size of
the adaptive filter (as noise canceller) and verify the placement of the dummy load-cell.

4.1.3 Experiments

In experiment 4.1, the placement of the dummy load-cell is evaluated by verifying that it meas-
ures similar noise and disturbances as the active load-cell.

In experiment 4.2a, with the help of Matlab, the optimal combination of filter order and step
size for the LMS algorithm (listed in Table 4.2) is determined for attenuating the noise and dis-
turbances that affected the load-cell’s measurement the most in experiment 3.4 (Figure 3.21):
short and intense disturbances, longer and less intense disturbances, and electromagnetic in-
terference from the motor during teleoperation. To determine if the LMS algorithm is too
"slow" to attenuate short and intense disturbances, it is compared to the faster and more com-
plex RLS algorithm (Section 2.2.3) with the optimal parameters for this measurement, once
again found using Matlab from the filter orders and forgetting factors listed in Table 4.2.

As the optimal LMS filter parameters were found to distort the force estimate when a force is
applied at the handle (explained in Section 3.3.2), some variants of other algorithms were used
in the adaptive filter to examine if they also distort the clean signal. These algorithms include
RLS, LRLS and Normalised LMS (NLMS) with and without regularisation factor (RF), all applied
in Matlab using the respective functions. For all algorithms, the clean signal was distorted to
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the same extent as with LMS, suggesting that the correlation between the signals is too high and
the adaptive filter is simply doing what it is supposed to: matching the dummy load-cell signal
to the active load-cell signal. Hence, this distortion has to be solved by either decorrelating the
dummy load-cell signal and clean signal (through Principal Component Analysis) or disabling
the LMS filter when this distortion occurs, which is considered in experiment 4.2b.

In experiment 4.3, the optimal filter parameters (found using Matlab) are verified for a live im-
plementation on the Arduino Uno by slightly changing them to the ones listed in Table 4.2
and observing the effect on its performance in terms of cancelling short and long disturb-
ances (movements of the paddle). To reduce the delay between the load-cells’ measurements
as much as possible, the dummy load-cell is placed even closer to the active load-cell by re-
moving the handle.

Table 4.2: Overview of the experiments conducted for the improvement of the force sensor in Chapter 4.
The ranges for the filter order, step size and forgetting factor were determined mostly empirically.

Exp. Objective Tested configurations

4.1 Verifying the placement of the dummy load-cell
Attached with threaded rods
next to active load-cell

4.2a

Finding the optimal filter
parameters for
the adaptive filter
in case of:

Short and intense
disturbances

LMS with filter order of 1 - 100 (in steps of 1)
and step size of 10−10 to 1 (in steps of 10−10)
RLS with filter order of 1 - 100 (in steps of 1)
and forgetting factor of 0.95 - 1 (in steps of 0.005)

Longer, less intense
disturbances

LMS with filter order of 1 - 100 (in steps of 1)
and step size of 10−10 to 1 (in steps of 10−10)

Electromagnetic
interference
during teleoperation

LMS with filter order of 1 - 500 (in steps of 1)
and step size of 10−10 to 1 (in steps of 10−10)

4.2b
Finding the optimal solution for the
distortion of the force estimate

Principal Component Analysis before LMS filter
Enabling LMS filter conditionally: only when
force is applied at the handle

4.3
Determining the optimal conditional LMS filter
parameters for implementation on Arduino:
filter order, step size, disable threshold & timer

Filter order = 1
Step size = 5 ·10−6

Step size = 1 ·10−5

Step size = 2 ·10−5

Filter order = 2 Step size = 1 ·10−5

Filter order = 3 Step size = 1 ·10−5

Experiment 4.1: Verifying the placement of the dummy load-cell

Method: To verify the placement (and attachment) of the dummy load-cell seen in Figure 4.1,
the measurements of both load-cells are compared in case of sensor noise with and without
physical disturbances (tapping/moving) of the setup’s base. Furthermore, the extra Arduino
Uno is used once more to avoid instability when recording the measured force in the active
teleoperation system.

Results: First of all, the sensor noise measured by both load-cells in the robotics lab can be seen
in Figure 4.2. Every characteristic of the measured noise is very similar between the load-cells.
Also, it is noteworthy that the source of the measured "downwards drift" in the top-right plot of
Figure 4.2 seems to have been absent in the robotics lab during this measurement (which was
conducted in a less occupied lab).

In case of sideways physical disturbances (parallel to the force measurement axis), the meas-
urements of both load-cells also correspond quite well, as can be deduced from the first 6 peaks
in Figure 4.3. However, the physical disturbances measured by the dummy load-cell are not-
ably (up to 0.1 s) delayed.

Discussion: The fact that the characteristics of the load-cells’ noise measurements are very
similar implies that they do indeed measure the same environmental noise (and interference).
While the noise source of the "downwards drift" of the measurement in Figure 3.21 seems to
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Figure 4.2: Noise measured by active and dummy load-cells in the robotics lab.

Figure 4.3: Load-cells’ measurements in case of disturbances applied to the setup’s base parallel to the
force measurement axis, conducted in the robotics lab with the setup of Figure 4.1.

have been absent in the robotics lab, the noise power is still larger than in the other envir-
onments of Figure 3.21. So, the robotics lab does increase the noise power in the load-cells’
measurements.

Since the attachment of the dummy load-cell is very rigid, the measured delay of up to 0.1
second likely originates from the sampling rate of the HX711 amplifiers; this can not exceed 10
samples per second (SPS) [65] (the purchased version does not allow selecting 80 SPS, which
some versions do), so the time between receiving a sample from one load-cell and receiving
a sample from the other load-cell can be as much as 0.1 second. This delay can be very det-
rimental to the performance of the adaptive filter; since the LMS algorithm tries to match the
current input signal (samples) to the desired signal (samples), the noise in the load-cell signals
needs to be as similar as possible at any moment in time.

Nevertheless, the measurements of the sideways (intended) movements of the paddle will al-
ways be slightly different as the load-cell is no longer centered relative to the axis of the paddle’s
rotation.

Conclusion: The placement of the dummy-load cell suffices; it measures similar noise and in-
terference as the active load-cell. As the delay between the load-cells’ measurements seems to
originate from the low sampling rate of the load-cell amplifiers, the attachment of the dummy
load-cell suffices as well.
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Experiment 4.2a: Determining the optimal filter order and step size

Method: To determine the optimal filter order and step size, a desired signal is required from
which the noise is to be removed. As discussed in Section 2.2.3 and Section 3.2.4, this desired
signal is the measurement of the active load-cell, from which the noise is to be replicated by the
adaptive filter with the measurement of the dummy load-cell. Hence, a force is to be applied
at the handle, which serves as the clean signal that should result from the error between the
active load-cell signal and noise estimate (Figure 2.14 and Table 4.1). For this experiment, the
LMS filter is applied in Matlab to be able to compare different filter orders and step sizes for the
exact same measurement.

First, the filter order and step size will be determined for measurements without applied force;
this way, the force estimate should ideally be zero, which simplifies finding the optimal filter
order and step size. Then, the optimal filter order and step size will be verified for filtering the
measurements with force applied at the handle.

As stated in Table 4.2, the LMS adaptive filter is first optimised for short and intense disturb-
ances where the force due to the inertia of the top of the load-cells predominates, like the dis-
turbances in Figure 4.3. Also, it is compared to an optimised RLS filter to ensure it is not too
"slow" to cancel these disturbances in the force estimate.

Next, to examine the effectiveness of the LMS filter for longer and less intense disturbances,
the paddle is moved (without touching either of the load-cells) to measure the effect of gravity
on the top of the load-cells. As a final measurement without force applied at the handle, the
paddle is disconnected (like in Figure 3.20) and the most notable noise source measured in
Figure 3.21 is to be removed by the LMS filter: the electromagnetic interference caused by the
motor in the active (position-computed force) teleoperation system.

For every measurement and combination of order and step size (or forgetting factor for the
RLS filter) listed in Table 4.2, the mean square error (MSE = system output power) is saved in a
matrix. Since this error should be zero, the optimal filter order and step size are the ones that
result in the lowest MSE in the matrix.

From these measurements without force applied at the handle, the optimal filter order and step
size should be determined and verified for measurements with force applied at the handle. If
the optimal values for these measurements do not correspond, the ones best suited for remov-
ing the effects of slow disturbances in the force estimate should be used; gravity (and inertia) is
the most common significant disturbance in the active load-cell’s measurements during tele-
operation and especially noticeable when one of the setups is not interacted with and therefore
should not measure any force.

Results: For short and intense disturbances, the optimal step size (µ) and filter order is 3 ·10−5

and 8 (meaning 9 filter coefficients: M = 9) respectively, resulting in Figure 4.4.

Even with the optimal step size and filter order, the force estimate is far from completely zero,
which it should ideally be as no force is applied at the handle. It does attenuate most of the
large peaks (measured disturbances) in the desired signal, especially when they occur right
after each other, which implies that the LMS algorithm is too "slow" to update its coefficients
for the first peaks.

To verify this, the RLS function of Matlab (from the same Digital Signal Processing Toolbox as
the LMS function) is used with the optimal filter order and forgetting factor found with Matlab.
This results in Figure 4.5 with a filter order of 1 (M = 2) and forgetting factor (λ) of 1. While it
does respond faster in terms of cancelling the first disturbances, the error signal is not much
closer to zero than that of the LMS adaptive filter.

Finding the optimal filter parameters for slower and less intense disturbances (moving the
paddle) with the same method as before results in an optimal step size of 1 ·10−5 and optimal
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Figure 4.4: Using the LMS adaptive filter with µ = 3 · 10−5 and M = 9 to filter out short and intense
physical disturbances, conducted in the robotics lab.

Figure 4.5: Using the RLS adaptive filter with λ = 1 and M = 2 to filter out short and intense physical
disturbances, conducted in the robotics lab.

filter order of 1 (M = 2). The resulting force estimate can be seen in Figure 4.6, in which it can
be observed that the LMS adaptive filter is much more effective at removing these "slower"
disturbances; most of the disturbances in the active load-cell signal have been removed suc-
cessfully, especially the slowest ones (widest peaks).

For the final measurement without force applied at the handle (electromagnetic interference
during teleoperation), the optimal filter order and step size turned out to be 316 and 3 · 10−3

respectively. The noise amplitude/power measured by the dummy load-cell is considerably
less, but the adaptive filter compensates for this; it amplifies its input to remove as much of the
(correlated) noise with its output.

Clearly, the optimal step sizes and filter orders do not match for the different types of noise
and disturbances. Therefore, as mentioned before, the chosen filter order and step size are the
optimal values for filtering out longer and less intense disturbances: 1 and 1 ·10−5 respectively.

When verifying the adaptive filter with this filter order and step size for a measurement with
force applied on the active load-cell, a problem occurs: the noise estimate also replicates some
of the applied force, which starts at 20 s in Figure 4.8, where the teleoperation system was
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Figure 4.6: Using the LMS adaptive filter with µ= 1 ·10−5 and M = 2 to filter out longer and less intense
physical disturbances (movements of the paddle), conducted in the robotics lab.

Figure 4.7: Using the LMS adaptive filter (on the "local" setup) with µ= 3 ·10−3 and M = 317 to filter out
the electromagnetic interference caused by the motor in the active teleoperation system, conducted in
the robotics lab. The paddle containing the load-cells was disconnected to only measure the interfer-
ence (and noise).

turned on. This means that the adaptive filter significantly distorts the clean signal (force es-
timate).

Discussion: For short and intense disturbances, the LMS algorithm seems to be too "slow"
to change its filter coefficients for the first few disturbances. This suggests that the step size
(convergence factor) might be too small, especially considering that the noise estimate does
not replicate all of the noise (power) measured by the dummy load-cell, as seen in the bottom
plot of Figure 4.4. However, for smaller step sizes the noise estimate rapidly diverges, which
explains why this step size resulted in the least MSE. If short and intense disturbances are to
be filtered out better, a faster and more computationally complex algorithm like RLS should
be used. However, this RLS algorithm still failed to fully attenuate these disturbances. Since
the noise estimate does replicate the noise measured by the dummy load-cell very well (as it
should for no applied force at the handle), this sub-optimal performance of the LMS (and RLS)
adaptive filter seems to be caused by the slightly delayed measurement of the dummy load-cell,
found in Figure 4.3. The filter updates its coefficients live, so a delayed measurement requires
it to change its input samples (dummy load-cell) much more to match the desired (active load-
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Figure 4.8: Using the LMS adaptive filter (on the "local" setup) with µ = 1 · 10−5 and M = 2 to filter
out noise and long physical disturbances (movements of the paddle) during position-computed force
teleoperation, with force applied on the active load-cell between 20 [s] and 28 [s], conducted in the
robotics lab.

cell) samples, which are taken at a slightly different time, especially in case of short and intense
disturbances where the force is changing drastically in a short amount of samples.

The LMS adaptive filter does attenuate the electromagnetic interference during teleoperation
in the force estimate, but it requires many filter coefficients to do so. This is a consequence of
the dummy load-cell being attached further from the motor than the active load-cell, requiring
the filter to amplify the dummy load-cell signal before subtracting it from the active load-cell
signal. The filter’s output (noise estimate) is effectively calculated as the sum of the element-
wise multiplications of the filter coefficients with the (delayed) input signal (Equation 2.35).
Hence, for an amplification of its input signal, more filter coefficients or a larger step size are
required. Since Matlab finds the optimal filter order and step size without considering com-
putational complexity, it opts for a high filter order to still allow for a high resolution (small
changes) of the filter output due to the smaller step size.

The filter’s attenuation of longer and less intense disturbances is very good, but one could argue
that these disturbances (mainly gravity) could also be estimated and cancelled based on the
setup’s position. While this is possible, it requires the setups to always be turned on at the same
motor angle; the motor angles and the measured force are reset to zero every time the system
is turned on.

The distortion of the clean signal in Figure 4.8 indicates that the clean signal and signal meas-
ured by the dummy load-cell (caused mostly by gravity) are correlated enough for the adaptive
filter to replicate the clean signal from its input (the dummy load-cell signal). As this distor-
tion of the clean signal far outweighs the benefits of the adaptive filter in terms of teleoperation
transparency, this needs to be solved.

Conclusion: While the LMS adaptive filter is not able to completely cancel short and intense
disturbances, it can largely filter out "slower" disturbances such as gravity and inertia. Also,
it is able to mostly filter out the electromagnetic interference during teleoperation, albeit with
many filter coefficients. Nonetheless, the LMS filter (with µ = 10−5 and M = 2) should not be
used in the DIY kit without solving the distortion of the clean signal: the estimate of the force
applied at the handle.
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Experiment 4.2b: Finding the optimal solution for the distortion of the force estimate

Method: To reduce the correlation between the dummy load-cell signal and clean signal (force
at the handle), Principal Component Analysis (PCA) is applied before the LMS filter with the re-
spective Matlab function. PCA essentially projects the measurements onto uncorrelated "prin-
cipal components", which should contain most of the data’s variance [70].

Alternatively, the LMS adaptive filter can be applied conditionally (referenced as a conditional
LMS filter from now on). With this approach, the LMS filter will only be applied to the dummy
load-cell signal if there is no force applied at the handle. When there is force applied at the
handle, the filter is replaced by basic noise estimation: subtracting the dummy load-cell sig-
nal from the active load-cell signal. To determine if there is a force applied at the handle, a
threshold will be used for the active load-cell signal. When exceeded, this will trigger a short
timer that indicates how long the adaptive filter should be disabled (if the threshold is not ex-
ceeded again).

Results: As seen in Figure 4.9, PCA does help to reduce the distortion of the force estimate
(between 20 and 28 s), but at the cost of an offset between the dummy load-cell signal and
noise estimate. Consequently, this results in an offset of the force estimate when it should be
zero. Also, the step size was greatly reduced to 10−10 to obtain this result.

Figure 4.9: Using the LMS adaptive filter (on the "local" setup) with PCA (to reduce correlation) and
µ = 1 · 10−10 and M = 2 to filter out noise and long physical disturbances (movements of the paddle)
during position-computed force teleoperation, with force applied on the active load-cell between 20 [s]
and 28 [s], conducted in the robotics lab.

Applying the LMS filter conditionally with a threshold of 450 mN and timer of 1 s results in
Figure 4.10. This conditional LMS filter seems to perform well, even with the strong deviation
from the dummy load-cell signal between 28 and 31 s. During this time frame, no (intentional)
force was applied at the active load-cell, but it seems to measure a negative disturbance which
the dummy load-cell does not pick up.

Discussion: While PCA does almost completely prevent the distortion of the clean signal, this
comes at the cost of an offset in the force estimate when it should be zero. Furthermore, using
PCA before the LMS filter requires significantly more of the limited computational resources of
the Arduino.

Using the LMS adaptive filter conditionally provides good results, even with the discrepancy
between the load-cells’ measurements from 28 to 31 s. Since there was no intentional applied
force at the handle in this time frame, it must have been a minor accidental disturbance of the
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Figure 4.10: Using the LMS adaptive filter (on the "local" setup) conditionally withµ= 1·10−5 and M = 2
to filter out noise and long physical disturbances (movements of the paddle) during position-computed
force teleoperation with force applied on the active load-cell between 20 [s] and 28 [s], conducted in the
robotics lab. When this force exceeds 450 mN, the timer that disables the filter is reset to 1 s.

handle. Nonetheless, the LMS filter still cancels this disturbance completely by deviating from
the dummy load-cell signal.

Conclusion: Considering the offset of the force estimate and the increased computational
complexity when using Principal Component Analysis, it was concluded that applying the LMS
adaptive filter conditionally (referenced as a conditional LMS filter from now on) is the best
solution to prevent distortion of the force estimate.

Experiment 4.3: Determining the optimal conditional LMS filter parameters on Arduino

Method: Having determined that a conditional LMS filter is the best option, it is implemented
on the Arduino Uno to cancel the noise and disturbances (including gravity and inertia) in
real-time. Since the screws and handle are removed to place the dummy load-cell closer to
the active load-cell and reduce the delay between their measurements as much as possible
(Figure 4.11), the weight of the top part is slightly different than that of the active load-cell.
However, the adaptive filter should compensate for this as a difference in amplitude should not
greatly decrease the correlation between the load-cells’ measured disturbances due to inertia
and gravity.

Figure 4.11: Revised dummy load-cell attachment used in experiments 4.3, 5.1, 5.4 and 5.5 to evaluate
the conditional LMS filter running in real-time on the Arduino Uno.
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While the pseudocode for the LMS algorithm in Section 3.3.2 is still mostly correct, it does not
include disabling the LMS filter when a force is applied at the handle. To include this, the
pseudocode for the LMS function should be updated as follows:

f l o a t LMS {
read current input s ignal (dummy load− c e l l )
read current desired output s ignal ( act ive load− c e l l )
calculate load− c e l l forces in newtons
i f ( threshold i s exceeded by active −load c e l l force or the timer i s s t i l l act ive ) {

calculate the error by subtracting the dummy load− c e l l force from the act ive load− c e l l force
i f ( threshold i s exceeded by active −load c e l l force ) {

re set the timer to the duration for which the LMS f i l t e r should remain disabled
}

} else {
s h i f t saved forces by one delay , discard the oldest
save current force
calculate output with f i l t e r c o e f f i c i e n t s & saved forces :
calculate error between current & desired output s i g n a l s
calculate next f i l t e r c o e f f i c i e n t s with the error , convergence f a c t o r & saved forces

}
return the error as system output : the force estimate

}

To set the threshold for disabling the LMS filter, the maximum measured force without any
force at the handle is determined by moving the paddle back and forth as fast as possible mul-
tiple times in a row

To determine the duration for which the LMS filter should be disabled when this threshold is
exceeded, the setup on the task side is interacted with first and then the setup on the human
side is interacted with (via the handle), just like in Figures 4.8, 4.9 and 4.10. This duration should
be sufficient to ensure the LMS filter is not enabled while the handle is still being interacted
with, yet brief enough to prevent the LMS filter from being disabled when no force is applied to
the handle.

To verify that the order of 1 and step size of 10−5 are the optimal values for the implementation
on the Arduino Uno, the paddle is first moved slowly and then quickly, without applying any
force at the handle (as the LMS filter should then be disabled), for slightly different orders and
step sizes.

Results: The (active) load-cell’s measurement when moving the paddle back and forth as
quickly as possible can be seen in Figure 4.12. To ensure that the LMS filter is always enabled
when no force is applied at the handle, the threshold is set to 430 mN for both directions (pos-
itive and negative force in Figure 4.12).

Figure 4.12: Moving the paddle back and forth as fast as possible to determine the maximum force that
can be measured without force applied at the handle, conducted in the robotics lab.

To determine the duration for which the LMS filter should remain disabled when the threshold
is exceeded, the local setup (with the dummy load-cell and LMS filter) is interacted with from 20
s in Figure 4.13. A duration of 0.1 s is found to be the minimum; for durations shorter than that,
the LMS filter is occasionally enabled when the force applied at the handle changes direction,
as illustrated by the narrow peaks (such as those at roughly 22 s and 27 s) for a duration of 0.09
s in Figure 4.13.
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Figure 4.13: Using the LMS adaptive filter (on the "local" setup) conditionally withµ= 1·10−5 and M = 2
to filter out noise and long physical disturbances (movements of the paddle) during position-computed
force teleoperation, with force applied on the active load-cell between 21 [s] and 42 [s], conducted in the
robotics lab. The timer that disables the LMS filter is set to 0.09 s and the threshold to 430 mN.

The results with slightly different step sizes and filter orders can be seen in Figures 4.14 and
4.15. With half the step size (5·10−6) or twice the order (2), the filter requires more time to
attenuate the disturbances in the force estimate and does so with more oscillation than with
the optimal values. When the step size is twice or the order is three times the optimal value,
this oscillation in the force estimate becomes much worse.

Figure 4.14: Moving the paddle back and forth, first quickly and then slowly, with different step sizes to
determine the optimal value, conducted in the robotics lab.

Figure 4.15: Moving the paddle back and forth, first quickly and then slowly, with different filter orders
to determine the optimal value, conducted in the robotics lab.
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It is worth noting that in these measurements (Figures 4.14 and 4.15), the dummy load-cell
signal needs to be amplified slightly to cancel the disturbances measured by the active load-
cell, while this was not the case previously: Figure 4.6.

Discussion: From Figure 4.14, 10−5 indeed seems to be the optimal value for a filter order of 1;
a slightly larger step size results in a severely oscillating force estimate (since it overshoots the
optimal filter coefficients), and a slightly smaller step size does not remove the disturbances
from the force estimate as quickly (as it does not converge to the optimal coefficients quickly).
As for the filter order, 1 seems to be the optimal value as well (for a step size of 10−5). As seen in
Figure 4.15, a filter order of 2 results in minor oscillation in the force estimate and a filter order
of 3 results in severe oscillation (instability).

The observation that the filter has to amplify the dummy load-cell signal slightly to cancel the
disturbances in the active load-cell signal shows that the handle has been removed from the
dummy load-cell; due to the decreased weight, it is affected less by gravity and inertia (the
main disturbances in this measurement). When the handle was still attached to the dummy
load-cell, this was not the case (Figure 4.6).

Conclusion: The LMS filter should be disabled for at least 0.1 s on the Arduino Uno(’s)
whenever the active load-cell signal exceeds the threshold of 430 mN. When the filter is dis-
abled, the dummy load-cell signal should simply be subtracted from the active load-cell signal.
To attenuate slow disturbances (such as gravity) as much as possible, the LMS algorithm should
use a step size of 10−5 and the filter order should be 1.

4.1.4 Final implementation during teleoperation

Since the current attachment and placement of the dummy load-cell (Figure 4.11) provides
sufficient results for cancelling the gravity (and some inertia) in the force measurement, this
will be the definitive attachment and placement of the dummy load-cell in both setups.

As mentioned before, the HX711 amplifier has a maximum sampling rate of 10 SPS, which is
very problematic for implementation in the (provided) teleoperation code; this code runs at
high frequencies (in this case 500 Hz) for optimal transparency. So, to avoid slowing down this
teleoperation code to 10 Hz, the measured force values should be reused multiple times. To
make sure the loop does not have to wait for a new force sample and only requests one when it
is available, the respective is_ready() function of the HX711 library [66] is used. Only when this
function returns "true", a new force sample is requested from the load-cell’s amplifier, which
is reused until the next sample is available. Nonetheless, this will harm the adaptive filter’s
performance and the system’s transparency and stability.

4.1.5 Modifying the load-cell amplifiers to increase their sampling rate

The HX711 amplifier seems to be the only cost-effective choice for a load-cell amplifier; while
there are cost-effective instrumentation amplifiers with a higher bandwidth (like the INA125P),
they are not available on breakout boards, which is a requirement for easy assembly of the DIY
kit. Additionally, the HX711 breakout board contains a 24-bit ADC, which would otherwise
need to be sourced separately and soldered onto a breakout board as well. Alternatively, the
ADC of the Arduino Uno could be used, but this has a much lower resolution (10-bit [51]).

However, the HX711 breakout board can be modified to provide a higher sampling rate of 80
SPS. While the breakout board chosen for this DIY kit requires soldering for this modification,
there are breakout boards (e.g. from SparkFun [71]) with a dedicated pin to select between 10
SPS and 80 SPS, which would be better suited for implementation in a DIY kit.
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Therefore, after the results with 10 force samples per second have been obtained, the load-cell
amplifiers are modified to provide 80 SPS and the performance is reassessed in experiment
5.5. This modification is quite straight-forward: the "RATE" pin of the HX711 chip is currently
soldered to the ground (0 V) of the breakout board, while it should be connected to the supply
voltage (5 V) to select the higher sampling rate [65].

4.2 Control architectures

4.2.1 Position-measured force architecture

To implement the position-measured force architecture with torque control and the condi-
tional LMS filter, the main loops of the pseudocode of Section 3.3.2 are updated with the con-
ditional LMS filter and the statement to only request a new force sample when it is available:

Pseudocode for Arduino on human side
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read l o c a l angle
l o c a l stee r = measured steer
i f ( l o c a l ste er == 0) {

i f ( moving backwards ) {
output PWM = l o c a l stee r − correction

} else i f ( moving forwards ) {
output PWM = l o c a l stee r + correction

} else {
output PWM = l o c a l stee r

}
} else i f ( l o c a l stee r < 0) {

output PWM = l o c a l steer − correction
} else i f ( l o c a l stee r > 0) {

output PWM = l o c a l steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}

Pseudocode for Arduino on task side
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
i f (new force sample a v a i l ab l e ) {

read and update measured force
}
LMS f i l t e r measured force
calculate measured steer : f i l t e r e d force / K_fd
send message with measured steer
request message with remote angle
read l o c a l angle
error = remote angle − l o c a l angle ( in radians )
computed ste er = Kp* error
i f (computed stee r == 0) {

i f ( moving backwards ) {
output PWM = computed steer − correction

} else i f ( moving forwards ) {
output PWM = computed steer + correction

} else {
output PWM = computed steer

}
} else i f (computed steer < 0) {

output PWM = computed steer − correction
} else i f (computed steer > 0) {

output PWM = computed steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}
f l o a t LMS {

read current input s ignal (dummy load− c e l l )
read current desired output s ignal ( act ive load− c e l l )
calculate load− c e l l forces in newtons
i f ( threshold i s exceeded by active −load c e l l force or the

timer i s s t i l l act ive ) {
calculate the error by subtracting the dummy load− c e l l

force from the act ive load− c e l l force
i f ( threshold i s exceeded by active −load c e l l force ) {

re set the timer to the duration for which the LMS
f i l t e r should remain disabled

}
} else {

s h i f t saved forces by one delay , discard the oldest
save current force
calculate output with f i l t e r c o e f f i c i e n t s & saved

forces :
calculate error between current & desired output s i g n a l s
calculate next f i l t e r c o e f f i c i e n t s with the error ,

convergence f a c t o r & saved forces
}
return the error as system output : the force estimate

}

Furthermore, one of the setups occasionally jumped to another position (motor angle) when
the system was just turned on. This seemed to originate from the encoder, which some-
times outputs random values just after it has been reset to zero (and the motor angle has not
been changed yet). Following the advice from a fellow student working on this DIY kit (Jirne
Snijders), this issue has been circumvented by ensuring that the encoder value is equal to zero
three times in a row (in the setup) before entering the main loop.
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4.2.2 4-channel architecture

The code to implement the 4-channel architecture in the DIY kit has not been completed or
tested in this thesis, but it should be based on the pseudocode from Section 3.3.3 with the
same changes made to the main loops:

Pseudocode for Arduino on human side
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read current ( l o c a l ) angle
i f (new force sample a v a i l a b l e ) {

read and update measured force
}
r o t a t i o n a l v e l o c i t y =

( current angle − previous angle ) / loop time
LMS f i l t e r measured force
task ste er 1 = Kp_1 * r o t a t i o n a l v e l o c i t y
task ste er 2 = Kp_3 * f i l t e r e d force / K_fd
l o c a l stee r = human steer 1 + human steer 2
i f ( l o c a l ste er == 0) {

i f ( moving backwards ) {
output PWM = l o c a l stee r − correction

} else i f ( moving forwards ) {
output PWM = l o c a l stee r + correction

} else {
output PWM = l o c a l stee r

}
} else i f ( l o c a l stee r < 0) {

output PWM = l o c a l steer − correction
} else i f ( l o c a l stee r > 0) {

output PWM = l o c a l steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}
f l o a t LMS {

read current input s ignal (dummy load− c e l l )
read current desired output s ignal ( act ive load− c e l l )
calculate load− c e l l forces in newtons
i f ( threshold i s exceeded by active −load c e l l force or the

timer i s s t i l l act ive ) {
calculate the error by subtracting the dummy load− c e l l

force from the act ive load− c e l l force
i f ( threshold i s exceeded by active −load c e l l force ) {

re set the timer to the duration for which the LMS
f i l t e r should remain disabled

}
} else {

s h i f t saved forces by one delay , discard the oldest
save current force
calculate output with f i l t e r c o e f f i c i e n t s & saved

forces :
calculate error between current & desired output s i g n a l s
calculate next f i l t e r c o e f f i c i e n t s with the error ,

convergence f a c t o r & saved forces
}
return the error as system output : the force estimate

}

Pseudocode for Arduino on task side
void loop {

calculate loop time of previous loop
while ( previous loop time < desired loop time ) {

wait u n t i l the desired loop time i s reached
}
i f ( previous loop time > desired loop time ) {

indicate that the desired loop time i s exceeded
}
read current ( l o c a l ) angle
i f (new force sample a v a i l a b l e ) {

read and update measured force
}
r o t a t i o n a l v e l o c i t y =

( current angle − previous angle ) / loop time
LMS f i l t e r measured force
human stee r 1 = Kp_4 * r o t a t i o n a l v e l o c i t y
human stee r 2 = Kp_2 * f i l t e r e d force / K_fd
send message with human stee r 1 & 2
request message with task steer 1 & 2
l o c a l stee r = task steer 1 + task steer 2
i f ( l o c a l ste er == 0) {

i f ( moving backwards ) {
output PWM = l o c a l steer − correction

} else i f ( moving forwards ) {
output PWM = l o c a l steer + correction

} else {
output PWM = l o c a l steer

}
} else i f ( l o c a l stee r < 0) {

output PWM = l o c a l steer − correction
} else i f ( l o c a l stee r > 0) {

output PWM = l o c a l steer + correction
}
previous angle = current angle
determine direction
ensure output PWM i s within bounds
motor PWM = output PWM

}
f l o a t LMS {

read current input s ignal (dummy load− c e l l )
read current desired output s ignal ( act ive load− c e l l )
calculate load− c e l l forces in newtons
i f ( threshold i s exceeded by active −load c e l l force or the

timer i s s t i l l act ive ) {
calculate the error by subtracting the dummy load− c e l l

force from the act ive load− c e l l force
i f ( threshold i s exceeded by active −load c e l l force ) {

rese t the timer to the duration for which the LMS
f i l t e r should remain disabled

}
} else {

s h i f t saved forces by one delay , discard the oldest
save current force
calculate output with f i l t e r c o e f f i c i e n t s & saved

forces :
calculate error between current & desired output s i g n a l s
calculate next f i l t e r c o e f f i c i e n t s with the error ,

convergence f a c t o r & saved forces
}
return the error as system output : the force estimate

}

4.2.3 Experiments

In experiment 4.4, the optimal controller gains (Kp ) for both architectures are determined to
ensure a fair comparison of the performances of the position-measured force and position-
computed force architectures. To check if the provided position-computed force code already
uses the optimal proportional gain (Kp = 8), the measurements are performed for two slightly
higher gains (Table 4.3) to observe if oscillation or even instability starts to occur. The position-
measured force architecture should be able to use a higher proportional gain, as the controller
only operates locally on the task side and is therefore not influenced by the communication
delays between the setups, as seen in Figure 2.6. Hence, higher proportional gains are tested
for this architecture, listed in Table 4.3.

Furthermore, the amplifiers are modified to provide 80 SPS, as explained in Section 4.1.5.
While the system’s transparency and the conditional LMS filter’s performance is evaluated in
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Chapter 5, the stability of the system and the effects of the amplifiers’ modification are eval-
uated in experiment 4.5. Because of the 8 times smaller delay between force measurements,
the stability should be improved over the system’s stability with the standard amplifiers, which
is found to be sub-optimal; when the both setups’ handles are interacted with by a single op-
erator, the setups start to become difficult to manage due to increasing (synchronised) oscil-
lation. When the operator tries to correct for this by holding still both handles, the system
occasionally became unstable.

To observe the effects of modifying a (HX711) load-cell amplifier to 80 SPS, the dummy load-
cell’s amplifier is modified first. According to the amplifier’s datasheet, this should result in a
higher (measured) noise power [65]. When both amplifiers are modified to provide 80 SPS, the
delay between the load-cells’ measurements is reviewed to verify the hypothesis (from experi-
ment 4.1b) that this delay originates from the low sampling rate.

Table 4.3: Overview of the experiments conducted for the implementation of the position-measured
force architecture in Chapter 4.

Experiment Objective Tested configurations

4.4
Determining the optimal controller gains
for the position-measured force and
position-computed force architectures

Position-computed force:
Kp = 8 -16 (in steps of 4)

Position-measured force:
Kp = 8 - 32 (in steps of 4)

4.5
Evaluating the system’s stability with
the modified amplifiers

Only dummy load-cell’s amplifier
modified to provide 80 SPS
Both load-cells’ amplifiers
modified to provide 80 SPS

Experiment 4.4: Determining the optimal controller gains for the position-measured force
and position-computed force architectures

Method: Ideally, a proportional position controller’s gain is as high as possible without caus-
ing oscillation when the desired position is suddenly changed. In robotics, this controller gain
is usually verified with its step response; the controller’s response to an instantaneous change
of the desired position to a (very) different value. However, this is not realistic in teleopera-
tion as the unknown operator’s hand and environment impedances prevent the positions from
changing instantaneously. Hence, to find the optimal proportional gain for each architecture
(out of the ones listed in Table 4.3), the setup on the human side is interacted with at different
intensities: first, the paddle is moved back and forth slowly, then it is moved as quickly as pos-
sible to different positions, and finally it is moved back and forth smoothly and with a constant
frequency multiple times in a row.

To ensure no oscillation other than the oscillation caused by the position controller is present
in the measurements, both setups are fixed in place with clamps: Figure 4.16.

Because of the data collection through serial communication, the loop frequency is lowered to
300 Hz to reduce the workload of the Arduino’s and thereby avoid sudden jumps in positions
(motor angles) between the setups. This lower loop frequency does not decrease the perform-
ance in terms of (visual) position tracking or (felt) force tracking when compared to the loop
frequency of 500 Hz.

Results: In Figure 4.17, the position tracking performance of the position-computed force ar-
chitecture for different controller gains can be found. At Kp = 16, the system is unstable: the
angle diverges almost immediately after turning it on. For Kp = 12, the system is not yet un-
stable, but there is more oscillation after the sudden position changes from 9 to 11 s. How-
ever, the position tracking performance for slow movements (up to 9 s) is slightly better for this
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Figure 4.16: Measurement setup used in experiment 4.4 to determine the optimal proportional gains
(Kp ) for the position-measured force and position-computed force architectures.

higher gain. The position tracking of an oscillatory signal with constant frequency (from 11 s
onwards) does not seem to improve notably for a higher control gain.

In Figure 4.18, the position tracking performance of the position-measured force architecture
with different controller gains can be observed. Up to Kp = 16, the oscillation after sudden po-
sition changes is very minimal. Starting at Kp = 20, this oscillation becomes more pronounced
and persists for more periods before being completely damped out. Notably, the system does
not become unstable for these gains, even at Kp = 32, which is 2 times higher than the gain for
which the system with the position-computed force architecture becomes unstable. Just like
with the position-computed force architecture, a higher proportional gain results in slightly
better low-speed position tracking, but not better tracking of the oscillatory signal.

Figure 4.17: Position tracking using the position-computed force architecture with different controller
gains Kp .

Discussion: Judging from Figure 4.17, it seems that the proportional gain of 8 that already used
in the provided code, is close to the maximum gain that the position-computed force architec-
ture allows without significant oscillation after quick movements of the paddle.

For the position-measured force architecture, this optimal proportional gain seems to be either
16 or 20, offering the best (low-speed) position tracking without significant oscillation after
quick movements. While the oscillation for Kp = 20 is noticeable in the measurement, it was
not clearly visible in the paddle’s movement. As these quick and sudden movements without
any force on the task side are not likely to occur often, a proportional gain of 20 is chosen.
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Figure 4.18: Position tracking using the position-measured force architecture with different controller
gains Kp .

The similar performance in tracking an oscillatory signal for all proportional gains is a con-
sequence of the inertia of the paddle, which is difficult to overcome for this relatively quickly
changing signal.

Conclusion: For the position-computed force architecture, the proportional gain that is
already used in the provided code is (close to) the optimal gain for the position controller in
this teleoperation system: Kp = 8. For the position-measured force architecture, the optimal
gain is much higher due to the controller only operating locally: Kp = 20.

Experiment 4.5: Evaluating the stability of the position-measured force architecture with
the modified load-cell amplifiers

Method: To modify the load-cell amplifiers (Figure 4.20), the "RATE" pin (15 in Figure 4.19) is
cut and separated from the breakout board, after which it is soldered to the "DVDD" pin (16 in
Figure 4.19) to select the higher sampling rate of 80 samples per second: Figure 4.21.

First, only the dummy load-cell’s amplifier is modified to validate that the conversion was suc-
cessful and evaluate the difference in measured noise. Then, the active load-cell’s amplifier
is modified to verify that the delay between the load-cells’ measurement is reduced and the
stability of the system is increased.

Results: With only the dummy load-cell’s amplifier modified to 80 samples per second (SPS),
the noise measured in the robotics lab can be found in Figure 4.22.

The conversion was successful, as there are 8 dummy load-cell samples for each active load-cell
sample. However, the noise power measured by the dummy load-cell at 80 SPS is also (roughly)
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Figure 4.19: Layout of the HX711 chip used in the breakout board of the load-cell amplifier.

Figure 4.20: HX711 load-cell amplifier, providing
10 samples per second.

Figure 4.21: HX711 load-cell amplifier, modified to
provide 80 samples per second.

Figure 4.22: The noise measured by the load-cells
with different HX711 sampling rates (of 10 and 80
SPS), conducted in the robotics lab.

Figure 4.23: The noise measured by the load-cells
with the same HX711 sampling rate (of 80 SPS),
conducted in the robotics lab.

8 times higher than the noise power measured by the active load-cell at 10 SPS. Furthermore,
the mean of the dummy load-cell’s measurement deviates further away from zero. When the
active load-cell’s amplifier is modified as well, its noise power becomes even higher than that
of the dummy load-cell: Figure 4.23.

Figure 4.24 shows the force measurements for short and intense physical disturbances of the
setup with both amplifiers modified to 80 SPS. The delays between the measured disturbances
are approximately 0.01 s with this increased sampling rate. As discussed at the start of experi-
ment 4.3, the observed difference in amplitudes can be attributed to the absence of the handle
and screws on the dummy load-cell, reducing the effects of inertia and gravity.

Discussion: According to the HX711 amplifier’s datasheet [65], an increase in noise power at 80
SPS is to be expected: Figure 4.25.
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Figure 4.24: Load-cells’ measurements at 80 SPS in case of disturbances parallel and orthogonal to the
force measurement axis, conducted in the robotics lab.

Figure 4.25: Specified increase in measured (input) noise when the HX711 load-cell amplifier is conver-
ted to 80 SPS [65].

When converted to mNrms with the root of the (mean-square) powers in Figure 4.22, the meas-
urements show an increase from 0.26 mNrms with 10 SPS to 0.73 mNrms with 80 SPS. Since the
measured force is directly related to the amplifier’s (output) voltage, the relative increases may
be compared:

90 nVrms −50 nVrms

50 nVrms
·100% = 80% (4.1)

0.73 mNrms −0.26 mNrms

0.26 mNrms
·100% ≈ 180.8% (4.2)

Clearly, the increase in noise (power) measured in the robotics lab is significantly higher than
specified in the datasheet.

The delay between the load-cells’ measurements is reduced by roughly the same factor as the
increase in sampling rate (8) compared to the delays measured in Figure 4.3. This supports
the hypothesis that (most of) this delay is a consequence of the load-cell amplifiers’ sampling
rates; with the increased sampling rate, the delay can be as much as 1

80 = 0.0125 s, already
slightly exceeding the measured delays of approximately 0.01 s.

Finally, the stability of the system is improved with the modified amplifiers; the setups can now
be kept under control (with some slight oscillation) when controlled by a single operator and
the system no longer becomes unstable. This is a direct consequence of the reduced delay
between force samples, as the operator feels any changes in measured force in the task envir-
onment sooner and more frequently, and can therefore better react to them.

Conclusion: When modifying the load-cell amplifiers to provide 80 SPS, the stability of the
teleoperation system improves and the delay between the load-cells’ measurements decreases.
However, the noise power in the force measurements significantly increases.
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5 Evaluation

In this chapter, the performance of the conditional LMS filter is evaluated and compared to
a permanent implementation of an LMS adaptive filter in experiment 5.1. Then, experiment
5.2 is conducted to compare the performance of the optimised position-measured force ar-
chitecture (using the conditional LMS filter) with the performance of the provided position-
computed force architecture in terms of force and position tracking for various teleoperation
scenarios, listed in Table 5.1. Since testing time was limited and the performance optimisation
for added time delays in the communication channels is out of the scope of this thesis, the
performance for the system without added time delays is evaluated.

Because the K f ,d of 0.0714 N was proven to be very temperature dependent (Figure 3.12) and
did not meet expectations in terms of force tracking, these force and position tracking meas-
urements are performed once more with a different K f ,d . To achieve the optimal transparency
for this specific DIY kit, the optimal K f ,d was found to be roughly 0.1 N. This implies that the
setups’ temperatures were closer to the ones in the "cold" measurements in Figure 3.12 than
the ones in the "warm" measurements, from which the K f ,d has been determined. This is a
reasonable assumption, as the setups were not "warmed up" with the exact same procedure
because of the restricted time for the final experiments.

To verify that the conditional LMS filter performs similarly to previous experiments when im-
plemented in the position-measured force architecture, several tests are performed in experi-
ment 5.4, as stated in Table 5.1.

Finally, experiment 5.5 evaluates the effects of modifying the load-cell’s amplifiers (to provide
80 SPS) on the force/position tracking and (conditional) adaptive filter’s performance. To verify
that the increased noise in the force measurement originates from the modification of the amp-
lifiers, the load-cells and amplifiers have been interchanged between setups in multiple ways,
but this did not present any notable difference.

5.1 Experiments

Experiment 5.1: Verifying the conditional LMS filter on Arduino

Method: With the optimal filter parameters determined in experiment 4.3, the conditional LMS
filter is compared to the permanent LMS filter. First, their performance is compared during
teleoperation, interacting with the remote setup (without adaptive filter) and then with the
local setup (with adaptive filter), such that the LMS filter should be disabled during the meas-
urement.

Since electromagnetic interference during teleoperation was quite noticeable in the load-cell’s
measurement (Figure 4.7), it is important that the filter cancels this in the force estimate. So,
just like for Figure 4.7, the paddle is disconnected to only measure this interference during
teleoperation. First, only the remote setup is interacted with. Then, the local setup (motor gear)
is interacted with as well to increase the current that is drawn by the local motor to replicate
the force and position of the task environment. In this (and the following) measurements, the
LMS filter is always enabled since no force is applied at the handle. Hence, the measurements
are only performed with the conditional LMS filter.

The performance for "slow" disturbances like gravity is already evaluated in experiment 4.3
and can be derived from the first part of this experiment’s first measurement as well. How-
ever, the performance for short and intense disturbances is yet to be evaluated by once again
moving/tapping the setup’s base orthogonal and parallel to the force measurement’s axis.

Finally, the attenuation of the environmental noise present in the robotics lab is evaluated.
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Table 5.1: Overview of the experiments conducted to evaluate the performance of the final implement-
ations of the conditional LMS filter and position-measured force architecture.

Experiment Objective Tested configurations

5.1
Verifying the conditional
LMS filter on Arduino

Interacting with remote setup and local setup
to test if LMS filter is disabled/enabled correctly

Paddle disconnected from the motor to evaluate
the attenuation of electromagnetic interference
during (position-computed force) teleoperation
Touching/moving the setup’s base to evaluate the
attenuation of short and intense disturbances
Evaluating the attenuation of the noise present
in the robotics lab

5.2

Comparing the performance of the
position-measured force architecture
with the performance of the (provided)
position-computed force architecture

Force and position tracking when interacting
with a fixed object through the teleoperation system
Force and position tracking
when interacting with springs
with different spring constants:

50 [N/m]
100 [N/m]
200 [N/m]

5.3

Comparing the performance of
K f ,d = 0.0714 [N] and K f ,d = 0.1 [N]
when implemented in the
position-measured force architecture

Force and position tracking when interacting
with a fixed object through the teleoperation system
Force and position tracking
when interacting with springs
with different spring constants:

50 [N/m]
100 [N/m]
200 [N/m]

5.4
Verifying the functionality
of the conditional LMS filter
in the position-measured
force architecture

Moving the paddle back and forth at different
velocities (without touching the handle) to evaluate
the attenuation of slow disturbances such as gravity
Interacting with remote setup and local setup
to test if LMS filter is disables correctly

5.5

Evaluating the effects of
modifying the load-cell amplifiers
to 80 SPS on the performance of the
position-measured force architecture
with K f ,d = 0.1 N and the
conditional LMS filter

Force and position tracking when interacting
with a fixed object through the teleoperation
system
Force and position tracking
when interacting with springs
with different spring constants:

50 [N/m]
100 [N/m]
200 [N/m]

Moving the paddle back and forth at different
velocities (without touching the handle) to evaluate
the attenuation of slow disturbances such as gravity
Interacting with remote setup and local setup
to test if LMS filter is disables correctly

Results: As seen in the load-cells’ measurements during teleoperation (Figure 5.1), the condi-
tional LMS filter does not distort the force estimate when the local setup is interacted with,
while the permanent LMS filter does by drastically amplifying the noise measured by the
dummy load-cell to create its noise estimate. When only the remote setup is interacted with,
their performance is similar and satisfactory; the force estimate is almost completely zero.

The (conditional, but in this case always enabled) LMS filter greatly reduces the electromag-
netic interference during teleoperation, as seen in the force estimate of Figure 5.2, albeit with
some remaining slight oscillation. Notably, the interference measured by the dummy load-cell
is amplified slightly to completely cancel the interference measured by the active load-cell.

As seen in Figure 5.3, the LMS filter can not cancel the first short and intense disturbances:
Figure 5.3. However, when these disturbances are recurring, the filter is increasingly able to
replicate them with the noise estimate and thereby cancel them in the force estimate. Non-
etheless, they are never completely removed from the force estimate.

The (conditional) LMS filter is not able to attenuate the noise; as seen in Figure 5.4, the noise
estimate is zero and the force estimate is equal to the noise measured by the active load-cell.
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Figure 5.1: Comparing the permanent and conditional LMS filters (on the "local" setup) with a threshold
of 430 mN and timer of 0.1 s during position-computed force teleoperation, conducted in the robotics
lab. Force is applied at the handle between 20/21 [s] and 44/42 [s] (left/right plot respectively).

Figure 5.2: Using the LMS adaptive filter (on the "local" setup) conditionally with µ= 1 ·10−5 and M = 2
to filter out the electromagnetic interference caused by the motor in the active teleoperation system,
conducted in the robotics lab. The paddle containing the load-cells was disconnected to only measure
the interference (and noise).

Discussion: The conditional LMS filter performs much better when a force is applied at the
handle since it simply subtracts the dummy load-cell signal from the active-load cell signal. In
case of no force applied at the handle, it performs equally well as the permanent filter since the
exact same LMS filter is enabled and applied to the measurements.

For the electromagnetic interference measurements, the load-cells were placed closer to each
other and closer to the motor when compared to Figure 4.7, which explains the difference in
amplitudes. Also, the dummy load-cell was placed slightly further away from the motor com-
pared to the active load-cell (the paddle was rotated to the left), resulting in its generally slightly
lower measured interference amplitude.

Figure 5.3 indicates that the LMS filter can not update its coefficients fast enough to cancel
(the first) short and intense disturbances. After 15 s, the remaining force estimate is caused by
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Figure 5.3: Using the LMS adaptive filter conditionally with µ= 1 ·10−5 and M = 2 to filter out short and
intense disturbances, conducted in the robotics lab.

Figure 5.4: Using the LMS adaptive filter conditionally with µ= 1 ·10−5 and M = 2 to filter out environ-
mental noise, conducted in the robotics lab.

the aforementioned delay between the load-cells’ measurements, as the noise estimate almost
perfectly replicates the disturbances measured by the dummy load-cell.

Since the (environmental) noise does not present this recurring behaviour, the filter coeffi-
cients are never updated fast enough to replicate it with the noise estimate. Even though this
may marginally increase the energy generation in the system (if the noise is not biased around
zero), the force due to this noise will never be larger than the friction in the system, and there-
fore not felt by the operator. Simply subtracting the dummy load-cell’s noise from the active
load-cell’s noise without the LMS filter is not recommended, as this would increase the total
noise in the force estimate when one load-cell measures a slightly negative noise value and the
other a slightly positive noise value.

Nonetheless, the subpar performance of the filter for environmental noise is not helped by the
limited amount of (10) samples per second that can be obtained from the load-cell through the
amplifier, as will be discussed in the next section.

Conclusion: The conditional LMS filter with a step size of 10−5 and order of 1 provides adequate
results when implemented in real-time on the Arduino Uno. While noise in the robotics lab and
sudden intense disturbances are not sufficiently attenuated, the most frequent sources of noise
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in the force estimate are: gravity and electromagnetic interference. Most importantly, disabling
the filter when a force is applied on the handle eliminates the distortion of the force estimate.

Experiment 5.2: Comparing the performance of the position-measured force architecture
with the performance of the (provided) position-computed force architecture

Method: To compare the performance (i.e. position and force transparency/tracking), two ex-
periments are conducted for both architectures. These experiments should represent most task
environments (impedances) of this DIY teleoperation system.

First, the setup on the task side is placed next to a fixed (steel) object, while both setups are still
clamped to the table: Figure 5.5. The paddle’s angle on the human side is offset to the left, such
that any position difference between the motors (due to sub-optimal position control) can be
measured without this paddle rotating off the motor gear when the handle on the task side is
placed against the object.

Figure 5.5: Measurement setup used in experiments 5.2, 5.3 and 5.5 to measure the transparency in
terms of position and force tracking when interacting with a fixed object.

During this experiment, the handle on the human side is rotated to the right multiple times,
such that the handle on the task side hits the fixed object. Also, when this handle is in contact
with the object, different levels of force will be applied to the handle on the human side to sim-
ultaneously evaluate the force tracking performance (both active load-cells measure the same
force) and position tracking performance (the motor angles should be equal and constant).

Secondly, the handle on the task side is connected to the fixed object through different mechan-
ical force meters (the same 5 N, 10 N and 20 N ones as used in experiment 3.3 in Section 3.2.5):
Figure 5.7. With this experiment, the measured force tracking performance can be validated by
comparing it to the force calculated from the measured motor angle with the force-position re-
lation of a spring (Hooke’s law): F =−k ·x, where k is the spring constant. The spring constants
for the mechanical force meters have been determined based on the measured length to which
their spring extends for their maximum force: Table 5.2.

To calculate the force in newtons that is required to extend the spring per motor angle (ϕm) in
radians, the information in Figure 5.6 is to be used. Due to the transmission, a change in motor
angle results 13.6 times smaller change in paddle angle. Using this transmission ratio and the
cosine, the horizontal position on the light-blue dotted line can be calculated with the motor

angle: x = 0.095·cos
(

motor angle
13.6

)
. However, the angle of the paddle started at roughly 45 degrees

(π4 radians, starting from the right end of the semicircle in Figure 5.6), where the extension of

Robotics and Mechatronics Victor Bergsma



72 Control and Force Sensing for a DIY at Home Telemanipulation Setup

Table 5.2: Determined spring constants for the mechanical force meters.

Measurement range [N] Length of measurement range [m] Spring constant K [N/m]
0 - 5 0.10 50

0 - 10 0.10 100
0 - 20 0.10 200

the spring (x in Hooke’s law) was zero, as seen in Figure 5.7. Hence, the extension of the spring
should be calculated as Equation 5.1, leading to Equation 5.2 to calculate the theoretical spring
force with the spring constant K and motor angle ϕm .

x = 0.095 ·cos
( ϕm

13.6
+ π

4

)
−0.095 ·cos

(
π/4

13.6
+ π

4

)
≈ 0.095 ·cos

( ϕm

13.6
+ π

4

)
−0.0632 (5.1)

Fspring =−K · x ≈−K ·
(
0.095 ·cos

( ϕm

13.6
+ π

4

)
−0.0632

)
(5.2)

This calculation (Equation 5.2) should be seen as an approximation as it assumes that the
spring remains perfectly horizontal and applies force perfectly orthogonal to the load-cell
throughout the measurement.

Figure 5.6: Characteristics of the DIY setup required to convert the motor angle into a horizontal dis-
placement of the handle.

To measure and record this data, the setups’ encoders and load-cells are used. This means that
each setup has to send the force (estimate), motor angle and time, so the loop frequency has to
be reduced to 300 Hz for this experiment as well.

The performance is quantified in terms of the average force and position tracking error percent-
ages, calculated by taking the average absolute error over time and dividing it by the absolute
force or position on the task side. This division by the absolute force/position on the task side
ensures that the error percentages can be compared between measurements, as the measure-
ments are not performed in exactly the same way (with the same position/force amplitudes)
for each architecture.

The optimal proportional gains for the architectures are used, as found in the previous ex-
periment: Kp = 8 for the position-computed force architecture and Kp = 20 for the position-
measured force architecture. Furthermore, for the position-measured force architecture, the
constant K f ,d that was determined in experiment 3.2 (Section 3.1.6) is used: 0.0714 N.
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Figure 5.7: Measurement setup used in experiments 5.2, 5.3 and 5.5 to measure the transparency in
terms of position and force tracking when interacting with (one end of) a spring.

Finally, the "steercorrection" value in the provided position-computed force code is increased
to the value used in the position-measured force architecture (125, from Figure 3.13) to ensure
a fair comparison.

Results: The results from interacting with a fixed object through the teleoperation system can
be seen in Figure 5.8. For both measurements, the motor angle on the task side is restricted
around -8 radians, indicating that the handle is touching the object at that angle. While the
motor angle on the human side does not go far beyond that limit of -8 radians with the position-
measured force architecture, it does with the position-computed force architecture, sometimes
doubling the motor angle on the task side. This is reflected in the average position error per-
centages displayed in the bottom plots of Figure 5.8.

However, the average force error percentages do not differ as much between the architectures;
the average force error with the position-measured force architecture is only slightly lower than
with the position-computed force architecture. This higher error percentage for the position-
computed force architecture seems to be (at least partially) caused by the significant delay
between the force on the human side and the force on the task side, which is not nearly as
noticeable for the position-measured force architecture.

The results from interacting with the mechanical force meters (springs) through the teleoper-
ation system can be seen in Figures 5.9, 5.10 and 5.11 for the 5 N, 10 N and 20 N force meters
respectively. In the force tracking plots, the "Theoretical" force represents the spring force cal-
culated with the motor angle using Equation 5.2 and Table 5.2. The clear lack of "smoothness"
of these force tracking plots is a consequence of reusing the measured force value for multiple
(50) loops.

Most observations made in the measurements resulting from interacting with a fixed object
reappear in these measurements; the position tracking error percentages and force tracking
delay with the position-measured force architecture are much lower than with the position-
computed force architecture. However, in these measurements, the difference between the
force tracking error percentages is greater; the position-measured force architecture signific-
antly outperforms the position-computed force architecture in terms of force tracking for all
mechanical force meters. Also, the average force error percentages decrease for an increasing
spring constant, while the average position error percentages increase.

Notably, the theoretical spring force for the 5 N mechanical force meter deviates quite a bit from
the force measured by the load-cell on the task side. However, for the 10 N and 20 N mechanical
force meters, this deviation is much smaller.
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Figure 5.8: Comparing the transparency of the position-computed force (Kp = 8) and the position-
measured force (Kp = 20 and K f ,d = 0.0714 N) architectures in terms of force and position tracking when
interacting with a fixed object.

Figure 5.9: Comparing the transparency of the position-computed force (Kp = 8) and the position-
measured force (Kp = 20 and K f ,d = 0.0714 N) architectures in terms of force and position tracking when
interacting with a 5 N mechanical force meter (50 N/m).

Furthermore, it should be noted that more resistance or friction was felt when the system was
using the position-computed force architecture, even though the "steercorrection" value that
compensates for the Coulomb friction (among other things) was the same as for the position-
measured force architecture. Also, when the both setups’ handles were interacted with by a
single operator, the setups started to become difficult to manage due to increasing (synchron-
ised) oscillation. When the operator tried to correct for this by holding still both handles, the
system occasionally became unstable.

Across all measurements in this experiment, the position-measured force architecture reduces
the average force and position tracking error percentages of the position-computed force ar-
chitecture by 26.2 % and 39.4 % respectively.

Discussion: From these results, it is clear that the position-measured force architecture
provides a higher overall transparency in all measurements. However, the force transparency
is not as much higher as expected; since the force on the task side is measured directly, the
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Figure 5.10: Comparing the transparency of the position-computed force (Kp = 8) and the position-
measured force (Kp = 20 and K f ,d = 0.0714 N) architectures in terms of force and position tracking when
interacting with a 10 N mechanical force meter (100 N/m).

Figure 5.11: Comparing the transparency of the position-computed force (Kp = 8) and the position-
measured force (Kp = 20 and K f ,d = 0.0714 N) architectures in terms of force and position tracking when
interacting with a 20 N mechanical force meter (200 N/m).

dynamics of the setup on the task side are masked: as explained in Section 2.1.3, the force felt
by the operator is equal to Fh,i = Fr,i +Fh,d , while the force felt by the operator in the position-
computed force architecture is equal to Fh,i = Fr,i + Fh,d + Fr,d , where Fh,d and Fr,d are the
dynamics of the setups on the human side and task side respectively. So, the force transpar-
ency should be able to be significantly higher when the force is measured instead of computed
based on the position error between the setups.

In the position-measured force architecture, the constant K f ,d is the crucial factor for force
transparency as this constant is used for translating the measured force on the task side into a
PWM duty cycle for the setup on the human side. Hence, the constant K f ,d (0.0714 N) seems to
be slightly too low, translating the measured force into a PWM duty cycle that results in a slightly
higher force. This slightly higher force does contribute to the system being difficult to manage
when both setups are interacted with by the operator, but the primary cause of this issue is the
load-cell amplifiers’ very low sampling rate compared to the loop frequency. Because of this
low sampling rate, a force that is measured briefly on the task side is sustained on the human
side for an extended duration.
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Since the force on the human side was not filtered with the conditional LMS adaptive filter,
while the force on the task side was, a slight deviation between these measurements should be
expected due to gravity on the human side’s setup; when rotating the paddle all the way from
the left to the right, this deviation can be up to 0.4 N (Figure 4.6). However, this applies to the
measurements for both architectures, so the transparency comparison between the architec-
tures is not influenced by this deviation.

The proportional controller gain Kp is the crucial factor for position transparency in the
position-measured force architecture. Since the setup’s dynamics on the task side are masked
by measuring the force directly, the proportional gain can be significantly increased from the
position computed-force’s gain (Kp = 8) before the system exhibits excessive oscillation or in-
stability.

The observed deviation of the measured forces from the theoretical spring forces is a con-
sequence of the aforementioned assumptions in the spring force calculation, which do not
hold in case of a large spring extensions (x). When the handle on the task side rotates to the
left in Figure 5.7, the spring does not stay completely horizontal; it moves up and down slightly.
More importantly, the spring force is only applied orthogonal to the load-cell when the handle
is pointed straight up. At all other angles, the spring force is applied at an angle and there-
fore not measured accurately by the load-cell. Since the 10 N and especially 20 N mechanical
force meters do not extend as much as the 5 N force meter due to their higher spring constants
(Table 5.2), the assumptions made in the calculation are more accurate and the theoretical and
measured spring forces align better.

This explains the decreasing force error for an increasing spring constant, but not the increas-
ing position error. This position error is a consequence of the limited torque that the motors
can provide; this maximum torque depends greatly on the setup’s temperature, but the force
at the handle can never reach 20 N (Figure 3.12). Therefore, positions can not be kept equal in
situations where the torque on the task side has to exceed the motor’s limit to do so, such as
applying a large force to a fixed object or pulling on spring with a large spring constant. Never-
theless, these forces are way beyond the force for which the setup starts to move or tilt (4 N), so
this is not a realistic scenario for this DIY kit.

Finally, the relatively high resistance or friction that was felt with the position-computed force
architecture can be observed in Figure 5.8; to rotate the paddle back (away from the object),
a larger force had to be used than for the position-measured force architecture, as can be
concluded from the significant positive peaks in the force measured on the human side with
the position-computed force architecture. This resistance may be attributed to the noticeable
delay in the force tracking plots, as the (Coulomb) friction compensation was equal for both ar-
chitectures. Also, as mentioned before, the operator is expected to feel more of the system’s dy-
namics, as the dynamics of the setup on the task side are not masked in the position-computed
force architecture.

Conclusion: When compared to the position-computed force architecture, the position meas-
ured force architecture provides an overall better transparency in terms of force tracking an
position tracking in the most probable teleoperation scenarios. However, with the current K f ,d

of 0.0714 N, the force reflected to the operator is slightly amplified and system can be difficult
to manage if both setups are controlled by one operator.

Experiment 5.3: Verifying the revised (motor) constant for the position-measured force ar-
chitecture

Method: To verify that the empirically determined K f ,d of 0.1 outperforms the K f ,d that is
based on measurements (for this specific DIY kit), the exact same measurements as in exper-

Victor Bergsma University of Twente



CHAPTER 5. EVALUATION 77

iment 5.2 are performed for the position-measured force architecture with this revised K f ,d .
However, in this experiment these results are compared with the same architecture using the
K f ,d of 0.0714 N, instead of the position-computed force architecture.

Results: The results from interacting with a fixed object through the teleoperation system with
the measured and empirically determined K f ,d can be seen in Figure 5.12. With the revised
K f ,d of 0.1 N, the average force tracking error percentage is drastically reduced to less than half
of the error that occurs with a K f ,d of 0.0714 N. However, the average position error percentage
is noticeably larger with the revised K f ,d .

Figure 5.12: Comparing the transparency of the position-measured force architecture with K f ,d =
0.0714 [N] and K f ,d = 0.1 [N] in terms of force and position tracking when interacting with a fixed object.

For the measurements with the mechanical force meters (Figures 5.13, 5.14 and 5.15), this trend
of a drastically lower average force error percentage for the revised K f ,d continues. Notably, the
difference in average position error percentages is no longer significant in these measurements.

Figure 5.13: Comparing the transparency of the position-measured force architecture with K f ,d =
0.0714 [N] and K f ,d = 0.1 [N] in terms of force and position tracking when interacting with a 5 N mech-
anical force meter (50 N/m).

Robotics and Mechatronics Victor Bergsma



78 Control and Force Sensing for a DIY at Home Telemanipulation Setup

Figure 5.14: Comparing the transparency of the position-measured force architecture with K f ,d =
0.0714 [N] and K f ,d = 0.1 [N] in terms of force and position tracking when interacting with a 10 N mech-
anical force meter (100 N/m).

Figure 5.15: Comparing the transparency of the position-measured force architecture with K f ,d =
0.0714 [N] and K f ,d = 0.1 [N] in terms of force and position tracking when interacting with a 20 N mech-
anical force meter (200 N/m).

Across all measurements in this experiment, using the revised K f ,d in the position-measured
force architecture reduces the average force tracking error percentage of using the measured
K f ,d by another 35.5 %, but increases the average position tracking error percentage by 7.8 %.

Discussion: Almost all measurements support the claim that the revised K f ,d of 0.1 N provides
a higher transparency with the position-measured force architecture than the K f ,d of 0.0714 N.
The one measurement that opposes this claim is the position tracking performance for inter-
acting with a fixed object, where the average position error percentage increases when using
the revised K f ,d .

Since the average position error percentages in the other measurements (with the mechanical
force meters) do not differ notably between per K f ,d , this difference seems to be specific to
interacting with a fixed object. As discussed previously, the position error in this measurement
is mainly caused by the limited amount of torque that the motors can provide. As the force
reflected to the operator is less, but more accurate, when using the revised K f ,d , the paddle
on the human side offers less resistance/force to the operator’s hand and can be rotated a bit
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further beyond the angle at which the paddle on the task side was fixed, which explains the
higher average position error percentage.

While this revised K f ,d provides a much improved overall transparency, it does deviate consid-
erably from the measured K f ,d . So, before implementing this K f ,d for all DIY setups, it should at
least be verified that the transparency remains similar when the setup is used for an extended
period of time (increasing temperature). Ideally, this should be verified for multiple different
pairs of DIY setups.

Conclusion: When used in the position-measured force architecture and this specific DIY kit,
the revised K f ,d of 0.1 N results in a significantly improved transparency in terms of position
tracking and (especially) force tracking over the measured K f ,d of 0.0714 N.

Experiment 5.4: Verifying the functionality of the conditional LMS adaptive filter in the
position-measured force architecture

Method: To ensure that the conditional LMS adaptive filter with the optimal values (µ = 10−5

and M = 2, determined in experiment 4.3) still works when implemented in this position-
measured force architecture, the paddle is moved back and forth at different speeds with and
without applying force at the handle. As discussed in experiment 4.2b (Section 4.1.3), without
force applied at the handle the filter should always be enabled and cancel every disturbance in
the active load-cell signal. When a force is applied at the handle, this filter should be disabled
and the dummy load-cell signal should simply be subtracted from the active load-cell signal.

Results: As seen in Figure 5.16, the LMS filter is indeed disabled only when the handle is in-
teracted with; only in this case, the noise estimate perfectly aligns with the dummy load-cell
signal and the force estimate is not distorted.

However, to be able to evaluate the filter’s performance when it is enabled, the different sections
of Figure 5.16 are isolated and enlarged: Figures 5.17 and 5.18.

Figure 5.16: Using the LMS adaptive filter conditionally with µ = 1 · 10−5 and M = 2 in the position-
measured force architecture implemented live on the Arduino Uno, conducted in the robotics lab. Dur-
ing the slow, normal and fast movements of the paddle, the handle was not interacted with.

Aside from some slight oscillation and very narrow peaks in the force estimate in case of fast(er)
movements, the filter almost completely filters out the forces caused by the movements (iner-
tia) of the paddle and the effect of gravity.
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Figure 5.17: Using the LMS adaptive filter conditionally with µ = 1 · 10−5 and M = 2 in the position-
measured force architecture implemented live on the Arduino Uno, conducted in the robotics lab. Dur-
ing these measurements, no force was applied at the handle (active load-cell).

Figure 5.18: Using the LMS adaptive filter conditionally with µ = 1 · 10−5 and M = 2 in the position-
measured force architecture implemented live on the Arduino Uno, conducted in the robotics lab. Dur-
ing the normal movements of the paddle, no force was applied at the handle (active load-cell).

Discussion: When implemented in the position-measured force architecture, the determined
threshold of 430 mN and timer of 0.1 s to disable the LMS filter still ensure that the filter is
disabled when a force is applied at the handle (active load-cell). Furthermore, the filter (with
µ= 10−5 and M = 2) still sufficiently attenuates the disturbances that are most commonly act-
ing on the paddle, showing similar performance to experiments 4.2 and 4.3.

As discussed previously, the minor oscillation and narrow peaks in the force estimate are
caused by the relatively slow LMS algorithm and the remaining slight delay between the
dummy and active load-cells’ measurements.

Conclusion: The functionality and performance of the conditional LMS adaptive filter is not
significantly affected by its implementation in the position-measured force architecture; it con-
tinues to suffice for filtering out the most common disturbances during teleoperation.
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Experiment 5.5: Evaluating the performance of the position-computed force architecture
with the modified load-cell amplifiers

Method: To evaluate the effects of modifying the load-cell amplifiers (to provide 80 SPS) on the
performance of the position-measured force architecture with a K f ,d of 0.1 N, the exact same
measurements as in experiments 5.2 and 5.3 are performed once more and compared to the
measurements obtained with the standard load-cell amplifiers.

Results: When interacting with a fixed object through the teleoperation system, the increased
amplifier’s sampling rates slightly increases the average force tracking error percentage but de-
creases the average position tracking error percentage: Figure 5.19.

Figure 5.19: Comparing the transparency of the position-measured force architecture with HX711
sampling rates of 10 SPS and 80 SPS and K f ,d = 0.1 [N] in terms of force and position tracking when
interacting with a fixed object.

When interacting with springs (mechanical force meters) through the teleoperation system, the
average force tracking error percentage is reduced slightly across all measurements with the
increased amplifier’s sampling rates: Figures 5.20, 5.21 and 5.22. The average position track-
ing tracking error percentage is reduced significantly when interacting with the 5 N and 20 N
mechanical force meters, but increased notably when interacting with the 10 N mechanical
force meter.

Across all these measurements, using the increased amplifier’s sampling rates in the position-
measured force architecture increases the average force tracking error percentage of using the
standard sampling rates by 0.4 %, but reduces the average position tracking error percentage
by 7.1 %.

Furthermore, all measurements in this experiment show a significant increase in noise in the
force measurement on the task side, which is also observed in the LMS filter’s plots: Figures
5.23, 5.24 and 5.25. While the filter is replaced by the basic noise estimation when handle is
interacted with, its performance in terms of attenuation of the paddle movements is drastically
reduced compared to the performance with the standard sampling rate (experiment 5.4); it
contains a lot more noise in the force estimate.

Discussion: The increase in force tracking error when interacting with a fixed object originates
from the large peaks that occur each time the fixed object is hit by the handle (e.g. around 4.5 s
and 6 s in Figure 5.19). Since these peaks were also observed when switching the load-cells and
amplifiers of the setups (making the setup on the human side the setup on the task side and
vice versa), it is very likely to be a consequence of the increased sampling rate; this sampling
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Figure 5.20: Comparing the transparency of the position-measured force architecture with HX711
sampling rates of 10 SPS and 80 SPS and K f ,d = 0.1 [N] in terms of force and position tracking when
interacting with a 5 N mechanical force meter (50 N/m).

Figure 5.21: Comparing the transparency of the position-measured force architecture with HX711
sampling rates of 10 SPS and 80 SPS and K f ,d = 0.1 [N] in terms of force and position tracking when
interacting with a 10 N mechanical force meter (100 N/m).

rate is 8 times higher than the standard sampling rate, so the standard sampling rate may have
been too low to measure the short peaks that occur right after hitting the object.

The position tracking error percentage during interaction with a fixed object is greatly depend-
ent on how much force the operator applies to the handle and how much torque the motors
can provide (which is temperature-dependent), and should therefore not be regarded as highly
representative of the position tracking performance, as discussed in experiments 5.2 and 5.3.

The increased noise in the force measurements corresponds with the findings of experiment
4.5. This added noise is increased in power due to the amplifiers’ modification (experiment
4.5) and not able to be replicated by the LMS adaptive filter in its noise estimate and thereby
attenuated in the force estimate, as explained in experiment 5.1.

Finally, it should be noted that the load-cell amplifier on the human side was not modified to
provide 80 SPS. This decision was made to avoid the risk of damaging this (last) load-cell amp-
lifier, as one had already been damaged during the modification. Consequently, the measured
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Figure 5.22: Comparing the transparency of the position-measured force architecture with HX711
sampling rates of 10 SPS and 80 SPS and K f ,d = 0.1 [N] in terms of force and position tracking when
interacting with a 20 N mechanical force meter (200 N/m).

Figure 5.23: Using the LMS adaptive filter conditionally with µ = 1 · 10−5 and M = 2 in the position-
measured force architecture implemented live on the Arduino Uno with modified amplifiers, conducted
in the robotics lab. During the slow, normal and fast movements of the paddle, the handle was not
interacted with.

force and position tracking error percentages for the increased sampling rate of 80 SPS may be
marginally inaccurate.

Conclusion: When modifying the load-cell amplifiers to increase their sampling rate to 80 SPS,
the position tracking performance slightly increases, but the force tracking performance re-
mains similar and the force measurement contains a lot more noise. Since this noise is envir-
onmental noise (increased in power due to the higher amplifiers’ sampling rate), the LMS filter
used as noise canceller is not able to attenuate it in the force estimate.
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Figure 5.24: Using the LMS adaptive filter conditionally with µ = 1 · 10−5 and M = 2 in the position-
measured force architecture implemented live on the Arduino Uno with modified amplifiers, conducted
in the robotics lab. During these measurements, no force was applied at the handle (active load-cell).

Figure 5.25: Using the LMS adaptive filter conditionally with µ = 1 · 10−5 and M = 2 in the position-
measured force architecture implemented live on the Arduino Uno with modified amplifiers, conducted
in the robotics lab. During the normal movements of the paddle, no force was applied at the handle
(active load-cell).
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6 Conclusions and Recommendations

First of all, in this thesis, the quality of the force measurement has been improved signific-
antly. While the linearity and accuracy of the load-cells were found to be sufficient, the force
measurement was notably susceptible to environmental noise, the effects of gravity and iner-
tia, and (electromagnetic) interference during teleoperation. An adaptive filter using the LMS
algorithm, implemented as a noise canceller was determined to be the optimal solution for at-
tenuating these disturbances and noise sources with varying characteristics at the desired loop
frequency of 500 Hz, but this filter also distorted the clean signal: the force applied by the op-
erator at the setup’s handle (on the task side). Hence, when a force is applied at the handle,
the filter has to be temporarily disabled and replaced by a basic noise estimate: subtracting the
dummy-load cell signal from the active load-cell signal. With this approach, the most common
disturbances and noise sources in the force measurement are attenuated significantly without
distortion of the clean signal, except for short and intense disturbances.

Short disturbances are only attenuated when they are recurring, and environmental noise (in
the robotics lab) is not attenuated at all. The sub-optimal performance in these cases can
be attributed in part to the relatively "slow" (but computationally light) LMS algorithm, but
it is mostly caused by delay between the load-cells’ measurements originating from the low
sampling rate of the amplifiers. When the delay between the load-cells’ measurement is re-
duced with an increased amplifiers’ sampling rate, these disturbances may also be sufficiently
attenuated by the basic noise estimate. However, this should be verified with different load-
cell amplifiers, as the modification of the HX711 amplifiers (to provide 80 SPS) significantly
increased the noise in the force estimate.

To implement the position-measured force and 4-channel architectures, the motors’ torque
should be controlled. Since using the current sensor of the motor shield could not be justified
due its questionable accuracy and the required extra (feedback) controller and filter with in-
herent delay, K f ,d was determined to convert the measured force at the load-cell into a PWM
duty cycle for the motor(s) and vice versa, thereby predicting the torque instead of controlling
it. This constant was found to depend greatly on the setup’s temperature and differ slightly
per setup, so it was based on the measurements that were performed when the DIY kit was
at its most likely temperature. Nonetheless, the dependency of K f ,d on temperature and its
deviation between setups is found to be detrimental to the force transparency and stability of
the position-measured force architecture and should be even more detrimental to the (overall)
transparency and stability of the 4-channel architecture.

This demonstrates the problem of using motors (and motor drivers) with inconsistent beha-
viour for a DIY kit that is to be assembled by the user; since the K f ,d should represent all motors
equally well, there can be a noticeable discrepancy in the force applied to the setup on the task
side and the force reflected to the operator via the setup on the human side. Furthermore, even
when the motors’ behaviours are similar, the motor shields may limit their currents to different
extends when their temperature increases, as discussed in experiment 3.2. Since this type of
motor can provide way more torque than required to tilt and move the setup’s base, a similarly
priced motor with a lower maximum torque output (and cogging torque) but consistent and
specified motor constant would benefit a future iteration of the DIY setup. Furthermore, using
a motor with a lower maximum torque output should reduce its current draw (assuming the
ESR is increased), which reduces the load on the motor shields and consequently the risk of
them overheating and limiting the current outputs.

While the position-measured force architecture with the K f ,d determined from the measure-
ments significantly outperformed the position-computed force architecture in terms of overall
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transparency, the force tracking error was not reduced to anticipated extend. With a revised
(increased) K f ,d , the force tracking performance did match the expectations, roughly halving
this error while maintaining the low position tracking error. The modification of the amplifiers
to provide 80 SPS did not improve the transparency in these experiments significantly. To fur-
ther improve the transparency, a PD controller could be implemented instead of a proportional
(P) controller. A PD controller adds a damping factor (proportional to the rate of change of the
error) to reduce the oscillation resulting from high proportional gains, thereby increasing the
proportional gain that can be achieved before instability starts to occur.

The overall teleoperation system was found to be stable during all experiments, but started
to present oscillatory behaviour when both setups were interacted with by a single operator.
When the amplifiers were modified to provide 80 SPS, this behaviour was less noticeable; the
stability seemed to be improved. Hence, an increased sampling rate for the force measurement
is definitely beneficial to the system’s transparency and stability, but modifying the HX711 to
increase the sampling rate is not the optimal solution because of the added noise in the force
estimate.

Due to time constraints, the implementation of the 4-channel architecture and Processing in-
terface has not been completed. While the Processing interface would have been a useful tool
to show the effect of the proportional controller gain Kp and added time delay on the realised
position-measured force architecture’s transparency and stability, it was considered less cru-
cial for the completion of this assignment. It is most unfortunate that the implementation of
the 4-channel architecture was not completed, as the literature review suggested that this ar-
chitecture should provide the best transparency for this DIY kit. However, this architecture is
heavily reliant on the force measurements of both setups, so the performance with the load-cell
amplifiers’ low sampling rate may not meet these high expectations.

6.1 Answering the main research questions

To conclude, the (two) main research questions stated in Section 1.6 are to be answered, firstly:

"How can the position-measured force and 4-channel architectures be realised on the
Avatars.Report DIY at Home lab setup; what are the critical design aspects and how can these
be addressed using the available hardware and software resources?"

The position-measured force and 4-channel architectures can be realised on the DIY setup by
determining and using a constant K f ,d to predict the force at a setup’s handle for a certain
PWM duty cycle and vice versa. The critical design aspects are not merely achieving the highest
transparency and stability with these control architectures, but also achieving this performance
consistently across all DIY kits consisting of this (in some ways flawed) hardware, even though
the hardware’s parameters such as the motor constant may differ.

And secondly:

"How can a low-cost force sensor be effectively utilised for force sensing in a teleoperation
system?"

To effectively utilise a low-cost force sensor (load-cell) for force sensing in a teleoperation sys-
tem, an adaptive filter using a computationally light algorithm like LMS implemented as noise
canceller is key. With the use of a "dummy" load-cell to which none of the relevant force is
applied, this adaptive filter should be able to remove the noise from the force measurement of
the "active" load-cell. However, the noise and relevant force may be too correlated, such that
the adaptive filter distorts the relevant force signal. In this case, the adaptive filter should be
disabled when force is applied at the handle, and the dummy load-cell signal should simply be
subtracted from the active load-cell signal.
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