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ABSTRACT
Hate speech poses a challenge to respect and inclusivity, impacting

both individuals and society as a whole. Social media platforms

like X (formerly Twitter) and Facebook have made it much easier

to express hate speech (anonymously), making hate speech detec-

tion an important goal. Research on hate speech on social media

platforms has been performed in other countries, especially the

USA. However, research on hate speech on X in the Netherlands

is minimal, focusing mainly on the effects rather than the targets.

This is an important motivation: to explore this research field and

provide recommendations regarding hate speech target classifica-

tion models. X is a suitable platform for hate speech analysis since

it is one of the most popular social media platforms mainly about

giving opinions and interacting with others. There are many mod-

els which can be used to detect hate speech, but this research uses a

BERT-CNN model since current research indicates that is outstand-

ing in understanding the context of text. Hate speech identification

and target prediction models have been created for the IMSyPP

project, but have not been used to analyse X posts on a large scale.

In this research, a model is trained on a labelled dataset from the

IMSyPP project. This research analyses the targets of hate speech

on X in the Netherlands, to more clearly understand hate speech

in the Netherlands. This contributes to society and science since

it provides insights into hate speech targets and how to train the

classifying models.

KEYWORDS
BERT-CNN, online hate speech, Twitter (X), Netherlands, hate

speech detection

1 INTRODUCTION
Hate speech has always been a problem, not only affecting small or

minority groups [1]and harming them on an individual level, but

also society as a whole [2]. According to [1], exposure to hate speech

leads to greater stress expression. Being targeted at individuals or

groups based on race, ethnicity, religion, gender, sexual orientation

or disability, hate speech poses a serious challenge to online respect

and inclusivity. In the age of digital connectivity provided by social

media like X (formerly Twitter) and Facebook, it is much easier

to communicate with masses of people. Therefore, spreading hate

speech has become a larger problem than it already was.
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1.1 Background
It is clear that with the amount of daily tweets posted, manually

filtering tweets is out of the question. According to Mohiyaddeen

and Siddiqui [3], the manual method of detecting and eliminating

hate speech posts or comments is time-consuming and computa-

tionally expensive. Because of these issues and the prevalence of

hateful content on social media, there is a strong case for automated

hate speech identification. Various techniques (BERT [4], SVM [5],

VADER [6], GPT [7], to name a few) have already been used in an

attempt to automatically detect online hate speech. However, an

important part of social media and a valued human right is freedom

of speech. If a method of hate speech detection has insufficient

precision, it could severely impact online freedom of speech.

One such model to detect hate speech is BERT (Bidirectional

Encoder Representations from Transformers), which since its re-

lease has become the industry standard in many automated word

processing tasks [8]. Transformers are a type of AI model that can

understand and process text by focusing on important words and

their connections, even if they are far apart in the sentence. BERT

is outstanding in understanding the context of text and it can be

enhanced with other models for even better performance. The au-

thors of [9] show that combining a CNN (Convolutional Neural

Network) with BERT is better than using BERT alone. CNNs excel

at extracting features from data. For that reason and its ease of use,

this research is also based on a BERT-CNN model.

Earlier hate speech classification attempts either extracted the

targets using a dictionary approach [4] or did not focus on targets

[10], [11]. The latter two only focus onwhether a tweet is considered

hate speech or not and do not identify the target. This research uses

a CNN-based approach to finding the targets, which to the best of

our knowledge, has not been done in theNetherlands. Therefore, the

goal of this work is to train a BERT-CNN model to find the targets

of hate speech in the Netherlands and provide recommendations

regarding this model structure and the datasets which are used.

1.2 Research Questions
This paper investigates online hate speech in the Netherlands since

hate speech analysis in this country on social media is very minimal.

The goals are to train a BERT-CNN model to classify hate speech

in Dutch tweets and to use that model on a dataset of Dutch tweets.

Another goal is to evaluate the performance of the BERT-CNN

model in comparison to other hate speech detection techniques.

To accomplish this, the following research questions (RQ) are the

foundation of this research:

• RQ 1: What are the primary targets of hate speech on X in

the Netherlands?
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• RQ 2: How well-suited is a BERT model for classifying hate

speech and how do its metrics compare to the original IM-

SyPP model?

RQ 1 is answered by training a BERT-CNN model on a labelled

dataset of Dutch hate speech [12]. This model is then used on a

large, unlabeled dataset to find hate speech. This paper investigates

hate speech during the 2018-2020 period, and both these datasets

originate from that time frame. This includes the start of the COVID-

19 pandemic, which is especially interesting when analysing hate

speech since earlier research [4] proves that the amount of hate

speech increased during this period. After training the model, the

main targets are extracted by another trained model that predicts

the target from a tweet marked as hate speech. RQ 2 will be an-

swered by analysing the standard [13] performance characteristics

of machine learning models such as accuracy, precision, recall, and

F1 score. These metrics are then compared to the same metrics

achieved by the IMSyPP model. They are explained in more detail

below.

1.3 Performance metrics
To answer RQ 2, the following performance metrics are used: pre-

cision, recall, f1-score and accuracy. This is an industry-standard

way of analysing the performance of a model [13]. These metrics

are calculated using the amount of True Positive (TP, samples that

the model predicted correctly as hate speech), True Negative (TN,

samples that the model predicted correctly as NOT hate speech),

False Positive (FP, samples that the model predicted as hate speech

but were normal speech) and False Negative (FN, samples that the

model predicted as normal speech but were actually hateful). Using

the metrics as explained in [13], we can analyse the model’s perfor-

mance. Precision reflects how well the model is able to classify the

correct target class and is calculated as follows:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1)

Recall reflects how well the model is able to find all samples of the

target class and is calculated as follows:

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2)

The f1-score provides a metric that balances both recall and preci-

sion. It is defined by the following formula:

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(3)

A model’s accuracy defines how well a model works in general.

It is not suited for providing an understanding in how the model

performs on edge cases which is why the aforementioned scores

are equally important. It is defined as follows:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(4)

A confusion matrix shows the number for each of the four cate-

gories (TP, FP, TN, FN). An example confusion matrix, extracted

from [13], can be found in Table 1. In this example, the accuracy is:

Accuracy =
261 + 193

261 + 193 + 107 + 39

=
454

600

≈ 0.76%

Predicted\True class Pos. Neg.

Pos. TP = 261 FP = 107

Neg. FN = 39 TN = 193

Table 1: Example Confusion Matrix

1.4 Paper outline
The structure of the paper is as follows: In Section 2, background

knowledge on BERT and CNNs and the state of the art in detecting

hate speech are discussed. After that, in Section 3 the specific tech-

niques used in this research are discussed. In Section 4 both research

questions are answered. Section 6 discusses the ethical aspects of

using X data and training a hate speech classifier. Lastly, Section

6.1 states for what purposes AI was used during this research.

2 RELATEDWORK
This section will introduce and indicate the start of the art for BERT

and CNN models. It also presents related work on hate speech

detection, specifically using BERT-CNN models.

2.1 BERT and CNNs
NLP, or Natural Language Processing has evolved much over the

years. Understanding and processing text with computers has al-

ways been an important task, and its research dates back to the

1950’s [14]. What started with the goal to represent text mathemat-

ically is now a large research field with applications in everyone’s

daily life, such as question-answering systems and automated text

summarisation [15].

A leap in NLP models happened with the introduction of BERT,

or Bidirectional Encoder Representation from Transformers. In-

troduced by Devlin et al. in 2019 [16], it has become the industry

standard [8] in many automated word processing tasks. BERT uses

a transformer architecture
1
to capture bidirectional context in text.

The model is pre-trained on large amounts of text and can be fine-

tuned for more specific uses.

Since the introduction of Devlin et al.’s BERT, many variants have

been developed, each with its specific use. One such BERT variant

is called DistilBERT [17]. It covers one of BERT’s major weaknesses:

its size. DistilBERT uses knowledge distillation to "reduce BERT’s

size by 40% while retaining 97% of its language understanding

capabilities and being 60% faster." It is also a multilingual model, so

it is also capable of tokenising Dutch.

Another BERT variant, called BERTje was developed for the

Dutch language [18]. This research shows that BERTje outperforms

multilingual BERT models on Dutch NLP tasks.

Convolutional Neural Networks (CNNs) are a type of neural

network and are primarily used in the field of pattern recognition

within images [19]. CNNs can be used to encode image-specific

features more easily due to their convolutional layers. However,

CNNs are not only suitable for image classification. They can also

be used for greater understanding of context in texts [20].

1
An AI architecture that can understand and process text by focusing on important

words and their connections, even if they are far apart in the sentence.
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A combination of the two discussed models results in a BERT-

CNN model. Authors in [9] developed such a BERT-based CNN,

and proved that the combination is better than using BERT on its

own: the combination had a macro f1-score of 0.851 compared to

BERT on its own with 0.841.

2.2 Hate speech detection
This section outlines the various attempts and techniques used in

analysing hate speech on social media.

In Silva, Mondal, Correa, et al. [21] researchers claim to provide

the first of a kind systematic large scale measurement study of the

main targets of hate speech in online social media. Using a simple

grammar structure they identified the targets of hate speech in X

and Whisper
2
posts. Whisper is social media platform where users

can anonymously post short text messages. The main difference

between X and Whisper is the anonimicity: whereas X posts are

linked to a user, Whisper posts are anonymous. A limitation of this

work is that this approach is very simple and does not take into

account the full nuance of language. It only classifies sentences that

are structured like "I really hate <target>". Advanced AI models

like BERT can achieve a much greater understanding of language

and thus find more results. This research also uses the HateBase
3

as a dictionary of hate words. For the English language, it contains

1,565 words (at the moment of writing this paper).

Kupi, Bodnar, Schmidt, et al. [11] evaluated a dictionary-enhanced
CNN model for detecting hate speech, also using the previously

mentioned HateBase. The dictionary-enhanced model increased the

CNN model’s predictive power by seven percentage points. This

paper only focuses on the English language, not on Dutch.

A European project called IMSyPP
4
(Innovative Monitoring Sys-

tems and Prevention Policies of Online Hate Speech) has been

monitoring hate speech in Europe. They have developed a hate

speech detection and target prediction model for several languages,

including Dutch. However, these models have not been used on a

dataset of Dutch tweets.

In 2020 a BERT-CNN model was developed for identifying offen-

sive speech in social media (specifically X) [9]. Using a multilingual

model, they analysed Arabic, Greek and Turkish tweets. In their

paper, the researchers compared their model to several others, such

as SVM (Support Vector Machine) and BERT on its own. They con-

cluded that their BERT-CNN model was the best of all evaluated

models, having an average macro F1 score of 0.851 for all languages.

The model was trained for 10 epochs with learning rate of 2e-5.

In an effort to distinguish hateful tweets from regular ones in

Dutch, Caselli et al. [10] developed the "Dutch Abusive Language

Corpus (DALC)". This corpus consists of manually annotated Dutch

Tweets gathered between 2015 and 2019. The authors also evaluated

several models (MFC, SVM, BERTje, Dictionary) on the dataset,

achieving the highest macro-F1 score of 0.748 with BERTje. The

focus of this model however is on whether the tweet is hate speech

or not, and whether it is implicit or explicit. There are no labels for

the target of hateful tweets.

2
https://whisper.sh/

3
https://hatebase.org

4
http://imsypp.ijs.si/

Besides the creation of the DALC dataset, research on online

hate speech in the Netherlands has been sparse, focusing mainly

on the effects of hate speech ([22], [23]) and not the targets of hate

speech. To the best of our knowledge, no analysis and classification

of hate speech targets on X has been conducted in the Netherlands.

3 METHODOLOGY
This section will describe the methodology of the different phases of

the research. Firstly, the data collection will be described. Secondly,

the model training process is presented, after which the way of

classifying targets.

3.1 Data collection
To analyse hate speech on social media, 2 types of datasets are

needed. Firstly, a dataset of labelled Dutch hate speech (tweets). 2

of those datasets are the following:

• Labeled hate speech in Dutch
5

• The HateBase
6

The first dataset is manually labelled, containing 25,719 training

messages and 2,858 evaluation messages, gathered not only from X

but also from other platforms, including but not limited to Dumpert

and YouTube. The data was gathered between January 2018 and

October 2020. It is created for the IMSyPP
7
project [12]. This EU

project aims to apply machine learning and a data-driven approach

to "hate speech regulation, prevention and awareness-raising." The

dataset has been labelled by 15 annotators. The posts are marked

with the following labels:

(1) Appropriate

(2) Inappropriate - contains terms that are obscene, vulgar; but

the text is not directed at any person specifically

(3) Offensive - including offensive generalisation, contempt, de-

humanisation, indirect offensive remarks

(4) Violent author threatens, indulges, desires or calls for phys-

ical violence against a target; it also includes calling for,

denying or glorifying war crimes and crimes against human-

ity

The label distribution can be found in Figure 1, as well as in the

dataset documentation [12]. When a post is marked as either offen-

sive or violent, a target is assigned. The following target labels are

used (as defined by the dataset creators), and their distribution can

be found in Figure 2. This distribution was not provided and was

analysed using Python.

(1) Racism - intolerance based on nationality, ethnicity, lan-

guage, towards foreigners; and based on race, skin colour

(2) Migrants - intolerance of refugees or migrants, offensive

generalisation, call for their exclusion, restriction of rights,

non-acceptance, denial of assistance. . .

(3) Islamophobia - intolerance towards Muslims

(4) Antisemitism - intolerance of Jews; also includes conspiracy

theories, Holocaust denial or glorification, offensive stereo-

types. . .

(5) Religion - other than above

5
https://github.com/textgain/IMSyPP-DATA

6
https://hatebase.org

7
https://imsypp.ijs.si/

https://whisper.sh/
https://hatebase.org/
http://imsypp.ijs.si/
https://github.com/textgain/IMSyPP-DATA
https://hatebase.org/
https://github.com/textgain/IMSyPP-DATA
https://hatebase.org/
https://imsypp.ijs.si/
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Appropriate

54.7%

Inappropriate

7.59%

Offensive

36.24%

Violent

1.47%

Figure 1: Label distribution of dataset

(6) Homophobia - intolerance based on sexual orientation and/or

identity, calls for restrictions on the rights of LGBTQ persons

(7) Sexism - offensive gender-based generalisation, misogynistic

insults, unjustified gender discrimination

(8) Ideology - intolerance based on political affiliation, polit-

ical belief, ideology. . . e.g. “communists”, “leftists”, “home

defenders”, “socialists”, “activists for. . . ”

(9) Media - journalists and media, also includes allegations of

unprofessional reporting, false news, bias

(10) Politics - intolerance towards individual politicians, authori-

ties, system, political parties

(11) Individual - intolerance toward any other individual due

to individual characteristics; like commentator, neighbour,

acquaintance

(12) Other - intolerance towards members of other groups due

to belonging to this group. A few examples include elderly

people or members of subcultures like goth or punk. The

category ’Religion’ includes all tweets that are targeted at

religions other than Islam and Judaism. Examples include but

are not limited to Christianity, Buddhism, or Flying Spaghetti

Monster
8
.

The second dataset is simply an international database of hate

speech vocabulary which also includes Dutch hate speech. This

database was used in [4] and [21]. Pandey, Garcia-Robledo, and

Zangiabady [4] used a scraper script to extract all words marked

as hate speech. The HateBase also links a ’hate speech word’ to

a category. Using this technique, it is possible to extract the hate

speech targets from tweets marked as hate speech containing the

words from the HateBase.

The second type of dataset needed for this research is a large

dataset of Dutch tweets on which to use the trained model to clas-

sify hate speech. In the past, it was possible to scrape X for data.

However, in recent years X has changed its policies a lot
9
. As a

8
https://www.spaghettimonster.org/

9
https://x.com/XDevelopers/status/1621026986784337922?lang=en

Accuracy Precision Recall F1

Hate speech 81.2 83.4 81.2 81.1

Target 27.4 22.0 27.3 24.0

Table 2: Performancemetrics for IMSyPPModels: hate speech
detection and target identification

result, scraping X for free is no longer possible. A paid subscrip-

tion allows for gathering a limited amount of recent tweets per

day. Therefore this research will use a pre-existing Dutch tweets

dataset
10

(271,342 tweets). This dataset contains Tweets from the

Netherlands, gathered between January 2020 and December 2020.

Both the training dataset and the dataset used for analysis are

from before and during the start of the Covid era (2018-2020), to

ensure that the model is trained optimally for usage on the test set.

3.2 Model training
The IMSyPP dataset has been used to train two classifier models:

a model for classifying a tweet as hate speech
11

and a model for

classifying the target of the hate speech
12
. Themodel cards included

in the model do not reflect on the performance of the model, so an

analysis was necessary to evaluate whether this model could be

used. Table 2 shows the performance metrics of these models, after

running the model on the evaluation set provided in the dataset.

Since the target classifier has a significantly lower performance

than the hate speech classifier, this research focused on developing

a new BERT-CNN model for the former. Training another model

for the latter was out of scope for this project.

The new target classifier has been trained on the same dataset.

The non-hate speech tweets from the dataset (labelled 0 or 1) have

been removed, so that the model is not concerned with non-hate

speech. The model has been trained on a Jupyter Notebook server

from the University of Twente, since training themodel and running

the model on a large dataset requires serious resources. For training

and evaluating the PyTorch library
13

was used.

3.3 Classifying targets
Initially, there were two ways classify the targets. The first one was

using simple regular expressions [4], to allow the targets of hate

speech to be extracted from the tweets marked as hateful by the

model. The words extracted from HateBase can then be used to

filter through the tweets to gather the main categories. This can be

done using HateBase’s coupling that matches a hateful word to a

category of hate speech. By analysing the words with the highest

frequencies in the tweets (apart from articles and adjectives and so

forth), the main targets of hate speech can be extracted.

However, after careful examination of the Dutch HateBase, we

have drawn the conclusion that this method is not suitable. The

Dutch HateBase only contains 126 hateful words, as opposed to

the English HateBase containing 1,565. Moreover, the HateBase has

officially been retired, meaning its API is deprecated and it is no

longer maintained.

10
https://www.kaggle.com/datasets/skylord/dutch-tweets

11
https://huggingface.co/IMSyPP/hate_speech_nl

12
https://huggingface.co/IMSyPP/hate_speech_targets_nl

13
https://pytorch.org/

https://www.spaghettimonster.org/
https://x.com/XDevelopers/status/1621026986784337922?lang=en
https://www.kaggle.com/datasets/skylord/dutch-tweets
https://www.kaggle.com/datasets/skylord/dutch-tweets
https://www.kaggle.com/datasets/skylord/dutch-tweets
https://huggingface.co/IMSyPP/hate_speech_nl
https://huggingface.co/IMSyPP/hate_speech_targets_nl


Analysing targets of hate speech on X in the Netherlands using BERT-CNN TScIT 41, July 5, 2024, Enschede, The Netherlands

R
a
c
is
m

M

ig
r
a
n
ts

Is
la
m
o
p
h
o
b
ia

In
d
iv
id
u
a
l

H
o
m
o
p
h
o
b
ia

S
e
x
is
m

Id
e
o
lo
g
y

M

e
d
ia

P
o
li
ti
c
s

A
n
ti
s
e
m
it
is
m

O
th
e
r

R
e
li
g
io
n

0

5

10

15

20

25

30

Category

P
e
r
c
e
n
t
a
g
e
(
%
)

Figure 2: Percentage distribution of target categories

The second way is to use the ’target’ label in the labelled IMSyPP

dataset to train a new model, since as mentioned above, the model

created for the IMSyPP project has a low performance.

The model was trained on top of the BERTje model and tokeniser.

These embed the sentences into size 768 embeddings. BERTje’s out-

put was then transferred to a CNN classifier based on [24]. We set

the maximum amount of words in a tweet to 100 words, truncating

longer texts and padding shorter texts. On the word embedding

from BERTje [100 x 768], convolutions of different sizes are used:

[2 x 768], [3 x 768] and [4 x 768]. This way, the model looks at com-

binations of 2, 3 or 4 words. A Rectified Linear Unit (ReLU) is then

applied as the activation function. 1-max pooling(A process that

reduces the size of data by selecting the largest value in each region

of the input) is applied to down-sample the input representation.

To prevent overfitting, a dropout layer is added. Lastly, a softmax

function is applied to distribute the probability between classes.

Using this structure, the model was trained during 10 epochs with

a learning rate of 0.001. Smaller epochs were tested (3, 5) but this

led to underfitting. Larger epochs (15, 20) led to overfitting. Smaller

and larger learning rates were also tested for each epoch amount

(0.01, 0.1, 0.0001), The Binary Cross-Entropy loss function [25] was

used together with the standard Adam optimiser [26].

The model was trained on all posts marked as either offensive

or violent. It only took about 1 minute to train the CNN classifier,

since the (much larger) BERTje was pretrained and did not have to

be altered.

To answer the RQs, this model is applied to the large unlabelled

dataset of tweets. After that, it will be compared to the IMSyPP

model based on the performance metrics discussed in 1.3.

4 RESULTS
In this section, the results of this research are discussed. Firstly,

in Section 4.1 the results of running the model on the dataset are

shown. Then, in Section 4.2 themodel is evaluated. Lastly, in Section

4.3 the model and training dataset are discussed, and recommenda-

tions regarding these are provided.

4.1 Targets of Hate Speech in the Netherlands
To recap, RQ 1 is "What are the primary targets of hate speech on X

in the Netherlands?". After running the IMSyPP model on the entire

dataset, 31155 (11.5%) tweets were classified as hate speech. On this

set of 30K tweets the second (self-trained) model was run, for which

the results are shown in Table 3. As can be seen in the table, more

than half of the posts are marked as ’homophobia’. 25% of posts

are marked as ’other’. The categories ’religion’ and ’Islamophobia’

are also very present with 9.74% and 7.81% respectively. All other

categories are predicted very little, all being predicted for less than

2% of all the posts. An analysis of hate speech over time, as presented

in [4] was not performed, since the tweets were gathered from a

much smaller time frame.

4.2 Model performance
To answer RQ 2, the performance metrics discussed in Section 1.3

are needed. The performance of the model can be analysed and

compared to the IMSyPP model. The scores for the newly trained

model can be found in Table 4. Compared to the model trained by

[4] and [11], this model has lower overall accuracy. On the other

hand, the other models were not able to classify the target, only
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Category Percentage (%)

Homophobia 51.30

Other 25.00

Religion 9.74

Islamophobia 7.81

Individual 1.96

Media 1.64

Sexism 1.26

Antisemitism 0.91

Migrants 0.36

Racism 0.05

Ideology 0.02

Table 3: Distribution of Categories and Their Percentages

Category Precision Recall F1-score

Antisemitism 0.54 0.64 0.58

Homophobia 0.00 0.00 0.00

Ideology 0.48 0.61 0.54

Individual 0.61 0.61 0.61

Islamophobia 0.62 0.44 0.52

Media 0.47 0.51 0.49

Migrants 0.40 0.33 0.36

Other 0.31 0.33 0.32

Politics 0.68 0.68 0.68

Racism 0.55 0.58 0.56

Religion 0.00 0.00 0.00

Sexism 0.51 0.46 0.49

Accuracy 0.56

Macro avg 0.43 0.43 0.43

Weighted avg 0.56 0.56 0.56

Table 4: Model performance

whether the tweet contained hate speech or not. The advantage of

this approach is that with a neural network, it is easier to validate

the correctness of the approach as opposed to the method used in

[4].

The newly trained model (containing a CNN) does perform sig-

nificantly better (65% accuracy as opposed to 27%) than the original

IMSyPP target classifier that only uses BERT.

There are some interesting values in Table 4. Both Homophobia

and Religion have ’0.00’ in all columns. This is the result of the

underrepresentation of those labels in the dataset. This is further

discussed in the next section.

4.3 Discussion and Recommendations
Since this research provides a novel way of finding targets in hate

speech tweets, it comes with its limitations.

Firstly, the reliance on the dataset from the IMSyPP project

means that the model’s performance depends on the quality and

contents of this dataset. Since binary classifiers (like models that

simply predict whether a tweet is hate speech or not) need fewer

training samples than multilabel classifiers (like the one trained in

this paper), the dataset is better suited for binary classification than

multilabel classification. To ensure a higher performance, simply

more data is needed. This means that the model will have a better

understanding of the different hate speech categories and will more

accurately predict each category.

This leads directly to a similar limitation: it becomes clear from

the label distribution in Figure 2 that the dataset is imbalanced.

Whereas the dataset contains 30% individual labels and 23% pol-

itics labels, the rest of the labels are all less than 10%. Especially

Homophobia and religion are under-represented. Comparing this

to the results in Table 3 shows that the trained model could be

improved when these categories were more present in the dataset.

Currently, it seems that because the model lacks an understanding

of Homophobia and Religion, it classifies a significant amount of

tweets as said categories. Compared to the results of other studies,

like [4], these results seem quite extreme which could be caused by

the dataset imbalance.

In general, because of the very different sample sizes in the

labelled dataset, the model was not able to generalise every category

equally well. This implicates that further research is required to

confirm or disprove the results shown in Table 3.

5 CONCLUSION AND FUTUREWORK
In this paper, a BERT-CNN classifier model was developed and used

for classifying hate speech targets from tweets.

It becomes clear that adding a CNN classifier on top of the pre-

trained BERTje model improves its classification capabilities by

comparing Table 2 and Table 4. Even though the model does not

achieve the highest performance, it is a promising step in this

approach to target classification. With a larger and less imbalanced

dataset, it seems that a target prediction model could be a viable

approach to extracting targets from hate speech tweets.

The results in Table 3 imply that more than half of Dutch hate

speech tweets are of the category ’homophobia’. If this were truly

be the case, this would be a shocking result and would definitely

require more research.

Table 4 explains this rather strange distribution found in Table

3. The model is not able to identify homophobia and religion well

enough due to its underrepresentation in the dataset. This causes the

model to mark any tweets that it is not sure about as homophobia,

religion, or other.

Future work might investigate hate speech in the Netherlands

on a larger scale. The data that was analysed in this paper consisted

of 270,000 tweets, and a larger dataset is needed to make more

accurate claims about Dutch hate speech targets. Moreover, adding

a CNN classifier on top of the prepossessing model, which was

initially the goal of this research, might result in significantly higher

performance.

6 ETHICS
Since this research worked with tweets (which are written by hu-

mans), it is important to address the following ethical concerns:

(1) We work with datasets containing personal data

(2) The consequences of training a model
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The datasets used in this research are publicly available. There is on-

going development in data science ethics related to (re)publishing

publicly available data. For that reason, the GitHub repository

where this project is stored does not contain the datasets.

The second ethical issue, regarding the consequences of AI, is

very pressing these days [27]. We are aware that the datasets could

contain demographic biases, resulting in a biased model. We did

not analyse the dataset for demographic biases since that was out

of scope for this project. Because of this, we recommend that the

model should only be used for further research, not in practical

applications yet.

6.1 AI use
Conforming to the University’s regulations on the usage of Chat-

GPT, this is a brief overview of the usage of ChatGPT or other

generative AI tools in this project.

ChatGPT was used for two tasks: rephrasing some sentences for

a more academic style and asking questions about error messages

when running code or building the project.
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