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Fig. 1. Model pipeline. For processing, text is tokenised and videos are cropped to 2242 without keeping the aspect ratio and encoded to normalised tensors.
To extract features, text is put through a BERT model and video is put through an MViT model. These features are then put through the model giving an
output of shape 𝐵 ×𝐶 , where B is the batch size and C is the channel size which is 768. Since both modalities have the same size, there is a shared embedding
space, allowing for the training and validation of the model.

The goal is to develop a functional multi-modal model that can retrieve short
videos based on a text description provided by a user and also give a textual
description based on a user-provided video. This will be done by processing
textual descriptions and video clips and designing a feature space that will
be shared for both text and video, thus enabling the matching of the two
data types using contrastive learning. The model is trained and tested on
the Microsoft Research Video Description Corpus (MSVD).

Additional Key Words and Phrases: Transformers, Contrastive Learning,
Multi-modal model, Pytorch, MSVD, Video Text Matching.

1 INTRODUCTION
Attention [8] has revolutionised Natural Language Processing (NLP),
Computer Vision (CV) and many more machine-learning fields. In
CV, attention is performed on images. An example is the Vision
Transformer (ViT) [4] and approaches have been further designed to
address the spatio-temporal complexity of videos. This has resulted
in a Video Vision Transformer (ViViT) that attends videos over both
space and time jointly [1]. In addition, multiple variations of ViTs
such as the Multiscale Vision Transformer (MViT) [5] have been
made and contribute to improving the state of the art. Building
upon these advancements, this research project aims to develop a
multi-modal model capable of simultaneously processing videos and
textual descriptions. The model will be trained using contrastive
learning [9]. This training objective aims to make the model capable
of distinguishing between positive and negative video text pairs,
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where positive pairs correspond to the same data source, while
negative pairs do not. The development of this model aims to provide
a functional approach, addressing video-to-text and text-to-video
retrieval. With this context in mind, the main goal of this paper is to
develop an efficient and functional multi-modal model for retrieving
videos and relevant text. This will be achieved through pre-trained
video and text encoders. The model will be trained and tested on
the Microsoft Research Video Description (MSVD) Corpus[2].

2 RELATED WORK

2.1 Transformers
A transformer is a deep-learning architecture that encodes input to
tokens, adds positional information to specify token positions, and
uses attention patterns that highlight the relation between tokens
[8]. Multi-head attention is running attention in parallel, where each
attention head attends to a different context, capturing contextual
relationships more effectively.

2.2 Vision Transformers
Vision transformers are an extension of transformers for images.
Here images are split into multiple smaller non-overlapping patches
and vectorised before being put into the transformer. Since these
patches’ position is unknown, positional encoding is added to the
embedding to maintain spatial awareness [1].

2.3 Multi-Modal Contrastive Learning for Video-Text
Understanding

Contrastive Language-Image Pre-Training (CLIP) is a joint image
and text embedding model which uses the shared embedding space
of both modalities to match images to text and vice versa. This is
achieved through contrastive representation learning, which aims
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to learn an embedding space where positive pairs are closer to each
other compared to negative pairs. Similar to CLIP, Multi-modal
contrastive learning for video-text understanding is the training
objective that uses the embedding space differences between positive
and negative video-text pairs[9]. A pair is positive when the video
and text correspond to the same data source, while a negative pair
contains video and text that do not correspond to the same data
source.

3 METHODOLOGY
To develop a functional multi-modal model, key challenges need to
be addressed: processing text and video data effectively, utilising
a contrastive loss, and ensuring efficient training and evaluation
of the model. In sections 3.1 and 3.2 the methodologies used for
text and video processing will be explained. Sections 3.3 and 3.4
describe the model architecture and contrastive learning objective,
and sections 3.5 and 3.6 outline the training and evaluation process
used to assess model performance.

3.1 Text Processing
The descriptive text 𝑡 = {𝑡1, 𝑡2, . . . , 𝑡𝑖 } will be attended using a Bidi-
rectional Encoder Representations from Transformers (BERT) [3].
The resulting output of this transformer will be 𝑝𝑡 = {𝑝1𝑡 , 𝑝2𝑡 , . . . , 𝑝𝑖𝑡 },
where each vector will contain contextualised information.

3.2 Video Processing
To process videos of size 𝑇 × 𝐻 ×𝑊 , where T is the duration, H is
the height, and W is the width of the video. Each video 𝑣 will be
split into non-overlapping patches 𝑣 = {𝑣1, 𝑣2, ..}. The output of this
transformer will produce an output 𝑝𝑣 = {𝑝1𝑣, 𝑝2𝑣, . . . , 𝑝𝑖𝑣}.

3.3 Model architecture
TheMulti-Modal model𝑀 consists of twomodules, one for video𝑀𝑣

and the other for text𝑀𝑡 . Eachmodule contains 5 transformer layers,
two convolution and pooling blocks with GeLU activation and a
global average pooling block. The modules𝑀𝑣 and𝑀𝑡 have inputs
𝑝𝑣 and 𝑝𝑡 and give outputs 𝑧𝑣 and 𝑧𝑡 , which have dimensionality
𝐵 × 𝐶 . In addition, 𝑧𝑣 and 𝑧𝑡 have the same shape, enabling the
shared embedding space for both modalities.

3.4 Contrastive Learning
The training objective of the model is based on contrastive learning
to differentiate positive and negative video text pairs. Using Noise-
Contrastive Estimation (NCE) loss [6], Two losses 𝑁𝐶𝐸 (𝑧𝑣, 𝑧𝑡 ) and
𝑁𝐶𝐸 (𝑧𝑡 , 𝑧𝑣), will be calculated for video-to-text similarity and text-
to-video similarity of which the former is given by Equation 1.

NCE(𝑧𝑣, 𝑧𝑡 ) =
exp(𝑧𝑣 · 𝑧+𝑡 /𝜏)∑

𝑧∈{𝑧+𝑡 ,𝑧−𝑡 } exp(𝑧𝑣 · 𝑧/𝜏)
(1)

Here, 𝜏 is a temperature hyperparameter. 𝑧+𝑣 and 𝑧+𝑡 are positive
embedded video and text. 𝑧−𝑡 are negative embedded text that is 𝑧+𝑡
but flipped. The contrastive loss of 𝑁𝐶𝐸 (𝑧𝑡 , 𝑧𝑣) is defined symmet-
rically. Combining both of these losses gives us our loss function
which is given by Equation 2

L = NCE(𝑧𝑣, 𝑧𝑡 ) + NCE(𝑧𝑡 , 𝑧𝑣) (2)

3.5 Training

Algorithm 1 Tensor Flipping Training
Require: 𝑉 (video-text set),𝑀 (model), num_epochs, batch_size
1: for epoch = 1 to num_epochs do
2: for each batch 𝐵 in 𝑉 do
3: 𝑉 + ← Positive samples from batch 𝐵

4: 𝑂+ ← 𝑀 (𝑉 +) ⊲ 𝑂 = (𝑧+𝑣 , 𝑧+𝑡 )
5: 𝑂− ← Generate negatives by flipping 𝑂+
6: Calculate NCE(𝑧𝑣, 𝑧𝑡 )
7: Calculate NCE(𝑧𝑡 , 𝑧𝑣)
8: L = NCE(𝑧𝑣, 𝑧𝑡 ) + NCE(𝑧𝑡 , 𝑧𝑣)
9: Update model𝑀 parameters based on the loss L
10: end for
11: end for

As shown in Algorithm 1, a training epoch for the model involves
flipping each video text set to create negatives used to calculate
both loss functions. These loss functions are used to train the model
as they align positive video-text pairs while distinguishing them
from negative pairs.

3.6 Evaluation
The model will be evaluated using two metrics: the model’s pre-
cision, and the Recall at K (R@K) for k=1 and k=5. These metrics
are measured for each video text combination in the test split. The
precision will show how capable the model is in finding the ground
truth text representation for each video. If the positive text pair of
the video is in the R@5, this would mean it was not far off; if it is
not in the R@5, it would be safe to assume the model could not
predict the correct positive pair. Besides these metrics, there will
also be two heatmaps that visualise the L2 distance between each
video text combination. The first indicates the matrix with a red
diagonal indicating the positive pair, while the second in addition,
highlights the R@5 scores per video.

4 EXPERIMENTS

4.1 Pre-Training
For pre-training, I stream the text through the BERT𝐵𝑎𝑠𝑒−𝑢𝑛𝑐𝑎𝑠𝑒𝑑 [3]
model which is done through the use of the huggingface BertTok-
enizer and BertModel 1. Subsequently for video pre-training, I put
the videos through an MViT model [5]. The MVit model used is
pytorch mvit_v1_b 2.

4.2 Implementation Details
4.2.1 Video Processing. From the videos, 16 frames are uniformly
sampled over a fixed interval. Without keeping the aspect ratio,
these frames are cropped to 2242 and converted to a normalised
1Both the BertTokenizer and the BertModel can be found at https://huggingface.co/
docs/transformers/model_doc/bert
2https://pytorch.org/vision/main/models/generated/torchvision.models.video.mvit_
v1_b.html#torchvision.models.video.mvit_v1_b
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tensor of size 16 × 3 × 224 × 224 and dimensions 𝑇 × 𝐶 × 𝐻 ×𝑊 .
Here T is the duration, C is the amount of colour channels, H is the
height, and W is the width of the video.

4.2.2 Streamlining of Data. I Utilise a DataFrame3, containing the
paths to the pickle files, the textual descriptions and video title.
This is used in combination with a PyTorch custom dataset and
dataloader 4 to facilitate the streamlining of the data for feature
extraction of both modalities as well as the training of the model.

4.2.3 Training details. The models are trained NVIDIA T4 GPUs
(With 16GB RAM) provided by Google Colab 5. The optimiser used
during training is Adam [7], with a learning rate of 2𝑒 − 9. And the
temperature of the loss function is set to 𝜏 = 0.003. The batch size
for these models is 32 and the loss function L (Equation 2) of this
model is calculated by calculating the NCE for each model with the
detached output from the other model.

4.3 (Main) Results
The evaluation of the model is performed as discussed in section
3.5.

4.3.1 Precision. The precision of the model is quite low as it is
approximately 0.0045. This means the model correctly predicted
three video text pairs out of 670 video text pairs.

4.3.2 Heatmap. Figure 2 is a heatmap indicating the Euclidean
distance of each video text combination in the test split after both
have been put through the multi-modal model. The diagonal of
the heatmap is the positive video text pair. Darker shades in the
heatmap indicate smaller distances while lighter shades indicate big-
ger distances between video and text. The distances for all video-text
pairs lie in a consistent range as indicated by the colour distribu-
tion across the heatmap. The distances are similar which can also
be seen when looking at the mean and standard deviation which
are approximately 6.03 and 0.078 respectively. The low deviation
implies that the model thinks that most video text pairs are similar.
Moreover, a pattern can be observed in figure 3 where the top 5
predictions of the model per video in the heatmap are black. These
top 5 predictions create vertical lines in the heatmap, indicating that
each video ranks the same top 5 texts.

Table 1. Recall Rates for MSVD

Dataset R@1 R@5

MSVD 0.0045 0.119

4.3.3 Recall. In table 1 we see the performance of the model on
MSVD [2]which indicates that the model rarely ranks the correct
result at the very top. In addition, the correct result is seldom found
in the top 5. The R@5 on a heatmap of all video text combinations
can be found in figure 3.

3I use pandas: https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.html
4https://pytorch.org/tutorials/beginner/basics/data_tutorial.html
5https://colab.google/

4.3.4 True and False Positive Comparison. figure 4 displays four
images, two correct and incorrect predictions of the model. The
false predictions had the highest correspondence out of all predic-
tions which signifies that the model thought these text and video
combinations represented each other best out of the entire test split.
The annotations of both negatives describe the same phenomenon,
strengthening the assumption that there is convergence to a limited
set of texts for each video. Despite the low precision, there were still
enough true predictions to showcase how true and false predictions
should be envisioned.

4.4 Ablations

Table 2. Mean of L2 distances between positive and negative pairs per
sampling method

Ablation Positive Value Negative Value

Negative flipping sampling 0.0481 0.0490
Smallest distance sampling 0.0500 0.0499
Random top 4 sampling 0.5450 0.5450

In section 4.3.1 the precision is low, meaning the training pipeline
is not implemented correctly. Table 2 summarises the results of two
ablations. In these ablations, the sampling of negatives is modified.
The results which are L2 distances between positive and negative
pairs over the entire test split, show that with different methods
of negative retrieval, the model can still not differentiate between
positives and negatives. This indicates that the current training
pipeline is not effective in differentiating between positive and
negative pairs. In addition, the method of negative sampling does
not affect the difference between positive and negative pairs, which
means that the cause is likely another component of the training
process.

Table 3. Text Predictions Counted from All Videos. Text 567 is predicted for
most videos

Text ID Count

Text_567 583

Text_204 54

Text_305 14

Text_618 3

Text_202 7

Text_122 9

Total 670

Table 3 contains the counted text predictions for all videos. This
shows that the model predicts text 567 for most videos. Text 567
has a z-score of 1.64 when looking at the number of textual descrip-
tions each video in the test split has, meaning the test split is not
imbalanced.
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5 DISCUSSION
The low precision and recall scores indicate that the model has a
very low performance. The research goal was to create a functional
multi-modal model. The results indicate that the task of retrieving
relevant text pieces is difficult. The model might not be able to
capture the complexity of the data resulting in poor performance.
This performance indicates that parts of the training pipeline are
not properly implemented. The part of the implementation that
I suspect is incorrectly implemented is the loss function. Despite
the loss decreasing and not over- or underfitting regarding the
validation split during training, the distances between the positive
and negative pairs are small or insignificant as seen in table 2.

6 CONCLUSION
I have presented an approach to developing a multi-modal con-
trastive learning model for video-text matching. This model uses a
training objective that contrasts positives from negatives, allowing
for video text matching. The creation of this model was done by first
finding and processing the MSVD [2] corpus, encoding the videos,
and storing the video-text tuples in a pandas Dataframe. After this
initial step, I performed further preprocessing of the MSVD dataset,
which included the grabbing of initial weights of videos as well as
text through the implementation of a hook. This was followed by
the creation of the model and the configuration of its optimization
function. The results show that the model has poor performance.
The model cannot generalise the features it was supposed to extract
and is incapable of discriminating between video text pairs. In con-
clusion, the functional multi-modal model has poor performance
and drastic improvements have to be made.
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A APPENDICES
During the preparation of this work, I used two AI tools, ChatGPT
and Github Copilot.I used ChatGPT for generating LATEXcode to
achieve proper formatting. Subsequently, I used GitHub Copilot to
accelerate the development of the model. The predictive capabilities
of the tool offered me code suggestions which in turn I evaluated
and modified to the point where they align with the requirements of
this research project. After using both tools, I reviewed and edited
the content as needed and take full responsibility for the content of
the work.

Fig. 2. Distance Matrix (Videos vs Text)
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Fig. 3. Distance Matrix (Videos vs. Texts) with Top 5 Lowest Distances
marked in black

Fig. 4. Four images with part of their predicted annotations: Two positive
and two negative pairs.
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