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As universities are moving to online learning with lecture videos, some
lecturers have concerns that their videos can be copied and claimed as the
property of someone else. To ensure their videos are protected, lecturers
can add watermarks. By watermarking videos, viewers cannot copy the
video and claim it as their own. Visible watermarks are watermarks that
viewers can see with the naked eye. Although effective, they also taint
the video and influence the viewer’s experience. Invisible watermarking
using motion vectors can provide the protection while not tainting the
original video. Literature on invisible watermarking in video using motion
vectors currently exists but gloss over the implementation details and the
influence the chosen codec has. Due to this oversight, implementation of
these algorithms may seem trivial, while it is not. Due to codec complexity
and lack of available tooling. In some cases, using the most modern codec
imposes challenges that do not appear when using older codecs. This paper
provides a novel overview of the most commonly used codecs and their
advancements through time which can be used in future research. It finds
challenges and pitfalls in implementation such as lack of tooling and complex
codec specifications. Which, in turn, makes the field less approachable. This
paper contributes to the approachability of the video watermarking research
field by providing novel insights into these challenges and pitfalls, provides
recommendations how these can be tackled in future research and which
currently available tooling can be used. There is probable use for future
research aiming to implement novel algorithms.
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1 INTRODUCTION
In the last few years, lecturers at universities are publishing more
videos on their Learning Management Systems (LMS) as universi-
ties are moving more into hybrid learning due to the COVID-19
pandemic. Some lecturers may not want to publish videos because
they have concerns whether their videos can be copied and shared
outside the LMS. They have copyright on those videos [7] and they
have the right to protect that copyright. There are various ways of
protecting that copyright. One way is by watermarking the video.
Watermarks alter the original video to visibly show that the video
has been downloaded or copied from elsewhere. An example can be
seen in fig. 1, this could be limiting for the student, as some part of
the video is now unusable and the video is tainted.
To solve this problem, invisible watermarking can be used. In-

visible watermarking has the same goal as visible watermarking
namely, embedding a message visible for all viewers and is hard to
remove. Invisible watermarking hides the watermark by altering
properties of the video, this way there is a minimal disturbance to
the original video while the copyright is still protected. If students
know the videos are invisibly watermarked, they are discouraged
in sharing the video outside of the LMS.
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Fig. 1. Example of visible watermarking, showing who has downloaded the
image and who the original author is. Source: Adapted from [14]

In general, videos are constructed by using intra frames (I-frames),
predicted frames (P-frames) and bi-directional predicted frames (B-
frames) [17]. I-frames are frames that do not depend on other frames
and are standalone images. P- and B-frames depend on I-frames and
other P- and B-frames by describing the changes in the frame using
motion vectors. Motion vectors describe the movement of a block
of pixels called a macroblock. These motion vectors can be used to
watermarking videos by modifying them slightly.

1.1 Motivation and novelty
Invisible watermarking has many applications, including the afore-
mentioned copyright protection use, fingerprinting of videos and
content filtering [3]. A small review of existing literature was con-
ducted. In this, it appeared that existing literature gave minimal
insight in the way algorithms are implemented and why a certain
coding standard was chosen. This makes this field of research less
approachable for future researchers. This paper provides recommen-
dations and directions on how to make this field more approachable.
By also reviewing and analysing the available coding standards,

this paper makes the field more approachable. Previous reviews of
video watermarking [8, 15, 20] did not consider implementation
details nor the selection of a codec. This paper will provide a novel
overview on the differences between video coding standards with
respect to motion vectors. This paper will also provide a list of
requirements that video editing tools should implement to make it
useful in this field of research.

1.2 Scope
Although I-frames exist and they can also be used for invisible
watermarking, many research already exists on the topic. Motion
vector based watermarking has been investigated less in literature.
Due to time limitations this paper will not focus on I-frame based
watermarking. Instead, this research has been scoped to focus on
invisible watermarking based on motion vectors. In terms of the
challenges and pitfalls that can occur during implementation, the
focus has been given to the most commonly used codec H.264 [4].
An analysis is done to give insight in the video watermarking tools
available for this codec.
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Fig. 2. Video coding standards development timeline. Source: [18]

This paper is structured as follows. First, the available video
coding standards, also called codecs, which can be used to implement
motion vector based watermarking algorithms are discussed. By
analyzing the development of features in the codecs that relate to
motion vectors, an overview will be given of the coding standards.
Second, some of the existing algorithms that use motion vectors are
discussed in section 4.2 and give a conclusion to RQ1 and RQ2 in
section 4.3. Furthermore, recommendations are provided on how to
choose a codec for an algorithm. Third, in section 5, requirements for
tooling to use in video watermarking research will be constructed
and currently available tooling will be analysed based on those
requirements.

2 PROBLEM STATEMENT
In this section, the goal of the research and the research questions are
discussed. As mentioned earlier, the goal of this paper is to identify
potential challenges in the implementation phase of research. This
is done by answering the research questions below. These questions
will be used to reach the aforementioned goal.

Goal: Identifying hidden challenges and pitfalls in implementing
motion vector based watermarking algorithms in H.264.

• RQ1: To what extent can motion vectors in B-frames and
P-frames be used for watermarking in video?

• RQ2: To what extent does the choice of codec influence the
possible watermarking algorithms?

• RQ3: What challenges could be faced while implementing
watermarking algorithms in H.264 video?

3 METHOD
To answer RQ1, a small literature survey has been done in order to
gather resources on video steganography and specifically motion
vector-based video steganography. This literature survey includes
papers that are deemed most influential according to review papers
in existing literature [8, 15, 20] and propose algorithms that are
based on motion vectors. These papers are then analyzed in which

way they use motion vectors, and how it can be used to watermark
videos.

To answer RQ2, existing codecs are analyzed on their significant
improvements since their predecessors. This analysis also includes
an overview of how video codecs are generally structured to give
insight inwhat properties can be used in future research. Afterwards,
the previously analyzed papers from the literature survey will be
analyzed once more on which codec is used as well as the reasoning
behind it. If there is no codec or reasoning given, an analysis will
be done as to which codecs would be suitable to implement the
algorithm.
To answer RQ3, an analysis into the tooling available for modi-

fying video in the compressed domain of H.264 video is provided.
H.264 was chosen because it is the most commonly implemented
codec and is still widely used today [4]. The results from RQ3 aim to
provide insight in what requirements future tooling should fulfill to
be useful in terms of video watermarking, in particular with respect
to motion vectors.

4 RELATED WORKS
In this section, some of the currently available codecs, the general
idea of video codecs and the technological advances with regards to
motion vectors are discussed. After discussing the available codecs,
some existing data hiding algorithms that use motion vectors are
also discussed as well as their respectively used codecs. Thereafter,
a conclusion to RQ1 and RQ2 is drawn and a recommendation is
provided on choosing a video codec in section 4.3.

4.1 The general structure of digital video
Since the release of H.261 (in 1990) [11], the design of all major
video coding standards follow the so-called block-based hybrid
video coding approach. A frame is divided into blocks of 𝑥 × 𝑦

called macroblocks. Each macroblock of a frame picture is either
intra predicted (I-frame) without referencing other pictures in the
video, or is temporally predicted, where the signal is formed by
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Coding standard Release Max. resolution ∗ Frame-independent coding ∗∗ GRF Merge mode Royalties
H.262 1996 1920 × 1080@30 No No No Expired
H.264 2003 8192 × 4320@120.9 Yes No No Yes
H.265 2013 8192 × 4320@120.9 Yes No Yes Yes
VP8 2010 16383 × 16383 ∗∗∗ No Yes No None
∗ This assumes the usage of the highest profiles, lower level profiles may support lower resolutions.
∗∗ This means that macroblocks can have different prediction modes, independent of the type of frame, introduced in H.264.
∗∗∗ VP8 does not place restrictions on framerate.

Table 1. Overview of codecs and important properties

moving a block of an already coded picture. Temporally predicted
pictures referencing previous pictures are called P-frames. When
also referencing future pictures, these are called B-frames. Some-
times research also mentions a unit called Group of Pictures (GOP)
to denote a set of frames consisting of at least 1 I-frame and some
temporally predicted frames. [17]
Figure 2 shows that since the release of H.261, a lot of newer

codecs have emerged. A selection of these codecs is discussed on
their origin, usage, reasoning for introduction and licensing. Some
differences that make the codecs more efficient are not considered
in this paper. For example, H.264 uses CABAC encoding and H.265
and VP8 optimized this. This compression technique can influence
the choice of codec, but does not provide any extra properties in
motion vectors that can be used to hide data in a video and are thus
out of scope for this research. Video codecs like H.262 [13], H.264
[10], H.265 [12] and VP8 [25] all stem from this original coding
approach. Although they all stem from the same general idea, there
are still many differences in implementations and some of these
codecs are specialized in certain areas. Due to time constraints put
on this research, only these codecs are discussed. These are the most
commonly implemented codecs [4] and were most influential in the
development of more modern codecs.

4.1.1 H.261. The original H.261 codec [11] as introduced in 1990
was introduced to make it possible to send video over telephone
lines, they foresaw that a number of audiovisual services would be
likely to appear if there was a standardized way of transmitting
video over telephone lines. Although H.261 is not in use anymore
due to the introduction of newer codecs, it can be seen as the basis
of all modern codecs.

4.1.2 H.262. The oldest codec still in use to date is H.262 [13],
officially launched in 1996. It was developed as a joint project of
ITU-T and ISO/IEC JTC 1 [17]. Its original purpose was to respond to
the growing need for a coding method for various applications such
as digital storage media and television broadcasting. It served as a
useful standard to store video digitally and in transferring video over
digital networks. Compared to H.261, there are not many differences.
H.262 for example supports HDTV and interlacing, a technique used
in older analog television systems, where H.261 does not support
this. In terms of performance H.262 should, depending on the codec
implementation, perform better than H.261. Although originally
H.262 was not royalty-free, due to its age the royalty rights have
expired.

4.1.3 H.264. H.264 is the most used codec according to Bitmovin’s
2020 video developer report [4]. It is used in 86% of production envi-
ronments and supported by all major browsers like Google Chrome,
Firefox and Microsoft Explorer [5]. In contrast to H.262, its purpose
was also to target videoconferencing and internet streaming. It also
allows for even an even higher resolution of 8192 × 4320@120.9,
although not all decoders support it, and is more efficient than its
predecessors.

An obvious difference from older standards is its increased flexi-
bility in intercoding. For the purpose of motion-compensated predic-
tion, a macroblock can now be partitioned in square and rectangular
block shapes with sizes ranging from 4× 4 and 16× 16. H.264 coded
video contains slices instead of pictures. Pictures can contain mul-
tiple slices, those slices are not required to be of the same type.
A picture can be used as a reference frame independently of the
type of the slices contained in that picture. To be allowed to use
H.264 in either software or hardware, a licensing fee must be paid
to Via LA licensing [23]. Cisco influenced the popularity positively
by releasing a free H.264 codec called OpenH264 [6], Cisco pays the
license costs for their provided binaries, making H.264 essentially
a free coded. In response, Firefox was able to implement H.264 in
their browser.

4.1.4 H.265. The codec that the joint project ITU-T and ISO/IEC
MPEG developed after H.264 is H.265, this codec again increases the
resolution. H.265 also supports resolutions up to 8192×4320@120.9,
but due to the advances in H.265 more decoders can actually decode
at that speed. Compared to former codecs, it has improved the
motion vectors by a lot. It supports a so-called merge mode, where
no motion vectors are coded. Instead, they are derived from the
corresponding prediction unit (PU), which consists of the chroma
and luma prediction blocks. Each PU contains one or two motion
vectors used for unipredictive or bipredictive coding. No research
was found that uses the merge mode in H.265 to embed data. To
use H.265, a company needs a license agreement similarly to H.264.
This had implications on the adaption of H.265 as a successor to
H.264, making it still not as widely used as H.264 [4].

4.1.5 VP8 and VP9. Google released the VP8 codec [25] as an open
source codec aimed to provide a way to transfer video in low band-
width environments. It was focused onweb-based video applications
and thus, due to the nature of the web, it must be possible to imple-
ment the codec on a wide range of devices. Compared to the existing
codecs like H.262 and H.264, Google mainly focused on optimizing
the use of I-frames. VP8 stores a reference frame in a buffer from
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arbitrary points in the past of the video. They call these reference
frames Golden Reference Frames (GRF). Golden Reference Frames
are useful when objects or backgrounds disappear for a moment and
come back. This greatly helps compression efficiency. This is, for
example, applicable in a TV show switching between 2 camera an-
gles. VP9 succeeded this standard which is a more efficient version
of VP8. VP8 and VP9 are provided for royalty-free.

4.2 Existing data hiding algorithms in P- and B-frames
The selection of the candidate motion vectors (CMV) is the key
difference in existing data hiding algorithms. The selection method
influences the method of embedding greatly as embedding may
not influence the selection criteria as this may lead to the motion
vector not being selected during extraction. In general, all of these
algorithms either operate on the complete video, or operate on a
per GOP basis. This means that each GOP will hide its own message
and can be independently decoded.

4.2.1 Magnitude. Zhang et al. [26] proposed an algorithm that
selects the CMV based on themagnitude. This algorithm is meant for
steganography instead of watermarking. It uses a key to determine
the required threshold. The secret bits are embedded in the CMV
by modifying the 𝑥 and 𝑦 component based on the current angle of
the motion vector. Zhang et al. did not specify for which specific
codec they implemented the algorithm. At their point in time, only
H.261 and H.262 were available, thus they probably used H.261 as
they didn’t use any features of H.262 in their algorithm. [26]

4.2.2 Phase angle. Hao-bin et al. [9] proposed an algorithm based
on the algorithm by Zhang et al. They also based the candidate
selection algorithm on the magnitude of the CMV. However, they
also considered the angle in which the motion vector points. They
claim that if a vector is vertical and the horizontal distance is zero,
then a slight change in the horizontal component has greater influ-
ence than a change in the vertical component. Both Hao-bin et al.
and Zhang et al. determine the CMV by a predefined threshold, but
Hao-bin et al. lets the phase angle determine in which component
the data will be embedded. They have used the JM17.2 reference
encoder to implement their algorithm in H.264 video. [9]

4.2.3 Prediction error. Aly et al. [2] proposed an algorithm that
selects the motion vectors based on their so called prediction error.
According to them, algorithms selecting CMV on magnitude choose
to do so because the chance that those motion vectors accurately
represent the motion is smaller and changes are less notable. Aly et
al. claimed that this is not always correct, and that selecting based
on their associated prediction error is more accurate, resulting in
less disturbance to the video quality. Aly et al. implemented their
algorithm into the H.262 reference encoder and decoder. [2]

4.2.4 Low and high texture areas. Liu et al. [16] introduced a way
of improving the embedding performance by increasing the amount
of embedded bits based on the texture of the macro block that is
affected by the motion vector. The texture of a macroblock is the
amount of different pixels in a macroblock. For example, a mac-
roblock containing the sky is a low texture area and macroblock
containing a face is a high texture area. In low texture areas, the

embedded bits can be increased compared to high texture areas as
the effect of the change is less visible for low texture areas. They
did not specify the codec they used nor the way of implementation.
[16]

4.3 Recommendations and conclusions
In this section, some of the codecs available and the technical dif-
ferences in terms of motion vectors are discussed. Table 1 shows a
list of the discussed codecs and their properties. Future researchers
that are interested in using motion vectors for video watermarking,
are recommended to choose a codec that implements the proper-
ties that they require. All previously mentioned algorithms can be
implemented in H.262 as well as modern codecs. Future research
should take the complexity of the codec that it uses into account
as modifying a H.262 video is easier compared to modifying H.264
videos and VP8 videos. These recommendations are given with the
aim to limit the time spend on implementations, and increase the
time spend constructing algorithms.
In conclusion, based on the literature discussed earlier, motion

vectors can be used extensively for data hiding in P- and B-frames.
Furthermore, although the codec does influence the complexity of
modifications, it does not have a great influence on the possible
watermarking algorithms. Moreover, it depends on which properties
of the motion vectors will be modified and whether those properties
exist in the targeted codec. For example, if the research will go
into using motion vectors based on the golden reference frames
of VP8, then only VP8 may be considered as target codecs for the
implementation. This has implications on the availability of tools
and libraries, as will be discussed in the following section.

5 CHALLENGES AND PITFALLS
One challenge of working with video codecs is understanding how
the actual bitstreams of videos are structured. Although an overview
of how the most common video codecs work is provided in section 4,
it does not cover how one can read or modify the bitstream of a
video. It must be noted that modifying the bitstream of any codec
is not a trivial task and that may be a pitfall for researchers new to
this field of research. This section will go over some of the tools that
have been used by other researchers to implement watermarking
algorithms and others that one may find when lookin for tools
and libraries to use for a watermarking algorithm. Most of these
tools and libraries can be found online, but unfortunately, most
algorithms considered in section 4.2 did not provide any source
code or an overview of how their implementation works.

5.1 Modification tool requirements
To determine whether a tool is useful for video watermarking re-
search, it must fulfill some requirements. After considering existing
tools and analyzing existing watermarking algorithms, the following
list of requirements has been constructed:

(1) Must produce a syntactically correct bitstream. The imple-
mentation must block the user from writing syntactically
incorrect bitstreams.
Reason: If a bitstream is not syntactically correct, standard
conforming decoders will not load the video.
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(2) Must produce a semantically correct bitstream. The imple-
mentation must block the user from writing semantically
incorrect bitstreams.
Reason: If a bitstream is not semantically correct, standard
conforming decoders will either determine the video as cor-
rupted or show undocumented behaviour. This removes the
mental overhead to think about the side effects on the bit-
stream when modifying a value.

(3) Must be able to modify P- and B-frames (motion vectors)
without re-encoding, in a determinant manner.
Reason: To implement motion vector based algorithms, it is
required to be able to modify specific, predetermined motion
vectors.

(4) Should be able to modify I-frames without re-encoding.
Reason: To implement algorithms that also use I-frames, it
would be useful to also be able to modify I-frame properties
without re-encoding.

(5) Should be capable of modifying videos coded using different
codecs.
Reason:Tomake sure the tool stays relevant after new codecs
are released, it needs to be able to adapt to new codecs.

These requirements are written with the following goal in mind:
Ease the implementation of watermarking algorithms and improve
the approachability of the video watermarking field. Although this
papermainly aimed to provide useful insights with respect tomotion
vectors, I-frame based watermarking should not be forgotten.

5.2 Previous research on altering video bitstreams
In the past, other researchers have also tried to find and develop
methods to modify the video bitstream in a consistent and reliable
manner. Unfortunately, the amount of research carried out in this
field is limited. The research that has been carried out is not fitted
for watermarking applications on a higher level.

5.2.1 H26Forge. H26Forge [22] is a project specifically tailored to
making the H.264 bitstream editable on a low level by Vasquez et
al. The goal of this project was generating syntactically correct
bitstreams that are not necessarily semantically correct. Because
motion vectors are not directly encoded into the bitstream, it would
need extensive knowledge of the semantics of the H.264 codec to
edit a specific motion vector. Due to the time limit of this research,
it is not possible to have such in depth knowledge about the codec.
The authors of H26Forge took multiple years to develop H26Forge.
H26Forge also supports H.265 in some way, but does not have full
support. Future research can go into using the basis H26Forge laid
to provide a more standardized way to modify specific properties
that are not directly encoded in the bitstream.

5.2.2 Compressed domain processing. Wee et al. [24] wrote a book
chapter analyzing and describing various algorithms on efficiently
processing video in the compressed domain. It contains a compre-
hensive amount of knowledge on how a bitstream is formatted and
how it could be altered on a high level. Unfortunately, they have
only described their algorithms in a theoretical sense and did not
provide any implementation or, recommendations for an implemen-
tation. For future works it would be useful if the theories they have

laid out in their book, could be implemented into a framework that
can be used for future research.

5.3 Custom encoders
Most of the papers found modified existing encoders to implement
their algorithms. This includes the reference encoder for H.264 called
the JM software encoder [21], currently at version 18.0. Hao-bin et
al. [9] used version 17.2 to implement their algorithm. Besides the
reference implementation, also Cisco’s OpenH264 implementation
[6] is an option to use for implementing an algorithm. Unfortunately,
due to the way the bitstream is structured, motion vectors are not
directly encoded into the bitstream. This makes it difficult to find
where and when the motion vectors are calculated and where the
modification of themotion vectors should happen. It is a difficult task
to modify an existing encoder to fulfill the needs for a watermarking
algorithm.

5.4 PyAV
This project implements Python bindings for most of FFmpeg’s low
level libraries like libav, libavcodec and others. Due to the way
this project is setup, it is not possible to alter the motion vectors
or make alterations on a macro block level. This is due to python
not being able to directly access the c++ buffer that is used by the
underlying c libraries. This meant, in practice that altering a frame
using PyAV, required full decoding of the frame and reencoding after
the modifications. Meaning that the motion vectors are recalculated
and the motion vectors cannot be reliably modified, making it not
suitable for motion vector based watermarking algorithms.

5.5 FFmpeg
FFmpeg [1] is a tool meant for converting, editing and transcoding
various video files and codecs. It is meant to work with various
different codecs and is thus built with many abstraction techniques.
The possible types of FFmpeg filters are: audio/video filters (AV-
Filters) and bitstreamfilters (BSFilters). Unfortunately, due to the
aim of FFmpeg to be compatible with as many codecs as possible,
it is not possible to write an AVFilter or BSFilter which edits the
low level properties of a specific codec. It suffers from a different
problem than PyAV, as it is possible using a BSFilter to alter the
direct buffer. Unfortunately, it is still non-trivial to alter a specific
property like the motion vectors as it requires an implementation
to first decode the motion vectors in a frame, and then modify them
and re-encode them correctly into an existing bitstream. However,
the bitstream consists of more properties than only motion vectors,
so other properties that depend on the encoding used in the motion
vectors may be affected, resulting in a possibly invalid bitstream.

5.5.1 FFglitch. A project by Polla based on FFmpeg called FFglitch
[19] was made with the aim to modify the motion vectors of a H.262
video. This tool may be useful to implement algorithms that only
use motion vectors in its implementation. It currently only supports
H.262 video and H.264 video support is on its roadmap. Future
research could extend this project to also allow other codecs to be
modified and other properties of video like, for example, properties
of I-frames to allow for combining the two properties.
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Name (1) (2) (3) (4) (5)
H26Forge Yes No No No No
PyAV Yes Yes No No Yes
FFMpeg Yes Yes No No Yes
FFGlitch Yes Yes Yes No Yes

Table 2. Fulfillment of the aforementioned requirements by the available
tools discussed in this section.

5.6 Recommendations and conclusions
The goal of this research is to recommend requirements a tool should
fulfill and investigate which tools already fulfill these requirements.
Table 2 shows an overview of these requirements. In conclusion,
based on the performed analysis, there is still a lack of proper tooling
to consistently implement video watermarking algorithms based
on motion vectors. To propose an algorithm at this moment, the
researcher must spend more time on the implementation, than on
the design of the algorithm. In the opinion of the authors, the work
spent on the implementation can be reduced by providingmore tools.
The authors recommend future researchers aiming to implement
watermarking algorithms using motion vectors in H.262, to use
FFglitch. Future research into new tooling or building a framework
for video watermarking research, are recommended to take the
aforementioned requirements into account. FFglitch and H26Forge
are recommended as a basis and/or inspiration for future works.

In conclusion, some recommendations for future works that can
be undertaken by future researchers are provided. Most notably,
in this field of research, there is a lack of proper tooling to change
specific properties of the video. This greatly influences the time
needed to implement an algorithm and the deep understanding of
the specific codec that is used for the implementation. This may
result in a limited interest by future researchers that are new to this
field. All in all, the biggest pitfall and challenge for newer researchers
are the complexity of the coding standards and the absence of proper
tooling.

6 CONCLUSION AND FUTURE SCOPE
In this research, we have explored the various codecs available, the
viability of using motion vectors for video watermarking and the
hidden challenges and pitfalls researchers may be confronted with
during implementation. We have shown that although resources
on video watermarking using motion vectors exist, that there is a
lack of adequate tooling to implement these algorithms. Currently,
implementing these algorithms require a deep understanding of very
complex codecs, making it difficult to implement trivial algorithms.
Making video watermarking a field that is not easy to step into.
This research has mainly focused on implementation challenges
and pitfalls for the H.264 codec. Furthermore, this research has
mainly focused on motion vectors and did not take into account
other properties in these codecs. Future research can be done in
a similar direction, but aimed at implementation challenges in I-
frame based watermarking, or watermarking in H.265 and VP8.
As the coding used in I-frames is largely based on regular image
coding, research in invisible image watermarking can be translated
to invisible video watermarking as has already been done in the past.

However, this field will also have various challenges and pitfalls that
can be investigated. Future research can also focus on providing
more tooling or to develop a framework that tooling should adhere to
altering compressed videos in a reliable way. Researchers that want
to undertake developing a novel algorithm using motion vectors, are
advised to choose their codec wisely as the complexity of the codec
can greatly increase the time needed to properly implement the
algorithm for acquiring experimental results. The merge mode in
H.265 and Golden Reference Frames in VP8 can also be considered
as potential targets to implement novel algorithms.
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