
Explaining AI Decisions to Bank Customers: A Systematic
Literature Review

Xanti Lizanzu
x.l.lizanzu@student.utwente.nl

University of Twente
Enschede, Netherlands

ABSTRACT
The increasing usage of black-box Artificial Intelligence (AI) models
in banking has caused a rise in demand for Explainable AI (XAI)
methods. Bank customers, an important target audience for XAI
methods, are in need of XAI methods that explain decisions made
by AI models. This study focuses on reviewing model-agnostic
methods which can be applied to the model of any bank. Through
a systematic literature review, this study examines studies on the
application of model-agnostic XAI methods in credit risk assess-
ment and customer segmentation. The results include showcasing
the methods used, categorising them into classes, and indicating
their level of globality. The study found that there is some existing
literature on applying model-agnostic methods to explain deci-
sions on credit risk assessment and customer segmentation, mostly
feature-based.
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1 INTRODUCTION
Banks have adoptedAI systems for various applications [22]. Among
these applications, different types of AI tools have been explored
for assessing credit risk of bank customers [9] [43] [8]. Credit risk
is defined as the risk of financial loss when a loan borrower fails
to repay the loan. Financial institutions conduct credit risk assess-
ments using methods such as classification (predicting defaults)
and regression (predicting credit scores) [9]. Both methods use in-
formation about the loan applicant and the application to output
a prediction, but output either a qualitative or quantitative risk,
respectively. Machine learning (ML) techniques for both classifica-
tion and regression exist, and they are also applied in the domain of
credit risk assessment [9]. Bhatore et al. [9] reviewed 136 papers on
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machine learning techniques for credit risk evaluation, including
research from Zhao et al. [55] who applied a neural network to
predict defaults and Huang et al. [28] who applied a support vector
machine (SVM) to credit scoring.

Another application of ML in the banking sector is customer
segmentation [22]. Fares et al. [22] mention for example the study
from Smeureanu et al. [46], which implements ML to segment cus-
tomers because segmentation is important to gain new customers
and get higher value out of the established customers.

However, the increasing use of ML techniques, which are black-
box models, caused a demand for explainability of these techniques
[35]. XAI addresses this issue by developing a range of methods to
explain AI decisions.

The importance of XAI is also highlighted by the new EU’s AI Act
[21], approved by the Council of the EU in May 2024 [15]. The act
follows a risk-based approach, where AImethods of higher risk have
more restricting rules [15]. Credit risk assessment is considered
to be a high-risk AI system, which is the highest risk excluding
the systems with such high risk that they are prohibited, meaning
that these systems must adhere to strict explainability [21]. For
customer segmentation, which is not mentioned as high-risk in the
act, explainability is still important because it might individually
grant or not grant access to services.

XAI has various target audiences, as can be seen in Figure 1. This
study focuses on bank customers affected by model decisions in
credit risk assessment and customer segmentation. These customers
mostly want to understand their situation and verify whether a
decision is fair [6]. Understanding a situation can be achieved by
locally explaining a model, opposing that is explaining a model
globally (see Figure 2).

Although Figure 2 addresses interpretability methods, the correct
term according to Barredo Arrieta et al. [6] would be understand-
ability methods. This study follows the definitions from Barredo
Arrieta et al. [6]:

• Understandability: the characteristic of a model to make a
human understand how a model works without understand-
ing its structure or underlying algorithm;

• Interpretability: the ability to explain or to provide the
meaning in understandable terms to a human;

• and Explainability: an interface between humans and a
decision maker.

Here one can see interpretability and explainability both con-
tribute to understandability, but interpretability is a characteristic
of a model and explainability covers the techniques used to make a
non-interpretable model into an explainable one. The purpose of
this study thus is explaining black-box and complex models through
posthoc analysis (see Figure 2).
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Figure 1: Target audiences in XAI [6]

Figure 2: Overview of XAI landscape [30]

Figure 2 categorises explanation methods into model-specific
and model-agnostic methods. This study will only research model-
agnostic methods, since these methods are not dependent on the
model of a bank.

To get an overview of XAI in finance, this study conducts a
systematic literature review (SLR) of existing literature on XAI in
credit risk assessment and bank customer segmentation. It aims
to discover model-agnostic methods, relevant to bank customers.
Applications of and future research into these methods is much
needed with the newly approved EU AI Act. This study will answer
the research question (RQ): what model-agnostic XAI method(s) exist
for bank customers? Since both credit risk assessment and bank
customer segmentation are researched the following two sub-RQs
(SRQs) will be answered to answer the RQ:

• SRQ1: what model-agnostic XAI research exists on credit
risk assessment?

• SRQ2: What model-agnostic XAI research exists on bank
customer segmentation?

2 METHODOLOGY
This SLR follows the framework described by Varsha et al. [50].
The research issue was defined as the two SRQs. For SRQ2, the
scope was extended from bank customer segmentation to customer
segmentation due to limited results.

Scopus was selected as the database, for its easy-to-use support
of Boolean operators, exporting results to CSV format. It is preferred
by Varsha et al. [50] over other databases since it has more formal
indexing criteria. Filters within Scopus were applied to filter the
type and language of the publication.

Initially, the search included articles from 2016 onwards. How-
ever, including these results produced too much literature to review,
and thus articles published before 2019 were excluded. Any litera-
ture that could not be accessed freely was excluded. Any article that
did not discuss applying XAI methods to credit risk or customer
segmentation, or did only discuss applying interpretable methods
was excluded.
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Table 1: Criteria for research

Search terms in Title, Keywords, or Abstract Inclusion
Of type article Inclusion
In English Inclusion
Published in 2018 or earlier Exclusion
Duplicate in findings Exclusion
Not relevant to the topic Exclusion
About interpretable models Exclusion
Not freely available Exclusion

Two distinct queries were composed with the keywords that
can be seen in Table 2. The domains were joined by the AND
operator like (Understandability) AND (AI) AND (Credit risk) and
(Understandability) AND (AI) AND (Customer segmentation).

The understandability keywords are the same as the "Explainabil-
ity" keywords in [51]. The AI keywords were derived from Bhatore
et al. [9]. For credit risk, the keywords are straightforward and for
customer segmentation inspiration was taken from Amato et al.
[3]. It could not be found if Scopus applies stemming, so wildcards
were used.

Table 2: Search keywords per domain

Domain Keywords

Understandability “Transparen*” OR “explain*”
OR "explanat*" OR “interpret*”
OR “black box” OR “white box”

AI “AI” OR “artifcial intelligen*”
OR “ML”OR “machine learning”
OR “classification” OR “super-
vised” OR “unsupervised” OR
“deep learning” OR “neural net-
work*” OR “radial basis func-
tion networks” OR “SVM*” OR
“support vector machine*” OR
“decision tree*” OR “discrimi-
nant analysis” OR “naive bayes”
OR “nearest neighbor*” OR
“random forest*” OR “hidden
markov” OR “markov chain*”
OR “regression” OR “fuzzy
logic” OR “expert system*”

Credit risk "Credit risk" OR "credit scor*"
Customer segmentation "Customer segment*" OR "clus-

ter*" OR "credit portfolio"

The query results1 were exported to CSV files and processed by a
Python script to be formatted correctly to an Excel file. The results
included the authors, document title, year, source title, citation
count, abstract, and author keywords.

Dwivedi et al. [20] classifies model-agnostic techniques as either
feature- or example-based. Since this is a clear classification and
1Both queries were executed at May 16, 2024.

there is a lack of a better way to classify techniques, it was chosen
for analysis in this article.

To produce data for the results, Excel was used to count tech-
niques and the globality of the techniques. If an article includes
multiple techniques or explains decisions at varying levels, all were
counted.

3 RESULTS
The detailed list of papers can be found in Table B.1 and Table B.2
for credit risk and customer segmentation, respectively. Figure 3
shows how many papers were returned through the query and
eventually used in the analysis.

Search Scopus for Understand-
ability AND AI AND Credit risk
[Customer segmentation] with
type, language, and year of pub-
lication of the literature filters

N=268 [30]

Remove literature that
could not be accessed freely N=260 [29]

Remove irrelevant literature N=28 [3]

Figure 3: Literature selection process

Figure 4 shows the trend of publications. While overall an incline
through the years can be observed, a peak in 2022 occurs for credit
risk, while the low results in 2024 can be explained because the year
is only halfway through. With only 28 articles researched the peak
is not significant. Regarding customer segmentation, no significant
results can be observed.
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Figure 4: XAI Publications per Year
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In response to the EU’s AI act, Chen et al., Alonso Robisco and
Carbó Martínez, Hamon et al., and de Lange et al. [2, 13, 18, 24] all
mentioned the importance of XAI research regarding this act.

3.1 Answer to SRQ1: XAI research on credit risk

81%

19%

Feature-based
Example-based

(a) Classification division

52%

12%

7%

5%

24%
SHAP
LIME
PDP
LORE
Others

(b) Methods division

Figure 5: XAI methods in credit risk

3.1.1 Methods. A broad range of techniques were found used in
credit risk assessment. The majority of techniques are feature-based
(see Figure 5a). Among these, are SHapely Additive SHapley Ad-
ditive exPlanations (SHAP) [34] and Local Interpretable Model-
agnostic Explanations (LIME) [40], making up for 64% of the meth-
ods used (Figure 5b). Both methods calculate feature attribution:
LIME creates an interpretable linear model around a data point it
explains and from this model, the feature attributions can be re-
trieved [40], and SHAP calculates SHAP values using either Shapley
sampling values, known from game theory, or KernelSHAP which
uses LIME to create a linear model around the data point it explains
and calculates SHAP values with that model [34].

Several studies explored both LIME and SHAP methods to ex-
plain models. Nallakaruppan et al. [37] use both to explain a Ran-
dom Forest model. Chen et al. [13] evaluate the stability of both
methods on datasets of progressively increased class imbalance.
Moscato et al. [36] propose a benchmarking study comparing five
XAI methods including LIME and SHAP. Additionally, Dastile et al.
[16] convert tabular data into 2D images on which then CNNs are
applied and explained among other things by LIME and SHAP. The
one study to use only LIME is from Aljadani et al. [1], using it to
explain instances out of 3 datasets.

SHAP, accounting for 52% of the methods used, has been applied
in various studies, with some explaining things locally. Hjelkrem
and Lange [26] apply a deep learning model to textual descriptions
of transactions from customers to predict whether the customer
defaulted in the following 12 months, explain globally the most
important features and include some examples of local explana-
tions. Do et al. [19] include a local explanation of a logistic regres-
sion model, repeated random subsampling estimation of feature
SHAP values for all its models, and global feature importance for
all models. Liu et al. [32] display a wide range of plots using SHAP,
including an absolute mean SHAP ranking for each feature, SHAP
LZ value ranking for each feature, the overall distribution of SHAP
values for each feature, distribution of SHAP values for each feature,
and a local explanation for both a defaulted and non-defaulted class.
de Lange et al. [18] include a SHAP variable importance ranking,
an overall distribution of SHAP values for each feature, and local
explanations. Liu et al. [31] use the variation of SHAP specifically
designed for tree-based models, TreeSHAP2 [33], to create explana-
tions globally and two decisions locally. TreeSHAP makes use of
the tree structure, making it computationally more efficient [33].

Other methods simply use SHAP to give a global overview of the
most important features. Talaat et al., Wen et al., Onari et al., and
Bastos andMatos [7, 39, 48, 52] simply give feature rankings of their
model. Xia et al. [53] do so as well but use TreeSHAP. Bueff et al.
[11] use it on a dataset and the augmented version of the dataset,
which was created to check robustness. Xia et al. [54] use SHAP on
two models on two different datasets. Nwafor and Nwafor [38] give
this overview by comparing 6 different models, Alonso Robisco and
Carbó Martínez [2] for 3 different models, and Ariza-Garzon et al.
[5] explains 2 models. Hamon et al. [24] explain in a radar chart
the two most important features for 4 models and each model for 4
subsets of the dataset.

In addition to LIME and SHAP, feature attribution was also calcu-
lated using a permutation-based variable importance method, from
Breiman [10], in the paper by Hu et al. [27]. This permutation-based
technique measures how random permutations of all variables, ex-
cept the one being tested, impact prediction accuracy, with great
difference in impact indicating a high importance of a variable.

Furthermore, Dastile and Celik [16], which also use LIME and
SHAP, explains features with the convolution explanation meth-
ods Gradient weighted Class Activation Map (Grad-CAM) [42] and
Saliency maps [44]. GRAD-Cam uses gradients to visualise and
localise important regions of input images [42], and saliency maps,
generated through a single back-propagation pass in a neural net-
work, identifies where a specific class is spatially supported within
an image [44].

Some techniques look at the influence of feature values on pre-
dictions. The most used method for this is visualising the influence
in Partial Dependence Plots (PDPs), comprising 7% (see Figure 5b)
of the used methods. Nallakaruppan et al. [37] use these plots to
both show the influence of variables individually in a 2D plot and
their combined influence in a 3D plot. Szepannek and Lübke [47]
use 2D PDPs with a trellis visualisation to visualise the interaction
of two variables simultaneously. Hu et al. [27] use both 2D PDPs

2TreeSHAP is classified as SHAP in this study
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and 3D PDPs, making 3D plots through multiple line plots in a
single graph.

Accumulated Local Effects (ALE) plots are another way to vi-
sualise feature effects [4]. ALE plots were invented in response to
PDPs which are considered faulty if the features are strongly cor-
related. They calculate the local effect of small changes in feature
value on the model’s prediction and accumulate these effects on
the variable’s range to provide an overall feature influence plot.
Bastos and Matos [7] use these ALE plots in a trellis visualisation
to explain two variables at the same time.

Example-based methods account for 19% of the found methods
(see Figure 5a). The method most used is the counterfactual genera-
tor Local Rule-Based Explanations (LORE), which trains a decision
tree on data generated by a genetic algorithm and extracts a rule for
the decision and several counterfactual rules from the interpretable
decision tree. This method is used in the benchmarking study by
Moscato et al. [36] and in the study by Bueff et al. [11] to assess its
robustness as an XAI method.

An unnamed method similar to LORE is proposed by Dastile
et al. [17], which uses an optimisation-based method to generate
sparse counterfactuals by minimising changes to the input features
while achieving the desired outcome [17]. In the paper of invention
the method is also applied to credit risk data and compared to other
counterfactual rule generating methods [17].

Anothermethod for creating counterfactual rules isMulti-Objective
Game-based Counterfactual Explanation (MOGCE) [39]. MOGCE,
applied in its paper to credit risk data, finds the closest data point
with reversed prediction to a certain point through Multi-Objective
Particle Swarm Optimization (MOPSO), and incorporates the Pris-
oner’s Dilemma during optimisation [39]. The paper filters out
non-actionable features for customers such that the counterfactual
explanations produced are actionable.

Building on counterfactual rules, Directive Explanations (DEs)
are a subset of counterfactual rules where the explanations are ones
that the individual could perform [45]. DEs are proposed by Singh
et al. [45] and applied to the credit risk domain. The study uses the
Markov Decision Process to get from counterfactual rules to DEs
[45].

Some methods create rules as explanations using IF, AND, and
THEN, which can be visualised as a decision tree. Hayashi and
Takano [25] create these rules by applying Recursive-Rule Extrac-
tion (Re-RX) with a J48graft decision tree. Moscato et al. [36] use
Balanced English Explanations of Forecasts (BEEF) [23]3 and An-
chors [41] in their benchmarking study. Anchors, aiming to improve
precision in comparison to LIME, use a beam-search algorithm to
iteratively find and optimise rules [41].

All in all numerous studies on XAI on credit risk were reviewed.
Feature-based examples are the most popular type of methods used,
with LIME and SHAP being the most prevalent methods used, while
SHAP is used over 4 times more than LIME.

3.1.2 Globality. Both local and global explanations were found,
with the majority, around 65%, being a global explanation (see
Figure 6). Papers including local explanations are those using LIME
[1, 13, 16, 37] and using counterfactual explanations [11, 17, 25, 39],

3This paper could not be accessed so the algorithms behind BEEF are not known.

with only Moscato et al. [36] using both. All other explanations
were only global.

65%

35% Global
Local

Figure 6: Globality division of XAI methods

3.2 Answer to SRQ2: XAI research on customer
segmentation

For customer segmentation, no charts were produced, since only 3
papers were retrieved. Choi et al. [14] use TreeSHAP to explain the
most globally significant features and in the same plot for which
clusters they are important. Lee et al. [29] come up with there
own XAI method. They train a Fuzzy Decision Tree (FDT) along
with their segmenting models, and then rules are derived from the
FDT [29], which explain the model globally. Talaat et al. [48] use
the method DeepLimeSeq which can explain locally for a customer
which features were the most important for being assigned a certain
segment.

4 DISCUSSION
We found that feature-based explanations are the dominant class
of methods used in both credit risk (see Figure 5a) assessment
and customer segmentation. For both, SHAP and LIME [1, 2, 5,
7, 11–14, 16, 18, 19, 24, 26, 31, 32, 36–39, 48, 49, 52–54] are the
most used methods for feature-based explanations. Other feature-
based methods used in credit risk assessment are PDP [37, 47], ALE
[7], Grad-CAM [17], Saliency maps [17], and permutation-based
variable importance [27]. PDP and ALE stand out to be the only
methods that explain feature effects.

For example-based methods, every method was either based
on producing IF-THEN rules or counterfactual rules. In credit risk
assessment, LORE was the only example-based method used more
than once [11, 36]. Other example-based methods used in credit risk
assessment are DE [45], MOGCE [39], Anchors [36], BEEF [36], GA
[16], and J48graft with Re-RX [25]. The latter is similar to the FDT,
the only example-based method used for customer segmentation
where rules are derived from a self-developed Decision Tree [29].

5 CONCLUSION
Since an increasing amount of black-box models are deployed by
banks the need for XAI methods to explain the decisions is great.
Model-agnostic methods are a solution to this problem.

This study has shown there is already literature on applying
model-agnostic methods to explain decisions on credit risk assess-
ment and customer segmentation. Feature-based explanations are
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the more popular class of explanations, but example-based explana-
tions exist as well. SHAP is the most popular method in credit risk
assessment and is used for creating feature-based explanations by
calculating feature importance. In total 15 different methods were
found. Global explanations to explain the model are more in use
than local explanations, but local explanations which are important
for explaining decisions to bank customers are applied.

5.1 Limitations
5.1.1 Consideration of Interpretable Methods. This paper only fo-
cuses on model-agnostic XAI methods, because these methods can
explain any model used. However, the query results included a lot
of papers about interpretable models. Due to time constraints, they
are not part of this study. It was however hard to determine for
some models if they are interpretable models or XAI methods. For
example, the Fuzzy Decision Tree from Lee et al. [29] is a model
but in this case an XAI method.

5.1.2 Customers not explicitly Bank Customers. As can be seen in
Figure 3, only 3 papers were retrieved for customer segmentation
[14, 29, 48]. Due to this already low amount of results, it was decided
not to focus on bank customers explicitly. When reproducing this
study in the future one might look into only bank customers but
due to a lack of results, this is not done in this study. The results
of customer segmentation thus should not be used to draw any
further conclusions. It was decided to still include them in this
paper such that the found literature can be used to research XAI
for bank customer segmentation.

5.1.3 Search Terms and Terminology. As can be seen in Figure 3,
a lot of papers were excluded. This was due to a lot of papers not
being about the domains credit risk or customer segmentation, and
a lot being on interpretable models. The latter could be because
of the keywords “transparen*”, “interpret*”, and “white box”. If
this research were to be executed again, one would need to better
research if these terms should be included. As mentioned in the
introduction, Barredo Arrieta et al. [6] make a clear distinction
between terms in understandable AI, because there is a lot of wrong
use of the terms interpretability and explainability. In this study,
this misuse was also found so including the described keywords
might have not been a mistake. This makes a systematic literature
search into XAI methods more difficult.

5.1.4 Quality of Analysis and Reproducibility. Although much at-
tention was given to the analysis, it could be methods were over-
looked and when looking if the datasets used were about loan
applicants errors were made. The classification of methods is also
hard since there is no good consensus on which XAI methods exist
and to which classes they belong. Classifying TreeSHAP as SHAP
but not generalising J48graft with Re-RX was done because there is
a lack of a framework. In addition, determining whether something
is local, global, or both is ambiguous. Lee et al. [29] made an FDT to
create rules for clusters, which is a global explanation. For a single
instance, the rules can be used to explain the decision locally, but
this was not done in the study. Thus for the FDT, it was decided to
classify it as a global method.

In addition to this, since there is no consensus about the field
of XAI, it is not always clear what counts as an XAI method and

what does not. This research relied on studies mentioning terms
regarding understandable AI, so it is unknown if relevant papers
were not included.

A way to improve the quality of the analysis was to have this be
done by different people, but this study did not have the resources
to do so. The method of study was described to make it reproducible
so that this analysis could be redone the same.

5.2 Future Research
This study only serves as a basis but lays the groundwork for more
XAI research to make explanations understandable to bank cus-
tomers. Future research could delve into many different directions,
some recommendations are listed here.

5.2.1 Establishing the XAI Methods Landscape. As mentioned in
Section 2 Methodology, there is no clear framework for classifying
XAI methods. Since the field is still emerging, this is hard to estab-
lish, but much needed when researching XAI. With a framework
in place, research into XAI can be more structured.

5.2.2 Researching Broader Literature. The domain could be broad-
ened compared to this study to also include model-specific methods
and interpretable models. Also, different databases can be used
instead of only Scopus to find more papers to review. This paper
could only research papers from 2019 until May 16, 2024, further
research could take into account more years.

5.2.3 Executing More Extensive Literature Reviews. With all the
found papers, more extensive reviews can be done. This paper
researched what methods exist, but did not produce quantitative
results about how methods were applied or the actual results of
explanation methods. An example of research to produce quantita-
tive results about how methods are applied could be the different
types of plots in which SHAP is used.

5.2.4 Comparing Methods. Different methods should also be com-
pared to each other. Similar methods should be compared to see
for which use cases they are applicable. An example of this is to
compare local explanations by LIME and SHAP. Also combinations
of completely different methods, for example, an example-based
method with a feature-based method should be reviewed to see
what is more effective and useful for bank customers.

5.2.5 Interacting with End Users. A broad range of XAI methods
already exist, but little research has been done into how explanation
methods are understood by end users. Regarding the previous point,
different methods should also be compared in their understandabil-
ity by end users. In the banking domain, bank customers can be
confronted with different methods to see what helps most in their
understanding of decisions.

5.2.6 Discovering new XAIMethods and Improving ExistingMethods.
Although a broad range of methods already exist, more research
should be conducted into developing new XAI methods and im-
proving existing methods. The methods found can create powerful
explanations to see which features are important and how to re-
verse a decision by counterfactual rules, but they do not explain
exactly how a model reasons.
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