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Website categorization is essential for applications like content filtering,
targeted advertising, and web analytics. However, traditional approaches
face challenges due to the internet’s rapid growth and changing nature. This
research explores the potential of using open-source large language models
(LLMs) as a more efficient and accurate solution for website categorization.
By leveraging the vast knowledge acquired by LLMs through training on
large amounts of web data, the aim is to develop an approach that reduces
the reliance on manually labelled datasets and adapts to the dynamic internet
landscape. The study uses various open-source LLMs, including models from
the Llama, Dolphin, Mixtral, Mistral, Gemma, Phi, and Aya families, with
different sizes and quantization levels. The performance of these models is
evaluated using a benchmark labled dataset from Cloudflare Radar, which
includes both AI-based categorization and human validation. The accuracy
of the LLMs is assessed based on their ability to assign websites to at least one
of the top three categories provided by the benchmark. The findings show the
potential of open-source LLMs for website categorization, with some models
achieving accuracy rates exceeding 70%. This research provides a promising
approach for leveraging open-source LLMs in website categorization tasks,
contributing to natural language processing and web classification.
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1 INTRODUCTION
The Internet is essential to society, with billions of websites as the
primary source of information, communication, and business. As
the web grows, effective website categorization techniques become
increasingly essential. Categorizing websites is crucial for content
filtering, advertising, data mining, and security. Efficient website cat-
egorization benefits businesses, organizations, and website users.[6]

Despite its importance, website categorization faces several chal-
lenges. Manual tagging of websites is time-consuming and may not
effectively address the dynamic nature of web content. Rule-based
systems provide rigid functionality and may not be flexible enough
for the diverse Internet landscape. Using traditional machine learn-
ing for website categorization can be costly because it has to be
heavily trained and it needs quite powerful machines to run and
may not cover all website classifications.[10]

Recent advances in natural language processing (NLP) and huge
language models (LLMs) such as GPT-3[12] and BERT[5] have
brought new possibilities to website categorization. These models
have demonstrated high accuracy in NLP tasks and can effectively
comprehend and generate human-like text.[22]
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LLMs excel at understanding vast amounts of unlabeled text
data and can capture the complexities of language and various
domains. By training on massive Internet datasets, LLMs gain a deep
understanding of web page structure and content, making themwell-
suited for website categorization tasks. However, using proprietary
LLMs like GPT-3 for website categorization can be challenging
due to their high costs and limited availability. Additionally, the
computational requirements for training and deploying large-scale
LLMs can be prohibitive.

To address these challenges, we are going to explore the potential
of open-source LLMs for website categorization. Open-source LLMs
from families like Llama, Dolphin, Mixtral, Mistral, Gemma, Phi,
and Aya offer a cost-effective alternative to proprietary models.
These models provide access to state-of-the-art NLP capabilities
without the associated costs and restrictions. Furthermore, open-
source LLMs can be fine-tuned and adapted to specific domains,
leading to more efficient and accurate website categorization.[22]

This problem statement leads to the following primary research
question: How do self-hosted open-source large language models per-
forms in terms of accuracy and resource efficiency in text-based website
classification? This can be further explored through the following
sub-questions:

(1) What classification accuracy can self-hosted open-source
large language models achieve when processing a standard-
ized set of web pages?

(2) How do the computational resource demands (e.g., GPU us-
age, memory consumption) of self-hosted open-source large
language models compare to traditional web classification
systems during real-time operations?

The research aims to study how effective open-source language
models are in categorizing websites. We want to develop a new
method that uses the knowledge acquired by these models from
training on web data to assign websites to specific categories ac-
curately. Our approach aims to reduce dependence on manually
labelled datasets and adapt to the ever-changing nature of the Inter-
net, overcoming the limitations of traditional website categorization
methods.

We belive this can has implications beyond academia, particularly
for businesses and organizations that rely on website categorization.
Accurate and efficient website categorization is crucial for various
applications, such as content filtering, targeted advertising, web
analytics, and security monitoring. Leveraging open-source large
language models can help businesses enhance their website cate-
gorization capabilities without incurring the costs associated with
proprietary models. This can lead to improved user experiences, ad
targeting, and content moderation. Additionally, adapting and fine-
tuning these models to specific domains can enable organizations to
tailor their categorization systems to their unique needs, resulting
in increased accuracy and relevance.
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To achieve this goal, we will experiment with various open-source
language models of different sizes and quantization levels. The per-
formance of these models will be evaluated using a benchmark
dataset from Cloudflare Radar, which includes AI-based categoriza-
tion that are are also human validated. We will assess the accuracy
of the language models based on their ability to assign websites to
at least one of the top three categories provided by the benchmark.
Our research comprises several contributions:

(1) A comprehensive evaluation of open-source LLMs for web-
site categorization, shedding light on their capabilities and
limitations.

(2) A novel approach that leverages the knowledge acquired by
LLMs to accurately assign categories to websites, reducing
the reliance on manually labeled datasets.

(3) Insights into the computational requirements and perfor-
mance trade-offs of different LLM architectures and quanti-
zation levels, which will inform future research and practical
implementations.

The remainder of this paper is organized as follows. Section 2
presents an overview of related work in website categorization
and large language models. Section 3 describes our experimental
setup, including the dataset, LLMs, and evaluation metrics. Section
4 presents the results of our experiments and discusses the impli-
cations of our findings. Finally, Section 5 concludes the paper and
outlines future research directions.

2 BACKGROUND AND RELATED WORK

2.1 Website Categorization
Website categorization has been a research subject for many years,
with researchers proposing various methods to classify the increas-
ing number of web pages. Initially, manual labelling by human
experts was used, but this approach needed to be faster to keep
up with the expanding internet. As a result, researchers turned to
automated techniques using machine learning algorithms to classify
websites based on their content and structure.[17]

One noteworthy project, WebKB, aimed to categorize web pages
from university computer science departments into student, fac-
ulty, and course pages. It used text-based features and hyperlink
information to train machine learning models and achieved promis-
ing results. However, the WebKB dataset needed to be expanded,
making applying the findings more broadly challenging.[15]
The demand for more precise and scalable website categoriza-

tion grew as the internet expanded. Chekuri et al. introduced a
hierarchical classification scheme that utilized the structure of web
directories to classify websites into a hierarchy of categories. They
achieved significant improvements over traditional classification
schemes by using text-based features and hyperlink information to
train support vector machines (SVMs).[4]
Kan introduced another approach, developing a web page clas-

sification system that combined rule-based and machine-learning
techniques. This hybrid approach achieved high accuracy rates,
specifically around 85%, while reducing the computational overhead
of applying machine learning algorithms to the entire web page
corpus by approximately 30% [11]. In comparison, our approach

using open-source large language models (LLMs) achieves an ac-
curacy rate of 76%. Despite this lower accuracy, our approach does
not require any pre-labeled data, leveraging the vast pre-trained
knowledge of LLMs on web data. Moreover, the models we used
were not fine-tuned specifically for website categorization, indicat-
ing a potential for further improvement. Additionally, our method
maintains computational efficiency, with processing times compa-
rable to Kan’s approach, providing a flexible and scalable solution
for website categorization.
Deep learning techniques have become popular in website cate-

gorization tasks in recent years. Guo et al. proposed a convolutional
neural network (CNN) architecture for web page classification, out-
performing traditional machine learning algorithms such as SVMs
and logistic regression on benchmark datasets.[7] Similarly, Zhang
et al. developed a deep learning framework that combined recurrent
neural networks (RNNs) with attention mechanisms to capture the
sequential nature of web page content.[23]
Despite the progress in website categorization, challenges still

need to be addressed. The rapid growth and evolution of the internet
require classification techniques that can efficiently handle large
amounts of data and adapt to the dynamic nature of web content. Ad-
ditionally, the cost and effort of creating large-scale labelled datasets
for training machine learning models can be prohibitive, limiting
the practical application of these approaches. Further research and
innovation in the field is necessary to address these challenges.

2.2 Large Language Models
Large language models, or LLMs, have become a powerful tool for
various natural language processing (NLP) tasks such as text classi-
fication, sentiment analysis, and question answering. These models
are deep neural networks trained on massive amounts of unlabeled
text data, enabling them to understand language intricacies and gain
knowledge across different domains. LLMs’ success stems from their
ability to capture contextual information during training, allowing
them to generate human-like text and perform NLP tasks accurately.

One of the most notable LLMs is the Generative Pre-trained Trans-
former 3 (GPT-3) developed by OpenAI. With 175 billion parameters,
GPT-3 can generate coherent and fluent text that closely resembles
human-written content. It has demonstrated exceptional perfor-
mance on various NLP benchmarks, showcasing its ability to under-
stand and reason about natural language.[12]
Another influential LLM is BERT (Bidirectional Encoder Repre-

sentations from Transformers), developed by Google. It achieves
state-of-the-art performance on awide range of NLP tasks, including
text classification and question answering.[5]
The success of GPT-3 and BERT has inspired the development

of several open-source LLMs, such as the LLAMA family of LLMs
and other models like Dolphin, Mixtral, Mistral, Gemma, Phi, and
Aya. These open-source LLMs aim to provide state-of-the-art NLP
capabilities to a broader audience.[20]
Recent advancements in LLM development have focused on im-

proving efficiency and accessibility through techniques such as quan-
tization and parameter reduction. Quantization involves reducing
the precision of model weights, typically from 32-bit floating-point
to lower bit representations (e.g., 16-bit or 8-bit), which significantly
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Fig. 1. Website Categorization System Schema

decreases model size and computational requirements without sub-
stantial performance loss.[2] This approach has enabled the deploy-
ment of large models on resource-constrained devices and reduced
inference latency. Concurrently, researchers have explored methods
to reduce the number of parameters in LLMs while maintaining
performance. Techniques like pruning, knowledge distillation, and
efficient architecture design have led to the development of smaller
yet powerful models.[18] For instance, DistilBERT achieves 97% of
BERT’s performance with only 40% of its parameters.[18] These
advancements in model compression and efficiency are crucial for
broadening the applicability of LLMs in various domains, including
website categorization, where real-time processing and deployment
on diverse hardware configurations are often necessary.

Applying LLMs to website categorization is a relatively new area
of research. However, LLMs can capture the semantics and structure
of web pages, making themwell-suited for this task. In recent studies,
LLMs have demonstrated potential for content classification and
sensitive webpage identification in content advertising.[10]
Despite the promising results, challenges still need to be ad-

dressed, particularly regarding computational resources and model
interpretability. LLMs’ large size and complexity require significant
computational power and memory.

3 ARCHITECTURE AND IMPLEMENTATION

3.1 Overview
Our website categorization system utilizes open-source large lan-
guage models (LLMs) to classify websites into predefined categories
based on their content. The system consists of twomain components:
data collection using Browserless and LLM-based Classification us-
ing the Ollama framework. Figure 1 presents an overview of the
system architecture.

3.2 Data Collection using Browserless
For the website data collection process for Classification, we used
a combination of Browserless, a headless browser system, and Val-
ueserp, an API for Google search results. Here are the steps we
followed:

(1) We used Valueserp’s API[21] to search for each website and
identify the most relevant pages. Valueserp provided us with
the top search results, allowing us to select the three most
relevant pages for each website in addition to the main page.

This approach ensured that we captured the website’s main
content and key subpages that contribute to its overall rele-
vance and accessibility.

(2) We set up a Browserless[3] instance on a server to facili-
tate the web scraping process. The Browserless server was
configured to handle multiple concurrent requests, ensuring
efficient data collection.

(3) Using the Browserless API, we developed scripts to scrape
the selected websites, including the main page and the three
most relevant pages identified by Valueserp. The scripts sent
requests to the Browserless server, which rendered the web
pages using Chromium browsers and returned the fully ren-
dered HTML content. This captured the complete structure
and content of the websites, including dynamically generated
elements that require client-side rendering.

(4) Besides scraping the HTML content, we extracted the accessi-
bility tree for each web page. The accessibility tree represents
the structure and semantics of the web page’s content, which
is crucial for accessibility analysis.

(5) We captured screenshots of each web page during the scrap-
ing process to enable multimodal analysis. The screenshots
provide visual representations of the websites, allowing for
visual analysis and comparison. These screenshots can be
used with the HTML content and accessibility tree to develop
comprehensive multimodal models for website classification.

(6) We stored the scraped HTML content, accessibility tree, and
screenshots for the main page and the three most relevant
pages of each website in a structured format, such as JSON,
CSV, or JPEG files, for further processing and analysis. Each
website’s data was associated with its corresponding URL and
any relevant metadata.

We obtained a rich dataset that includes both the structural and
visual aspects of the main page and the three most relevant pages
for each website by using Browserless for data collection, Valueserp
for relevant page selection, and incorporating accessibility tree ex-
traction and screenshot capture. This comprehensive data enables
the development of robust and accurate test set for website classifi-
cation, considering both the textual content and the visual layout of
the web pages while considering the relevance of Google indexed
subpages within each website.

3.3 LLM-based Classification using Ollama
We used the Ollama[16] framework for website classification. Ol-
lama provides a user-friendly interface for working with various
open-source large language models. It supports different models
with various quantization factors, making it suitable for our website
categorization task.
The classification process based on LLM involved the following

steps:

(1) We selected a set of open-source LLMs available through the
Ollama framework, focusing on more extensive and more
popular models known for their superior performance. The
specific models used in our experiments included:
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Model Name Parameters Quantization
llama3[20] 8B 8-bit
llama3[20] 70B 4-bit
dolphin-llama3 70B 8-bit
dolphin-llama3 8B 8-bit
llava-llama3[14] 8B 16-bit
mixtral[9] 56B 8-bit
mixtral[9] 176B 4-bit
mistral[8] 7B 8-bit
gemma[19] 7B 8-bit
gemma[19] 2B 8-bit
gemma[19] 2B None
phi3[1] 14B 16-bit
phi3[1] 3.8B 16-bit
llava-phi3[14] 3.8B 16-bit
aya[24] 35B 8-bit
command-r-plus 104B 4-bit

(2) We loaded the selected LLMs into memory using the Ollama
API.

(3) We passed the collected HTML content to the LLMs using the
Ollama API to classify the websites. The LLMs processed the
input and generated predictions for the website categories.
We used Ollama’s inference capabilities to obtain the classifi-
cation results efficiently.

(4) We developed our evaluation system to assess the quality of
the classification results. We compared the predicted cate-
gories inferred by the LLMs against the labels obtained from
the Cloudflare Radar dataset. Our evaluation system calcu-
lated various performance metrics, such as accuracy and re-
source consumption, to assess the effectiveness of the LLMs
in website categorization.

Note that we did not perform any data pre-processing or feature
engineering steps, as the LLMs could directly process the rawHTML
content. We did not develop our models or employ any embedding
systems; instead, we relied on the pre-trained open-source LLMs
provided by the Ollama framework.

3.4 Implementation Details
Our website categorization system was developed using Python
and Node.js. We used the Browserless API for data collection and
the Ollama framework for LLM-based Classification. The critical
components of the implementation are as follows:

• We used the Browserless API and custom scripts for web
scraping and retrieving HTML content.

• We leveraged the Ollama framework to load and infer the
open-source LLMs.

• We developed a custom evaluation system to calculate per-
formance metrics and assess the quality of the classification
results.

We organized the codebase into modular components, separat-
ing data collection, LLM-based Classification, and evaluation into
distinct scripts and modules. This modular structure enabled easier
experimentation, debugging, and system maintainability.

4 EVALUATION
Our evaluation aimed to assess the performance of various open-
source large language models (LLMs) in website categorization. We
used a diverse set of LLMs with different architectures, sizes, and
quantization levels to provide a comprehensive analysis.

4.1 Dataset Description
Our study used a dataset of 5,000 websites collected from Cloudflare
Radar, with the following key characteristics:

(1) Top-ranking sites on Cloudflare Radar, representing highly
trafficked domains.

(2) Includes websites in multiple languages, not just English.
(3) Each website is associated with up to three content categories,

as provided by Cloudflare Radar.

While this approach provides a robust sample, it may under-
represent niche content or introduce biases based on Cloudflare’s
user base. Despite these limitations, the dataset offers a valuable
cross-section of the web for our categorization task.

4.2 Evaluation Metrics
We evaluated the models’ performance using accuracy as our pri-
mary metric. In our study, accuracy is defined as:

Accuracy =
Number of correctly categorized domains

Total number of domains
(1)

This metric provides a clear measure of how often the model
correctly assigns a website to its proper category. A correct catego-
rization is determined when the model’s predicted category matches
at least one of the top three categories provided by our benchmark
dataset from Cloudflare Radar.
In addition to accuracy, we also assessed the models’ resource

efficiency, including GPU RAM usage and utilization, to provide a
comprehensive view of each model’s performance and computa-
tional requirements.

4.3 Accuracy Analysis
The model "command-r-plus:104b-q4_0" achieved the highest accu-
racy at 75.67%, showing the potential of using large-scale, quantized
models for website categorization. Models with larger parameter
counts generally performed better, with the top four models hav-
ing over 70 billion parameters. Quantization (e.g., q4_0, q8_0) did
not significantly impact accuracy for larger models, indicating that
it is possible to maintain performance while reducing model size.
Smaller models (2 billion to 8 billion parameters) showed varied
performance, with accuracy ranging from 38.34% to 62.33%. The
"aya:35b-23-q8_0" model underperformed despite its large size, sug-
gesting that model architecture and training data may be as crucial
as model size.
The relationship between model size and accuracy is further il-

lustrated in Figure 5, while Figure 6 shows how this relationship
changes when considering the adjusted model size after quantiza-
tion.
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Fig. 3. Multi-GPU Resource Usage Comparison

4.4 Resource Efficiency Analysis
Larger models with over 70 billion parameters required multiple
GPUs, but the utilization per GPU was lower (13-21%). Smaller mod-
els with 2 billion to 14 billion parameters ran on a single GPU with
high utilization (87-100%). Quantization effectively reduced GPU
RAMusage, especially for largermodels. The "command-r-plus:104b-
q4_0" model achieved the highest accuracy while maintaining rela-
tively low per-GPU resource usage, demonstrating good efficiency
for its size. Some models, such as "gemma:7b-instruct-q8_0," used
a lot of GPU RAM relative to their parameter count, suggesting
potential inefficiencies in implementation or architecture.
Figure 4 in the Appendix provides an additional perspective on

model efficiency, showing the performance per parameter for differ-
ent models.

4.5 Data Source Comparison
In our pursuit of optimal website categorization accuracy, we con-
ducted a comprehensive analysis of various data sources and their
combinations. The sources we evaluated included:

(1) HTML content
(2) Accessibility tree
(3) Relevant pages content (gathered with the help of Valueserp)
(4) Index page content
Our experiments revealed that the combination of the accessibil-

ity tree from all relevant pages (including the index page) yielded the
highest accuracy for our website categorization task. This finding
suggests that the semantic structure provided by the accessibility
tree, coupled with a more comprehensive view of the website’s con-
tent across multiple pages, offers the most informative features for
our classification models. The superior performance of the accessi-
bility tree can be attributed to several factors such as, the accessi-
bility tree provides a structured representation of the web page’s
content, highlighting important elements and their relationships.
Unlike raw HTML, the accessibility tree filters out non-essential
elements, focusing on the core content and structure of the page.
The accessibility tree format tends to be more consistent across
different websites, potentially making it easier for models to learn
generalizable patterns. By incorporating data from multiple rele-
vant pages, including the index, we ensure a more comprehensive
representation of the website’s overall content and purpose. This
approach helps mitigate the limitations of relying solely on a single
page, which may not always be representative of the entire website.
It’s worth noting that while this combination proved most effective
in our experiments, the optimal data source may vary depending
on the specific categorization task, the nature of the websites being
classified, and the models being used. Researchers and practitioners
should consider evaluating multiple data sources and combinations
when developing their own website categorization systems.

4.6 Multimodal vs. Text-Only Model Comparison
Our study included an evaluation of multimodal models from the
LLAVA (Large Language and Vision Assistant) family alongside
traditional text-based models. Key findings include:

(1) LLAVA models showed lower accuracy in website catego-
rization compared to text-only models of similar size. For
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example, llava-llama3:8b-v1.1-fp16 achieved 47.34% accuracy,
lower than comparable text-only models.

(2) The transfer process enablingmultimodal capabilities in LLAVA
models appears to result in some performance loss for text-
based tasks.

(3) Despite lower accuracy, LLAVA models required similar com-
putational resources to text-only models of comparable size.

These results suggest that text-only models currently offer supe-
rior performance for website categorization, which relies heavily
on textual content and structure. The lower accuracy of multimodal
models in this context could stem from LLAVA models’ optimiza-
tion for tasks requiring both visual and textual understanding. This
optimization may not significantly benefit website categorization
and could also impact performance on purely text-based tasks due
to modifications for visual processing capabilities. This underscores
the importance of selecting models based on task-specific require-
ments, as multimodal models may not always be optimal for tasks
primarily relying on textual information.

4.7 Discussion and Key Findings
Our evaluation of open-source Large Language Models (LLMs) for
website categorization has revealed several important findings and
implications:

(1) We observed a general trend of increased accuracy as model
size increases, with the best-performing model (command-r-
plus:104b-q4_0) achieving an accuracy of 75.67%. However,
this relationship is not strictly linear, as models with simi-
lar parameter counts sometimes performed differently. This
suggests that factors such as model architecture and training
data play crucial roles in addition to raw parameter count.

(2) Quantization techniques (e.g., q4_0 and q8_0) effectively re-
duced model size and GPU RAM usage without significantly
compromising accuracy, especially for larger models. This
finding is particularly important for deploying large models
in resource-constrained environments.

(3) While the most accurate model (command-r-plus:104b-q4_0)
requires significant computational resources, its use of quan-
tization and relatively low per-GPU utilization suggests a
good balance between accuracy and efficiency. Smaller mod-
els with 2 billion to 14 billion parameters ran efficiently on a
single GPU with high utilization, offering viable options for
applications with stricter resource constraints.

(4) The varied performance of models with similar sizes (e.g.,
the 35B aya model vs. 70B models) highlights the importance
of model architecture and training data in addition to raw
parameter count. This observation underscores the need for
careful model selection based on specific task requirements.

(5) For real-world applications, the choice of model would de-
pend on the specific requirements of the task at hand. High-
accuracy tasks might justify using larger, multi-GPU models,
while applications with stricter resource constraints might
opt for smaller, single-GPU models with reasonable accuracy.

These findings demonstrate the potential of open-source LLMs
for website categorization while also highlighting the complex trade-
offs between accuracy, model size, and computational resources. The

results provide valuable insights for researchers and practitioners
looking to implement LLM-based website categorization systems in
various scenarios. The success of larger models in achieving higher
accuracy suggests that they can capture more nuanced features
and relationships in web content. However, the diminishing returns
in accuracy as model size increases indicate that there may be an
optimal point where the trade-off between accuracy and computa-
tional resources is most favorable. The effectiveness of quantization
in maintaining accuracy while reducing resource requirements is
particularly promising. This finding opens up possibilities for de-
ploying powerful models in edge computing scenarios or on devices
with limited resources, potentially broadening the applicability of
LLM-based website categorization. The varied performance of mod-
els with similar parameter counts emphasizes the importance of
model architecture and training data. This suggests that future re-
search should focus not only on scaling up model sizes but also on
developing more efficient architectures and improving training data
quality and relevance for web-specific tasks. In practical applica-
tions, the choice between larger, more accurate models and smaller,
more efficient ones will depend on factors such as the required ac-
curacy threshold, available computational resources, and the scale
of the categorization task. For large-scale, high-accuracy applica-
tions, multi-GPU setups running larger models may be justified. In
contrast, for real-time categorization on individual devices or in
resource-constrained environments, smaller models or quantized
versions of larger models may be more appropriate.

These results also highlight the rapid progress in open-source
LLMs and their potential to democratize access to advanced NLP
capabilities. As these models continue to evolve, we can expect
further improvements in both accuracy and efficiency, potentially
leading to more widespread adoption of LLM-based approaches in
website categorization and other web-related tasks.

5 RESULTS AND CONCLUSION

5.1 Summary of Results
• Best model (command-r-plus:104b-q4_0) achieved 75.67% ac-
curacy.

• Larger models (>70B parameters) consistently outperformed
smaller ones.

• Quantization reduced model size and GPU usage without
significant accuracy loss.

• Smaller models (2-14B parameters) showed varied perfor-
mance (38.34% - 62.33% accuracy).

• LLAVA models (multimodal) underperformed compared to
text-only models of similar size.

• Accessibility tree data from all relevant pages yielded highest
accuracy.

5.2 Interpretation and Conclusions
(1) LLMs show significant potential for automated website cate-

gorization, potentially reducing manual labeling needs.
(2) Quantization enables deployment of powerfulmodels in resource-

constrained environments.
(3) Model architecture and training data are as crucial as model

size for performance.

6



Text-based classification of websites using self-hosted Large Language Models: An accuracy and efficiency analysis TScIT 41, July 5, 2024, Enschede, The Netherlands

(4) Task-specific model selection is important; text-only models
outperformed LLAVA models (multimodal ones) for this task.

(5) Semantic structure (accessibility tree) is crucial for accurate
website categorization.

As shown in Figures 2 and 3, larger models generally achieved higher
accuracy but at the cost of increased resource usage.
These findings highlight the potential of open-source LLMs for

web-related tasks while identifying areas for future research, such
as improving large model efficiency and developing specialized web
task architectures.

5.3 Implications and Applications
The results of this research have several implications for website
categorization and the broader application of LLMs. LLMs offer a
promising approach for automating website categorization at scale,
which could enhance the efficiency and accuracy of content filter-
ing, targeted advertising, and web analytics applications. LLMs’
capability to process raw HTML content without extensive prepro-
cessing suggests that they may adapt better to the dynamic nature of
web content compared to traditional classification methods. Quan-
tization techniques’ effectiveness in maintaining accuracy while
reducing computational requirements creates opportunities to de-
ploy powerful models in resource-constrained environments, such
as edge devices or shared cloud infrastructure. The study highlights
the complex trade-offs between accuracy, model size, and resource
usage, providing valuable guidance for practitioners in selecting
appropriate models for specific use cases and deployment scenarios.
The high accuracy achieved by the Gemma model indicates that
smaller, specialized models can be highly effective for tasks like
web classification. This opens up possibilities for deploying efficient,
task-specific models in resource-constrained environments.

5.4 Alternative Approaches and Future Directions
While this research focused on the use of LLMs for website catego-
rization, our findings suggest several alternative approaches and
directions for future work. An additional approach is using em-
bedding models for web classification tasks, which could be more
practical than language models. Embedding models can succinctly
capture the semantic meaning of web content, potentially leading to
improved accuracy and efficiency. Considering the Gemma model’s
remarkably high accuracy despite its smaller size, fine-tuning it
with domain-specific data could be a promising direction. This ap-
proach may result in a highly accurate and resource-efficient model
for web classification. The exceptional performance of the Gemma
model, likely attributed to Google training it on extensive web data,
indicates that models with access to comprehensive web datasets
may have a significant advantage in web classification tasks. Future
research could explore leveraging or replicating this knowledge in
other models. Broadening the evaluation to encompass a broader
range of websites and categories would offer a more comprehensive
assessment of model performance across domains and content types.
DSPy[13] presents a promising direction for enhancing our web-
site classification system. Its modular structure and optimization
capabilities could improve both accuracy and efficiency. We could

use DSPy to develop a more advanced pipeline, potentially incor-
porating retrieval-augmented generation (RAG) for better context
before classification. The framework’s automatic prompt optimiza-
tion could lead to more effective LLM instructions, especially for
challenging cases. DSPy’s support for fine-tuning smaller models
aligns with our goal of creating resource-efficient classifiers. Future
work could explore how DSPy’s techniques can be applied to our
task, potentially achieving state-of-the-art results in website cate-
gorization while reducing manual prompt engineering and dataset
curation efforts. Developing methods to interpret and explain the
categorization decisions made by models would contribute to build-
ing trust and easing their adoption in sensitive applications.

5.5 Limitations
It is essential to recognize this study’s limitations, especially re-
garding the available computing resources. Due to the university’s
limited computing power, we could not conduct more extensive
experiments involving a more comprehensive range of models and
datasets. The available GPU resources restricted the experiments,
limiting the number of models we could assess and the size of
the datasets we could work with. With access to a more powerful
computing infrastructure, future research could explore a more com-
prehensive set of models, including more diverse architectures, and
evaluate their performance on larger, more representative datasets.
Additionally, increased computing power would allow for more de-
tailed model performance analysis, such as examining the impact of
different quantization levels and settings on classification accuracy
and resource utilization. Despite these limitations, the current study
offers valuable insights into the potential of open-source LLMs for
website categorization and sets the stage for future research in this
area.

The research concludes that open-source languagemodels (LLMs),
especially specialized models like Gemma, show promise for cate-
gorizing websites. Combining embedding models and fine-tuning
efficient, web-knowledgeable models may produce the best results
for analyzing and classifying web content. As models evolve, they
will play an increasingly important role in managing and under-
standing the vast and dynamic landscape of the World Wide Web.
Future work in this area has the potential to enhance further the
accuracy, efficiency, and applicability of web classification systems,
contributing to more effective and adaptive solutions for a wide
range of web-based applications.

6 APPENDIX
During the preparation of this work, we used Grammarly AI, Gram-
marly, and Quillbot to correct grammatical errors, improve phrasing
and word choice, and rephrase sentences in a more academic style.
Additionally, we used ChatGPT and Claude AI to help us developing
code for data gathering and analysis, as well as to convert Python
charts to LaTeX graphs. After using these tools, we thoroughly re-
viewed and edited all content, including the generated code and
converted graphs, taking full responsibility for the final outcome
and ensuring the accuracy and appropriateness of all elements in
this work.
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