Numerical vs Al Models in Global Hurricane Forecasting
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Natural disasters, such as hurricanes and floods are often recognized as
catastrophic events that have a major impact on socio-economic and envi-
ronmental sectors. They are considered to be difficult to control with the
current level of technology that humans have. Thus, it is necessary to have a
good prediction mechanism that can provide an early alert to save as many
lives as possible and reduce damage. Artificial intelligence (Al) is consid-
ered to be one of the most promising solutions to potential problems that
humans may face as a civilization. It is not uncommon for agencies such as
the National Centers for Environmental Prediction (U.S.) or the European
Centre for Medium-Range Weather Forecasts (ECMWF) to develop and de-
ploy different types of Al technologies that include machine learning and
neural networking to analyze a large amount of data received via satellites
or on-ground sensors. With the help of Al the agencies are looking for po-
tential improvements in the accuracy of prediction compared to times when
most things were calculated by complex machines that required significant
time and resources.

This research specifically focuses on performance comparison of the
modern numerical models that are used for accurate weather prediction
and their Al-enhanced counterparts. The findings highlight the potential
of Al-enhanced models to improve the prediction of hurricanes, which
ultimately leads to better preparation and more efficient efforts of local
communities. Moreover, the work provides insights into model performances
and demonstrates that ,even though the Al-system provide acceptable and
positive results, they do not show crucial difference in prediction accuracy to
state that they are significantly better than the deployed numerical systems.
Lastly, the summary of the findings gives a following result: The IFS took
the 1st place, with the GFS Graphcast in 2nd, closely followed by AIFS in
3rd, and the GFS as the last one on the list.

Additional Key Words and Phrases: Hurricane, Artificial Intelligence, fore-
casting, analysis, prediction, comparison, Numerical Weather Prediction.

1 INTRODUCTION

The first successful implementation of computational techniques
in weather forecasting was carried out by a team of scientists led
by Jule Charney in the 1950s, with the help of the ENIAC computer.
It symbolized the beginning of a new era of forecasting systems
that are still used to this day. With the help of computers, people’s
time to prepare for natural threats has significantly increased due to
early warning systems that can track and predict natural disasters.
Even with this, several studies suggest that the old models used for
weather forecasting are too time-consuming and costly [7]. Thus, a
new generation of Al-assisted models was presented as a solution
for accurate predictions based on historical data. However, historical
data becomes less relative due to the significant climate changes
that the earth is currently facing, and it is something that needs
to be addressed. Several modern weather prediction models are de-
ployed to issue early warnings if necessary. However, it still needs
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to be determined what methods provide the most accurate results
to ensure preparedness for potential threats. Modern approaches
include Numerical Weather Prediction (NWP), deep learning, ensem-
ble forecasting, statistical methods, and data assimilation. Almost
all of these methods can potentially involve work with Artificial
Intelligence, whether to make a whole prediction or to exclude bi-
ases from the output of a mathematical model. Nonetheless, it is
still uncertain how the location of a forecast can affect the accuracy
of the models. Thus, more research must be done. In this research,
current mathematical approaches that are used to identify and pre-
dict hurricanes will be analyzed to understand their accuracy. It
will be followed by an analysis of the new promising Al-supported
systems that have the potential to replace current methods. Such
analyses will help to further enhance existing models and deal with
the current issues that these systems face. The research will focus
on comparing mathematical and hybrid (AI-assisted) models. To
the best of the author’s knowledge, as of March 2024, there has
been no research done that covers a comparison of Al-enhanced
and numerical models in forecasting hurricanes in different parts of
the world.

2 PROBLEM STATEMENT

Despite significant improvements in weather prediction models,
accurate hurricane prediction remains a challenging task. Numeri-
cal models that are based on mathematical and physical formulas
require significant computational powers and still show certain lim-
itations when it comes to predicting complex weather phenomena
such as hurricanes. Thus, recently developed Al-enhanced models
that utilize machine learning and neural networking techniques are
presented as promising solutions that will increase accuracy and
decrease the costs of the forecasting processes.

The goal is to determine whether Al-enhanced models provide
a significant advantage over the classical models to replace them
in hurricane forecasting. It involves assessing the accuracy and
reliability of such models in predicting data variables that contribute
to hurricane detection in various hurricane-prone regions of the
world. Furthermore, an assessment of the performance of the models
in recent real-life cases of hurricanes is crucial for the evaluation of
the capabilities of the models.

3 RESEARCH QUESTION

The problem statement gives rise to the following research question:

“How do Al-enhanced weather prediction models perform in
comparison to numerical models in terms of accuracy and reliability
for hurricane forecasting in various hurricane-prone parts of the
planet?”

To answer this, the following sub-questions are stated:
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(1) What are the most effective and promising models that are
deployed to predict specific natural disasters such as hurri-
canes?

(2) What data is being used during the processes of prediction
and how is it related to hurricane activities?

(3) What are the most hurricane-prone regions of the world?

(4) How do the models perform across different regions and in
real-life scenarios when compared to each other?

4 RELATED WORK

To conduct the research it was decided to use several popular re-
search domains such as IEEE, Google Scholar, Scopus, and the Uni-
versity of Twente (UT) online library. Moreover, for specific techni-
cal data, the ECMWF website, which includes recent publications,
and the Copernicus Climate Data Store were used for documentation
access.

In the field of weather prediction based on mathematical and/or
Al-enhanced models, there have been a significant number of stud-
ies that cover both approaches. The studies can be split up into two
groups where the first group focuses on upgrading existing meth-
ods [21, 27] that involve mathematical computations, and the other
discusses a more promising topic that involves Al-based solutions
[5, 10, 24, 26]. However, some sources discuss attempts to improve
existing models by applying deep-learning processes for data analy-
sis [5]. The studies confirm that there is an existing problem where
the current solutions that involve mathematical models either have
a relative inaccuracy in the results or are not cost/time efficient.
Moreover, some challenges are present for Al-based solutions as
well. Such challenges involve data inaccuracy, biases, and irrelevant
historical data on which the modules are trained. All of these prob-
lems lead to studies [5, 26] that try to find a middle ground for both
approaches and apply new technologies to already existing methods
to investigate the outcomes. Nonetheless, it is important to mention
that it is still unclear what methods make the most promising com-
binations to predict hurricanes and if there is a reason to make such
combinations of systems in the first place. Therefore, more research
has to be done to evaluate the potential of Al systems in weather
forecasting.

5 METHODS OF RESEARCH

The research consists of three main parts that answer the main and
sub-research questions.

5.1 Literature review

The first part of the research involves understanding how the weather-
predicting models work, the difference between them, what mod-
els are considered the best, what regions are considered the most
affected by hurricane activities, and what data is used to predict
hurricanes when using such models. It also involves analyzing the
literature to see the current views and ideas on Al-based or Al-
assisted models as a replacement for NWP models.

5.2 Comparative Experiment

The second part involves collecting weather data from the most
hurricane-prone areas of the world, acquiring weather forecasts
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made by the models that were selected for the experiment, com-
paring the forecasts, evaluating accuracy, and analyzing the results.
Furthermore, it involves the application and comparison of the mod-
els on two real-life cases of the most recent hurricanes that occurred
near Australia (Cyclone Megan) and Bangladesh (Cyclone Remal).
The experiment is based on a comparison of the ERA5 dataset which
is a reliable reanalysis dataset provided by the ECMWF and the out-
puts of the weather-predicting models.

The data variables that are used for the comparison include 2-
meter temperature, surface pressure, sea-level pressure, wind speed,
and cloud coverage. The experiment provides insights into the be-
havior of each model in every region and evaluates their accuracy
and reliability if used around the globe or in real-life case scenarios.

5.3 Results Analysis

The third part includes the evaluation of the results and implemen-
tation of error and accuracy metrics such as Mean Absolute Error
(MAE) and Normalized Mean Absolute Error (NMAE). The MAE
metric gives an overview of how accurate the model is in terms of
performance, and it allows a fair comparison of the models. The
NMAE metric is a derivative of MAE and serves for model compari-
son across all data variables.

The analysis of the results in various parts of the world gave
trustworthy insights into how accurate and reliable the chosen
weather-predicting models are. The results and findings were turned
into graphs and tables for better representation.

6 LITERATURE REVIEW

The purpose of this section is to provide valuable insights into
previous studies that create a good basis for the experiment. This
section covers experiment-related topics such as hurricane-prone
regions of the world, previous NWP models’ tests, Al-enhanced
models’ tests, and data variables for hurricane prediction.

6.1 Regions

Several trustworthy articles [11, 22, 25] supported by the National
Oceanic and Atmospheric Administration (NOAA) and based on
historical data provide a well-supported reason to suggest that the
Gulf of Mexico, the Caribbean Sea, the East Coast of the United
States, the Western Pacific, and the Eastern Pacific are some of the
most hurricane-prone regions of the world. The studies further
suggest that the disasters in this region cause severe damage and
loss of life, especially in areas with poor infrastructure or low levels
of emergency response sources. Thus, it is acceptable to use these
regions as a fundamental key of the experiment.

6.2 Models

This subsection defines the two main parties of the experiment
and discusses their current state. Those parties are NWP and AI-
enhanced models.

6.2.1 NWP models. Numerous studies [19, 26] describe and test
the efficiency of the NWP models such as ECMWF IFS and GFS. The
results confirm the expectations and give a reason to assume that
these numerical models are some of the best-performing models in
the world. It is important to note that the local forecasting models



Numerical vs Al Models in Global Hurricane Forecasting

usually provide higher forecast resolutions, which causes the models
to produce more accurate results. Nonetheless, the IFS and the GFS
models are global systems and can be deployed anywhere. The
studies verify the reliability of the models in predicting several data
variables at different times of the day, at distinct places, and under
numerous circumstances. Therefore, there is a strong basis to believe
that the models chosen for this experiment have a well-supported
background.

6.2.2 Al-enhanced models. Al-enhanced and Al-based weather pre-
dicting models are a recent phenomenon that attracts a lot of at-
tention from weather agencies around the world. Several studies
[6, 7,9, 18] were conducted to evaluate the accuracy of these mod-
els and compare them to each other to demonstrate the potential
that Al has in the future of weather forecasting. Studies [1, 18] on
models such as AIFS, developed by ECMWE, already suggest that
the model outperforms the traditional IFS model in several metrics
and is expected to significantly increase its accuracy in the future.
The GFS Graphcast consists of two parts that can potentially work
separately but are united in this hybrid model. The first part is the
standard GFS model and the second part is the Al-based Graphcast
model developed by Google Deepmind. The GFS Graphcast takes
the best of two worlds and is expected to increase its accuracy with
future updates.

It is important to understand that these Al-enhanced models
were developed quite recently, with the GFS Graphcast model being
released by Google DeepMind in November 2023 and the AIFS model
being released in early 2024. Therefore, not many studies provide a
good overview or comparison of these models.

6.3 Data Variables

Hurricane prediction is a complex phenomenon and the forecasts
for such natural disasters are based on a significant analysis of
contributing data variables. For the experiment, it was decided to
test five data variables that directly impact hurricane formation
and development. These data variables are described and explained
in detail in Section 7.2. The studies [4, 12, 14, 15, 23] confirm the
importance of these data variables in model testing. Therefore, based
on the recent studies, documentation, and other model tests, it
is reasonable to conclude that the chosen data variables for this
experiment are suitable for hurricane prediction model testing.

7 EXPERIMENT

This chapter goes into detail about the experiment which describes
why certain locations were used as a primary example of hurricane-
prone areas, what weather variables contribute to hurricane forma-
tion, what models are being deployed, and what the process of the
experiment itself is.

7.1 Locations

The locations that were used in the experiment are united by sev-
eral factors such as warm water temperature, which contributes to
hurricane formation as it provides the energy, and humidity, which
supplies hurricanes with moisture that further intensifies them.
The list of locations in this experiment includes the USA, Japan,
Honduras, Australia, and Puerto Rico.
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7.2 Data

The choice of data is a crucial step in model performance analysis
and comparison. It is necessary to understand what variables con-
tribute to hurricane formation, development, and intensity the most.
This chapter provides insights into the data variables that were used
to compare the forecasting models as well as the reason why such
variables were included.

Most of the forecast data was obtained from open-source APIs
such as Copernicus Climate Data Store (CDS) and Open-Meteo. The
ERAS is a reliable reanalysis dataset provided by ECMWF in CDS. It
was used as an observation dataset that contains the actual observed
weather data for comparison with forecast datasets.

7.2.1  Two-Meter Temperature. Two-meter temperature is one of
the key aspects of hurricane predictions that drive convection pro-
cesses in the atmosphere. Higher surface temperatures indicate an
increased rate of evaporation, which adds moisture to the atmo-
sphere. Moisture is necessary for cloud formation. Moreover, the
rise of warm air creates low pressure at the surface level, which
contributes to the development of cyclonic systems.

7.2.2  Sea-Level Pressure. One of the main characteristics of a cy-
clone is low sea level pressure at their centers. Sea-level pressure
data helps identify, predict, and follow the hurricanes. The lower the
sea pressure is - the more intense a hurricane becomes. Thus, this
variable is a significant comparative component between weather-
predicting models.

7.2.3  Surface Pressure. Similar to sea-level pressure, surface pres-
sure helps with the identification of hurricanes, their direction, and
their intensity. However, the surface pressure provides more local-
ized data for the overall hurricane overview.

7.24 Cloud Coverage. Cloud coverage is a direct representation
of the moisture content in the atmosphere. Cloud coverage has a
direct impact on the amount of precipitation and gives an overview
of the intensity of the cyclones.

7.2.5 Wind Speed . Wind speed is a primary criterion for hurricane
classification on the Saffir-Simpson scale (Category 1 to Category
5). High wind speeds serve as indicators of hurricane intensity and
destructiveness. The analysis of wind speeds helps with assessing
potential damage and preparation for any future natural disasters.

7.3  Models

This section describes what models were used in the experiment. It
explains how the models work and their differences

7.3.1 ECMWF IFS 0.25. ECMWF’s Integrated Forecasting System
(IFS) is one of the most frequently used global NWP models and
is known for its accuracy and reliability. The model includes two
options of spatial resolution: ECMWF IFS 0.4° and ECMWEF IFS 0.25°.
This experiment focuses on the use of ECMWF IFS 0.25°, which
provides an area of a single grid point of approximately 28 km by
28 km, which implies a higher resolution and accuracy compared
to ECMWF IFS 0.4°, which has a grid area of approximately 44
km by 44 km at the equator. The model deploys advanced data
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assimilation techniques to simulate and work with processes within
the atmosphere.

7.3.2  GFS. The Global Forecast System (GFS) is an American global
NWP model that was deployed by the National Centers for Environ-
mental Prediction (NCEP). The model specializes in the simulation
and prediction of atmospheric processes around the globe with a
spatial resolution of approximately 0.25°. The GFS model utilizes
sophisticated assimilation methods to integrate weather data and
simulate atmospheric behavior. The model is widely accessible and
is frequently used as a valuable tool for meteorologists worldwide.

7.3.3  ECMWF AIFS. 1t is one of the most recently developed Al-
enhanced models which was introduced by ECMWF as a potential
upgrade for IFS. The model operates at the same spatial resolution of
0.25° as IFS. It is capable of producing forecasts for up to 10 days and
is believed to be one of the most reliable and precise models. The
key difference between AIFS and IFS is the integration of artificial
intelligence in data assimilation and the deployment of machine
learning to improve the results of the forecasts. The use of artificial
intelligence significantly reduces the costs and time that numerical
models such as IFS must deal with to generate forecasts.

7.3.4  GFS Graphcast. GFS Graphcast is a state-of-the-art model
developed to replace existing numerical models as it is believed to
offer lower costs and increased accuracy. Graphcast deploys tradi-
tional NWP approaches of the GFS model combined with machine
learning techniques from Google DeepMind’s Graphcast Al-based
model to generate reliable and highly accurate weather forecasts.
The model is capable of operating worldwide and maintains a spatial
resolution similar to GFS of 0.25°. The GFS Graphcast is believed to
decrease costs and time per forecast, which is highly beneficial for
meteorologists around the world.

7.4 Models Testing

The testing involved gathering predicted data from the given models
and comparing them to the ERA5 dataset that contains reanalysis
data. Each data variable received its own accuracy and error esti-
mates. It was then used to compare the average accuracy of the
models to determine reliability in different regions of the world.

7.5 Case Studies

To finalize the comparison between the models it was decided to
test them on two real-life hurricanes that occurred in 2024: Cyclone
Megan and Cyclone Remal.

Cyclone Megan made landfall in northern territories of Australia
in March 2024 where it brought destructive winds and heavy rain-
falls.

Hurricane Remal, which made landfall in Bangladesh and In-
dia, has caused 38 deaths, widespread destruction, and floods. The
cyclone was hammering the country for more than 36 hours and
caused considerable damage.

The case studies analysis followed a similar approach to model
testing as described before. The predicted weather data was gathered
from different models and compared to the ERA5 dataset that uses
data reanalysis provided by ECMWF. The results of the case studies
were compared and outlined in section 8.2.
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8 RESULTS

The main focus point of the model comparison in this experiment is
Mean Absolute Error (MAE) metrics. MAE is a reliable way to assess
the models’ performance since it represents the average of the abso-
lute error between predicted and actual values. The MAE values are
given in the same measurement units as the data variables. Thus,
it is possible to assess the performance across the models in the
prediction of the same data variable. Lower values indicate better
performance of the model. Nonetheless, to compare the overall per-
formance of a model across several data variables in different regions
it was necessary to implement Normalized Mean Absolute Error
(NMAE), which removes the influence of the units of measurement
within the data.
The formulas for MAE and NMAE are provided below:

1 n
MAE:;ZWi—b” (1)
i=1

where:
n is the number of observations
a; is the actual value

b; is the predicted value

MAE
NMAE = @)
range of actual values

8.1 Model Comparison Results

Most of the data in this section is provided in table format where
each table summarizes findings of a tested data variable predicted by
different models in various regions. The tables are accompanied by
short explanations of what each of them demonstrates. Some tables
contain acronyms that represent the following countries/regions:
the United States of America, Japan, Honduras, Australia, and Puerto
Rico.
The acronyms of the data variables:

e 2-meter Temperature (2m Temp) in °C
o Surface Pressure (SP) in hPa

e Sea-level Pressure (SLP) in hPa

e 10-meter Wind Speed (10m WS) in km/h

e Cloud Cover (CC) in %

8.1.1 2-meter Temperature. The results of the error analysis for
the “2-meter Temperature” variable are presented in Table 2. It is
accompanied by Table 1, column 2, which provides data on the
average MAE of the models.

The results show superior performance of the IFS model in tem-
perature prediction with an average MAE of 0.49 °C. It is followed
by two Al-enhanced models GFS Graphcast and AIFS. The GFS
came out as the least accurate among the models. Thus, the results
partially confirm the findings of the previous studies that implied
that the Al-enhanced models begin to show better predictions when
compared to some NWP models. Nonetheless, the performance of
all models leaves a good impression on their accuracy and reliabil-
ity in temperature prediction across the regions. Additionally, it is
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important to notice the increase of MAE in the Honduras region
testing for AIFS, GFS, and GFS Graphcast models.

Table 1. Average MAE of models in all regions
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Table 4. MAE Sea Level Pressure in hPa

Model 2m Temp | SP | SLP | 10m WS | CC
IFS 0.49 0.68 | 0.33 1.87 19.26
AIFS 1.21 1.40 | 0.73 3.49 23.19
GFS 1.29 1.266 | 1.28 3.36 39.68
GFS GRPH 1.11 0.67 | 0.72 3.13 23.37

Table 2. MAE 2-meter Temperature in °C

Model USA | JPN | HS | AU | PR
IFS 0.56 | 0.43 | 0.50 | 0.48 | 0.50
AIFS 1.17 | 1.06 | 2.05 | 0.96 | 0.83
GFS 1.75 | 1.06 | 1.63 | 1.13 | 0.90
GFSGRPH | 1.50 | 0.70 | 1.54 | 0.95 | 0.87

Model USA | JPN | HS | AU | PR
IFS 0.28 | 0.31 | 0.26 | 0.26 | 0.52
AIFS 0.66 | 0.59 | 0.99 | 0.39 | 1.02
GFS 0.46 | 0.39 | 3.34 | 0.33 | 1.87
GFSGRPH | 0.73 | 0.57 | 1.01 | 0.44 | 0.89

8.1.4  10-meter Wind Speed. The results of the error analysis for
the “10-meter Wind Speed” variable are showcased in Table 5 for
the MAE of each model and the region and in Table 1, column 5, for
the average MAE of each model across all regions.

The IFS model takes the leading position in terms of average ac-
curacy of 10-meter wind speed prediction across the chosen regions.
It has a significant gap from GFS Graphcast which is the second
most accurate model in this case. The GFS and AIFS models take
3rd and 4th places respectively. Honduras comes out as the most
problematic region for the GFS model with the MAE of 5.09 km/h
which is a significant error.

Table 5. MAE 10-meter Wind Speed in km/h

8.1.2 Surface Pressure. The results of the error analysis for the
“Surface Pressure” variable are provided in Table 3 for MAE values
and Table 1, column 3, for the average MAE of the models.

The results demonstrate a good performance of the IFS and GFS
Graphcast models with their MAE not exceeding 1 hPa. Interestingly,
Honduras demonstrates a higher average mean error than other
regions. Overall, the average performance of the models across all
regions in surface pressure prediction leaves satisfying results.

Model USA | JPN | HS | AU | PR
IFS 2.68 | 223 | 1.53 | 1.61 | 1.31
AIFS 4.05 | 5.07 | 3.64 | 2.17 | 2.54
GFS 4.80 | 2.53 | 5.09 | 2.29 | 2.09
GFS GRPH | 4.81 | 2.25 | 3.77 | 2.48 | 2.32

Table 3. MAE Surface Pressure in hPa

Model USA | JPN | HS | AU | PR
IFS 0.28 | 0.33 | 1.55 | 0.27 | 0.99
AIFS 0.66 | 3.12 | 1.39 | 041 | 1.41
GFS 0.46 | 0.39 | 3.32 | 0.35 | 1.81
GFSGRPH | 0.73 | 0.57 | 0.78 | 0.45 | 0.84

8.1.3 Sea-Level Pressure. The results of the error analysis for the
“Sea Level Pressure” variable are outlined in Table 4, which sum-
marizes the MAE of each model in the chosen regions, and Table 1,
column 4, which provides the average MAE of each model.

The results point out that the IFS model on average demonstrates
a better performance compared to other models and stays consistent
across the chosen regions. It is followed by the GFS Graphcast and
ATFS models that demonstrate similar average results for sea level
pressure prediction. The GFS model takes the last place with the
outcome of 1.28 hPa, which is still considered to be a good result. It
is also important to mention the higher average MAE of sea level
pressure in Honduras. More specifically, the tendency of the GFS
model to give larger MAE in Honduras when predicting this and
two previous variables.

8.1.5 Cloud Cover. The results of the error analysis for the “Cloud
Coverage” variable are illustrated in Table 6 with the MAE of each
model for every region and in Table 1, column 6, with the average
MAE of the models.

In general, the IFS, AIFS, and GFS Graphcast show acceptable re-
sults if compared to the industry standards. The IFS model provided
the most accurate results on average. Still, the results of the GFS
Graphcast and AIFS are considered to be of good quality. Cloud cov-
erage is an inherently difficult variable to predict due to the chaotic
and complex nature of cloud formation and movement. Nonetheless,
the average result of the GFS model of 39.68 indicates a poor per-
formance within the experiment on this data variable. Interestingly,
Honduras repetitively stands out as the most problematic for GFS
to predict most of the data variables.

Table 6. MAE Cloud Coverage in %

Model USA | JPN HS AU PR
IFS 21.40 | 18.17 | 18.69 | 18.80 | 19.24
AIFS 21.23 | 29.86 | 20.51 | 22.14 | 22.22
GFS 27.18 | 3591 | 54.22 | 53.92 | 27.19
GFS GRPH | 23.95 | 31.71 | 20.27 | 19.82 | 22.01
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8.1.6 Average NMAE. Table 7 provides the NMAE values that can
be used for direct comparison of the models across the regions. It
provides insights into the overall performance of the models in each
region across all data variables. The summary of the findings is
shown in Table 8, where the average NMAE of all models across
the regions serves as a direct indicator of the performance within
the experiment. The IFS model showed the best performance with
the lowest NMAE and was placed as the best model on the list. It is
followed by GFS Graphcast which provided good results in weather
prediction across several variables and locations. The AIFS showed
consistent results with most of the predictions. When compared in
this part of the experiment, the GFS Graphcast model outperformed
the AIFS model and emerged as a better Al-enhanced model on
average. The GFS model demonstrated good results that often sat-
isfy industry standards. Moreover, the experiment provided some
interesting insights, where the performance of the GFS model tends
to be less accurate in Honduras when compared to other parts of
the world. Therefore, it appeared to be the least effective among the
models.

Table 7. Average NMAE of models

Model USA | JPN | HS | AU | PR
IFS 0.08 | 0.08 | 0.12 | 0.08 | 0.12
AIFS 0.12 | 0.20 | 0.17 | 0.12 | 0.19
GFS 0.137 | 0.14 | 0.36 | 0.18 | 0.23
GFS GRPH | 0.142 | 0.12 | 0.15 | 0.11 | 0.16

Table 8. Average NMAE of models across all regions

Model Avg NMAE | Rank
IFS 0.096 1
AIFS 0.16 3
GFS 0.21 4
GFS GRPH 0.14 2

8.2 Case Studies Results

This section provides an overview of the results of two case stud-
ies. The information of each cyclone and the models’ results are
described in respective subsections.

8.2.1 Cyclone Remal. The Cyclone with the given name Remal
made its landfall on May 26, 2024. It caused severe damage to local
communities with 38 people losing their lives and more than 150.000
houses destroyed or partially damaged.

The data shows that all the models in this study case demonstrated
good performance, and all successfully predicted the cyclone. The
surface pressure and sea-level pressure in this case are united into
one data variable since observations were taken by the coast of
Bangladesh. Thus, the collected data for surface pressure is the
same for sea-level pressure. The graphs of data variables make it
clear that the landfall was expected to occur approximately on the
26th of May. For instance, Figure 1 demonstrates pressure observa-
tions collected near Bangladesh when cyclone Remal occurred. A
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significant pressure drop can be noticed around the 26th of May
which signifies a cyclone activity in the region. Similarly, Figure 2
shows the wind speed increase when the cyclone hit the region.

Despite larger MAE values in "Wind Speed" and "2m Temperature"
predictions that can be seen in Table 9, the GFS’s output still had
a clear signal of the incoming cyclone. When compared, the IFS
model performed the best in the prediction of all variables. The AI-
enhanced models provided good results that satisfy the standards
of the industry.

Table 9. Comparison of MAE of Data Variables across Models (Remal)

Data Variable IFS | AIFS | GFS | GFS GRPH
2m Temp ('C) | 0.65 | 1.07 | 1.52 1.23
SP (hPa) 0.63 | 0.98 | 0.68 1.09
SLP (hPa) 0.60 | 0.96 | 0.68 1.09
10m WS (km/h) | 2.25 | 2.84 | 6.21 3.13
CC (%) 17.82 | 19.61 | 26.7 20.85

Fig. 2. 10-meter Wind Speed during Cyclone Remal

8.2.2 Cyclone Megan. The cyclone caused significant damage and
floods in the northern part of Australia. The data taken to inspect
the models’ performance was taken from the 15th of March until
the 23rd of March 2024. Similar to the first study case, the surface
and sea-level pressures are united into one variable since the ob-
servations were collected on the coast of Australia. Therefore, the
surface and the sea-level pressure have the same values.

The outcome of this case study provides some surprising results
provided in Table 10. Initially, Al-enhanced models show superior
results in 2-meter temperature forecasting. Moreover, similar perfor-
mance occurs in predictions of wind speed and pressure variables.
However, the cloud cover remains a problematic aspect of both nu-
merical and Al-enhanced models. Nonetheless, GFS Graphcast still
shows impressive results that are considered fairly accurate.
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Figure 3 highlights an increased variance in pressure during the
dates when the cyclone was hitting the region. Even though all the
models make it clear that there was a hurricane threat, the precision
of those predictions fluctuates. It is especially noticeable in the
prediction of the GFS model, which is represented by the green line.
Figure 4 demonstrates increased wind speed in the region at the
same time as the pressure level dropped. Similarly to the previous
observation, the GFS demonstrated high variance during the peak
of the cyclone activity.

Table 10. Comparison of MAE of Data Variables across Models (Megan)

Data Variable | IFS | AIFS | GFS | GFS GRPH
2m Temp ('C) | 1.06 | 0.36 | 0.70 0.64
SP & SLP (hPa) | 2.36 | 1.06 | 2.56 1.14
10m WS (km/h) | 10.58 | 5.58 | 9.80 7.38
CC (%) 17.98 | 28.10 | 20.20 17.07
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1000

0

Fig. 4. 10-meter Wind Speed during Cyclone Megan

9 DISCUSSION

This section of the paper addresses each of the sub-questions in-
dividually and answers the main research question. Additionally,
it presents the limitations of this work and explains why future
research is needed.

9.1 Tested models (SQ1)

Due to the global nature of the experiment, using ECMWF IFS,
GFS, and their Al-enhanced counterparts, ECMWF AIFS, and GFS
Graphcast, was the right choice. Not only, according to the reviewed
literature, the models are considered to be some of the best in the
world when it comes to global weather forecasting, but they also
demonstrated good accuracy across several data variables in differ-
ent regions of the world. Even though in some cases the models’
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performance might have been poor, the overall outcome leaves
a good impression of their efficiency. Overall, the tested models
created a good basis for the experiment and provided meaningful
insights.

9.2 Data Variables (SQ2)

The choice of data variables was mostly based on their contribu-
tion to hurricane formation and development. Based on the results
of the experiment, the chosen data variables give a direct insight
into hurricane prediction and development. Thus, the temperature,
pressure, wind speed, and cloud coverage were rational choices for
model assessments in hurricane prediction scenarios. Nonetheless,
the implementation of other variables will have a positive impact
on future experiments.

9.3 Regions (SQ3)

The regions chosen for this experiment have an extensive history of
hurricane occurrences, making them suitable for the study. However,
it is still recommended to conduct further research with the models
in other parts of the Caribbean Sea and the Indian Ocean for the
validation of this research.

9.4 Models’ Performance (SQ4)

The models of the experiment showed a different and diverse range
of results. Both NWP and Al-enhanced models showed good results
and provided meaningful insights into the final models’ perfor-
mance evaluation. The details of the performances of each model
are described in respective subsections.

9.4.1 ECMWEF IFS 0.25. The IFS model proved its accuracy and
reliability throughout the whole experiment. The model demon-
strated high accuracy in all data variable predictions and frequently
came out as the one with the lowest MAE. It showed good results
in temperature prediction with an average MAE of 0.49. Moreover,
the results of surface pressure, sea-level pressure, and wind speed,
experiments show that the model does not lose its performance
and works just as well as for temperature. Cloud cover is a difficult
variable to predict due to its chaotic nature. Nonetheless, the IFS
showed fairly good results with 19.26%, which is considered to be
within the acceptable range.

However, the model has its flaws and times of uncertainty which
were demonstrated in the second study case. The model showed poor
performance in the prediction of several data variables, especially
in the prediction of wind speed and pressure. Thus, in general, the
model performs well but is not error-proof.

9.4.2  AIFS. The IFS model showed fairly accurate results with well-
made predictions and relatively low MAE values. It was noticeable
that the model lacks consistency and sometimes produces unex-
pected extreme values that affect the forecasts.

However, it is important to note that the model performed well
during the study cases. The performance of the model in the first
study case showed that the model has good potential and needs
further development for accuracy improvements. The second study
case had similar results with only deviation in cloud cover predic-
tion, which is a difficult-to-predict variable. Overall, even though



TScIT 41, July 5, 2024, Enschede, The Netherlands

the model showed good performance, it is clear that further im-
provements are needed.

9.4.3  GFS. The GFS model came out as the worst-performing model
during the experiment. However, the model has both strong and
weak points that need to be addressed. For instance, the model had
a problem when predicting different data variables in Honduras.
Abnormally high MAE values occurred in every data variable in
Honduras. Thus, it may be suggested that the GFS finds it problem-
atic to conduct weather predictions in Honduras. At the same time,
the model showed good performance during the work on study
cases. The model received low MAE values and high graph accuracy
that showed its reliability in times of real-life events.

9.4.4 GFS Graphcast. The GFS Graphcast appeared to be a well-
performing model with good accuracy and fair reliability. Consis-
tently low MAE values for all data variables across several locations
give a reason to rely on the model during daily weather predictions.

The study cases further support the reliable performance of the
GFS Graphcast, but this time in real-life scenarios. In both cases, the
model gave valuable and fairly accurate information that could be
used to predict the cyclones. Thus, it is important to test the model
on more cases to evaluate its consistency in weather forecasting
and hurricane prediction practices.

9.5 Research Question

Based on the discussions in sections 9.1-9.4 it becomes clear that
Al-enhanced models act as strong competitors to classic solutions.
They provided several reasons to believe that further development
of the technologies may lead to the eventual replacement of the
numerical models in the future. Nonetheless, currently, the NWP
model ECMWF IFS outperforms the Al-assisted models on almost
every level. High accuracy and reliability prove the IFS to be one of
the best in the world. Moreover, the classical models tend to output
less bias due to their limited work with historical data, which is a
potential problem for Al-enhanced solutions.

To conclude, the NWP models remain the most reliable choice
when it comes to hurricane predictions around the world, with AlI-
assisted models holding an opportunity to replace these models in
the future due to their increasing accuracy and rapid development.

9.6 Limitations

Some of the key limitations of the study were limited time, limited
resources, and a limited number of data variables. The research in-
volved work with several weather data sources for data comparison
and analysis. However, this is not enough to draw sharp conclusions
about the efficiency of each model. While it is true that the paper
gives a good overview of the models’ performances in different
regions, the key is to go into detail and see how each variable, each
location, and each model update influences the final result. More-
over, an external influence that causes massive events such as global
warming can have a significant impact on the state of Al-enhanced
models in the future. Thus, future research needs to consider that
before concluding and providing any strong statements.

Alan Nessipbayev

9.7 Further Research

This research acts as one of the first steps in the evaluation of AI's
influence on hurricane forecasting capabilities. It provides insights
into the current state of the models and their performance. Fur-
ther research with deeper evaluation is crucial for understanding
how effective the systems can be in times of need. Moreover, long-
term research to validate reliability is important to ensure that the
communities at risk are notified from a trustworthy source of data.
Finally, an important problem that needs to be addressed in future
research is global warming which can directly affect the effective-
ness and accuracy of Al-enhanced models that consistently work
with historical data that might be not as reliable as in the past.
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A USE OF Al

During the preparation of this work, the author used Grammarly in
order to check and avoid any potential grammatical or structural
mistakes within the text. Moreover, the author used ChatGPT to
evaluate the readability of the paper. Nonetheless, all of the prob-
lematic parts of the paper were edited and re-written by the author.

After using this tool/service, the author reviewed and edited the
content as needed and takes full responsibility for the content of
the work.

TSclT 41, July 5, 2024, Enschede, The Netherlands


https://www.usgs.gov/mission-areas/natural-hazards/science/puerto-rico-natural-hazards-hurricanes-peligros-naturales-de
https://www.usgs.gov/mission-areas/natural-hazards/science/puerto-rico-natural-hazards-hurricanes-peligros-naturales-de
https://doi.org/10.1002/2017jd026492
https://doi.org/10.1002/2017jd026492
https://doi.org/10.1109/confluence52989.2022.9734133
https://hurricaneinsider.org/basic-knowledge-about-hurricanes/the-most-hurricane-prone-regions-in-the-world/
https://hurricaneinsider.org/basic-knowledge-about-hurricanes/the-most-hurricane-prone-regions-in-the-world/
https://hurricaneinsider.org/basic-knowledge-about-hurricanes/the-most-hurricane-prone-regions-in-the-world/
https://doi.org/10.1038/d41586-023-03552-y

	Abstract
	1 Introduction
	2 Problem statement
	3 Research Question
	4 Related Work
	5 Methods of Research
	5.1 Literature review
	5.2 Comparative Experiment
	5.3 Results Analysis

	6 Literature review
	6.1 Regions
	6.2 Models
	6.3 Data Variables

	7 Experiment
	7.1 Locations
	7.2 Data
	7.3 Models
	7.4 Models Testing
	7.5 Case Studies

	8 Results
	8.1 Model Comparison Results
	8.2 Case Studies Results

	9 Discussion
	9.1 Tested models (SQ1)
	9.2 Data Variables (SQ2)
	9.3 Regions (SQ3)
	9.4 Models' Performance (SQ4)
	9.5 Research Question
	9.6 Limitations
	9.7 Further Research

	Acknowledgments
	References
	A Use of AI

