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ABSTRACT 

Spectroscopic measurements have long been utilized to analyse the electromagnetic absorption patterns of 
minerals, aiding in the identification and quantification of mineral abundance. An important challenge in 
this field is the occurrence of mixed pixels, where multiple minerals are captured as one pixel. Spectral 
unmixing techniques aim to resolve this by decomposing the mixed pixel spectra into their individual 
mineral components. 
 
This research evaluates hyperspectral unmixing techniques for identifying and quantifying mineral 
compositions in sandstone core samples, focusing on the use of the Hapke Model to address the non-
linearity of particulate surface spectra and Bayesian Spectral Unmixing (BSU) to model the uncertainty 
related to spectral unmixing using the Markov-Chain Monte Carlo (MCMC) method. We also examine the 
impact of additional spectral processing methods—first derivative, hull removal, and normalization—on 
the accuracy of spectral unmixing. Furthermore, the BSU method is compared to the Fully Constrained 
Least-Square (FCLS) method to evaluate its effectiveness. 
 
The study began with experiments using computer-generated mixtures and mineral powder mixtures, 
followed by spectral unmixing on the core sample. Our results indicate that the simplified Hapke Model 
significantly enhances the accuracy of spectral unmixing compared to the Linear Mixing Model (LMM). 
The BSU method provides more detailed information on the variability and uncertainty of mineral 
abundances, outperforming FCLS in scenarios with complex mineral mixtures. Additionally, spectral 
processing methods, such as normalization, were shown to reduce spectral variability and improve 
unmixing results. 
 
In a broader perspective, the findings from this research suggest that the BSU approach, coupled with 
appropriate mixture model and spectral processing methods, offers a promising opportunity for 
hyperspectral unmixing in geological applications. This has significant implications for improving and 
quantifying the accuracy of mineral composition estimates in sandstone cores. Future research should 
focus on refining uncertainty modelling and optimizing computational efficiency to further enhance the 
applicability of BSU in real-world scenarios.  
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1. INTRODUCTION 

1.1. Background 

Spectroscopic measurements have been used for decades to study the electromagnetic absorption patterns 

of a mineral and are employed to identify, and to some extent, quantify mineral abundance (Clark et al., 

2003). Seminal works by Hunt (1977) and Clark et al. (1990) have been instrumental in identifying the 

absorption features of minerals in the visible near-infrared (VNIR) and shortwave infrared (SWIR) 

regions. Building on this foundational work and advancements in hyperspectral sensor technology in 

recent decades, considerable research has been conducted on the methodologies and applications of 

hyperspectral imaging for geological studies. Asadzadeh & de Souza Filho (2016) provide a comprehensive 

review of the various hyperspectral imaging methodologies used in geological remote sensing. 

 

One of the main challenges of hyperspectral imaging for mineral identification and quantification is the 

unavoidable occurrence of mixed pixels. A mixed pixel is a condition where two or more objects, in this 

case, minerals, are captured as one pixel by the camera (Keshava & Mustard, 2002).  

 

Hyperspectral unmixing, or more generally spectral unmixing, refers to methods that decomposes a mixed 

pixel spectrum into a set of pure constituent spectra, referred to as endmembers, along with their respective 

fractional abundances (Bioucas-Dias et al., 2012). Spectral unmixing therefore belongs to a class of inverse 

problems commonly referred to as parameter estimation problems (Aster et al., 2013; Keshava & Mustard, 

2002). The aim of this type of inverse problem is to identify specific parameters that define a model of the 

reality based on observed data. To solve the inverse problem, we first need to be able to predict 

observations as functions of model parameters. This is commonly done via a theoretical or empirical 

model. The process of computing observations as functions of model parameters is referred to as the 

forward or direct problem (Aster et al., 2013). In the context of this work, the forward problem is the 

analytical model that describes how the spectra of different mineral endmembers mix, commonly referred 

to as the mixture model (Heylen et al., 2014; Keshava & Mustard, 2002).    

 

Mixture models can be categorized as either linear or non-linear. A mixture is considered linear when the 

incident light interacts with only a single endmember before being reflected to the sensor. In this sense, 

the mixing process does not occur at the surface because the light reflected from the surface is distinct and 

separate. Instead, the mixing occurs within the sensor due to the instrument’s limitations  (Bioucas-Dias et 

al., 2012). Linear Mixing Models (LMM) describe this type of mixture, where the mixed spectra can be 

modelled by the dot product of the endmember spectra and their respective abundances (Keshava & 

Mustard, 2002). In other words, the mixed spectrum is a linear combination of the spectra of the 

endmembers weighted by their respective abundances. This model is valid for flat surfaces with clearly 

separated endmembers, or often referred to as checkboard-type surfaces (Heylen et al., 2014). 

 

However, mineral mixtures have long been documented to have a non-linear behaviour (Nash & Conel, 

1974). In this context, the mixing phenomenon happens at the surface due to a physical interaction 

between the light and multiple endmembers, where the incident light interacts with multiple endmembers 

before reaching the sensor (Bioucas-Dias et al., 2012; Mustard & Pieters, 1989). This mixing process is 

typical for particulate surfaces, where the endmembers are randomly distributed in close proximity to each 

other, also referred to as intimate mixtures (Heylen et al., 2014). A popular approach to model this complex 
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interactions between light and particulate surface is through the elaborate and semi-empirical model 

developed by Hapke (1981), known as the Hapke Model (see Section 3.1.2). 

 

Some additional spectral processing methods such as hull-removal, first derivative, and normalization of the 

spectra also widely used as a processing step before spectral unmixing (Ducasse et al., 2020; J. Zhang et al., 

2005; Zhao & Zhao, 2019). Additional processing steps are shown to reduce the spectral variability and 

the non-linearity effect and can enhance shallow features of the spectra (Ducasse et al., 2020; Rinnan et al., 

2009). 

 

Given a model (or function) that describes the mixing process, spectral unmixing involves the inverse 

process of the model. This is typically achieved by solving a constrained optimization problem to 

minimize the residual between the observed mixed spectrum and the modelled spectrum (Bioucas-Dias et 

al., 2012). This type of optimization approach applied to spectral unmixing results in a single best fitting 

estimate. Fully Constrained Least-Square spectral unmixing, or just FLCS for short, is one example of such 

methods (Heinz et al., 2003). 

 

Another approach to spectral unmixing is the Bayesian approach, (Dobigeon et al., 2008; Figliuzzi et al., 

2016; Lapotre et al., 2017). Unlike the optimization method that focus on obtaining a single best-fitting 

estimate, the Bayesian approach aims to describes the complete state of knowledge about the problem 

which includes the uncertainty of the prediction. Bayesian (or probabilistic formulations) are based on the 

idea of recasting the inverse problem in the form of a statistical inference problem (see e.g. Aster et al. 

(2012); Gregory (2005)). The interest therefore changes from answering questions like “what is the 

abundance of endmember X?" to “what do we know about endmember X?”. Such a state of knowledge is 

best represented by probability distributions which provide comprehensive information about the 

variability and uncertainty of the estimates. This detailed information helps identify potential biases and 

areas where the model may be problematic, guiding improvements for future predictions. In this report, 

this Bayesian approach on spectral unmixing will be referred as Bayesian Spectral Unmixing (BSU) and it will 

employ Markov-Chain Monte Carlo (MCMC) methods to approximate the full probability distribution of the 

mineral abundances. (see Section 3.5) 

 

1.2. Problem Statement 

Most studies that explore the Hapke Model for mineral mixtures have been conducted in the context of 

studying extraterrestrial surfaces, which mostly consist of mafic minerals (Harris & M. Grindrod, 2018; 

Lapotre et al., 2017; Mustard & Pieters, 1989). The application of this model to mixtures of quartz, clay, 

mica, and carbonate minerals has not yet been reported, despite their common occurrence in natural 

sandstones. Among other factors, mineral composition can significantly influence the porosity of 

sandstones. For example, clay and carbonate content in sandstones commonly act as a matrix and cement, 

respectively, which reduce porosity (Al-Kharra’a et al., 2023; Cui et al., 2017). A good estimate of the 

mineralogy of sandstones may be a useful way to estimate its porosity. 

 

Some studies have explored elaborate formulation of Hapke Model using Bayesian approach to estimate 

mineral abundances and other physical quantities of the surface (Howari et al., 2018; Lapotre et al., 2017; 

Pilorget & Fernando, 2021). However, no studies have been reported the application of Bayesian Spectral 

Unmixing in core scanning application. This research aims to test the Bayesian approach to spectral 

unmixing in the context of hyperspectral core scanning, albeit with a simpler assumption for the Hapke 

Model. 
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In this research, different simplified assumptions of the Hapke Model will be tested and compared to the 

assumption of the LMM in the context of quartz-clay-mica-carbonate mixtures. The Bayesian approach to 

unmixing will be tested and compared with FCLS to evaluate the added value of this approach. The 

influence of additional spectral processing steps before unmixing (hull-removal, first derivative, and 

normalization) will also be evaluated. Finally, the application of this method will be tested for spectral 

unmixing of a core sample of sandstone to quantify its mineral composition. 

1.3. Research Objectives and Research Questions 

The primary objective of this research is to develop and evaluate a hyperspectral unmixing strategy for 

hyperspectral images of sandstone core samples, along with an assessment of the associated uncertainties. 

This main objective is further divided into 3 sub-objectives, each with its corresponding research 

questions (RQ): 

 

1. Create computer-generated mixtures of calcite, quartz, muscovite, and kaolinite and test the 

performance of BSU proposed in this research under a simple and ideal case. 

a. How effective is the BSU approach used in this study at modelling the uncertainty of the 

unmixing process for the computer-generated mixture under different noise variance? 

(RQ 1.a) 

b. How does the performance of BSU compare to FCLS spectral unmixing in term of 

prediction errors? (RQ 1.b) 

 

2. Create powder mixtures of calcite, quartz, muscovite, and kaolinite and test the mixture model 

and the performance of BSU under a more complex, real physical mineral mixture. 

a. Which mixture model proposed in this study can best reconstruct the observed mineral 

mixture spectra? (RQ 2.a) 

b. How effective is BSU approach used in this study at modelling the uncertainty of the 

unmixing process of the powder mixtures? (RQ 2.b) 

c. How does the performance of BSU compare to FCLS spectral unmixing in term of 

prediction errors? (RQ 2.c) 

d. How do different spectral processing steps (hull removal, first derivative, and 

normalization) affect the unmixing results? (RQ 2.d) 

 

3. Apply BSU to unmix hyperspectral image of sandstone core sample. 

a. How well can insights from the previous steps be generalized into the real rock sample? 

(RQ 3.a) 

b. What are the strengths and limitations of the BSU approach relative to the FCLS method 

in terms of accuracy, computational efficiency, and uncertainty modelling? (RQ 3.b) 

1.4. Thesis Structure 

After the general introduction in this first chapter, the second chapter will describe the sample preparation 

and data acquisition for the computer-generated samples, powder mixture samples, and core sample. The 

third chapter will discuss the methods used in this research, starting with an elaborate description of the 

mixture models and spectral unmixing approaches used, followed by a description and justification of each 

stage of the research. The fourth and fifth chapters will elaborate on the results and discussion of the 

research, respectively. In the sixth chapter, the limitations, reflections, and outlook of this research will be 

briefly discussed. Finally, this report will be concluded in the seventh chapter with the conclusions. 
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2. SAMPLE PREPARATION AND DATA ACQUISITION 

Three sets of samples were prepared for this study. The first set was a computer-generated mixture of 

endmembers spectra from the USGS spectral library. The second set was a mixture of pure mineral 

powders. The third sample set was a real rock sample from a drill core. 

2.1. Computer-Generated Mixture  

Pure endmember spectra of calcite, kaolinite, muscovite, and quartz from the USGS Spectral Library 

(Kokaly et al., 2017) were collected to create artificial mixtures. Figure 1 presents the selected endmember 

spectra in the range of 350 𝑛𝑚 to 2500 𝑛𝑚.  

 

Calcite spectrum is characterized by CO3 absorption feature, with the most diagnostic one in 2340 𝑛𝑚. 

Kaolinite’s most distinctive features are its duplet around ~1400 𝑛𝑚  and ~2200 𝑛𝑚 . Muscovite 

diagnostic features are related to the Al-OH bonds with the most prominent feature around ~2200 nm 

(Pontual et al., 2008). Quartz is not spectrally active in this wavelength range (Laukamp et al., 2021) hence 

it does not show any absorption feature in its spectra. 

 

 
Figure 1. Selected endmember spectra from USGS Spectral Library 

Artificial binary, ternary, and quaternary mixtures were randomly generated from the selected pure spectra 

following LMM with added gaussian noise (mean of 0 and variance from 0 up to 2.5 × 10−3), while 

respecting the non-negativity and sum-to-one constraint. The abundance values of each randomly 

generated spectrum were also stored for the accuracy assessment of the unmixing test. 

2.2. Powder Mixture 

2.2.1. Powder Mixture Preparation 

Four types of laboratory grade pure mineral powders—calcite, kaolinite, muscovite, and quartz—were 

used to create the mineral mixtures. These minerals were chosen because they resemble the mineral 
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composition of the diagenetic quartz sandstone sample chosen for the natural rock study. The exact 

crystal size information of calcite and kaolinite powder is not available, but it was in a very fine powder. 

Quartz and Muscovite were in bigger crystal size in the range of 0.5 –  0.8 𝑚𝑚, these two minerals were 

further processed to reduce it crystal size into a fine powder. 

 

Muscovite and quartz mineral powder was crushed into finer particles using a ball mill for 10 minutes at 

250 𝑟𝑝𝑚 and then sieved for an additional 10 minutes with 100 amplitudes vibrations to separate the 

mineral by its particle sizes. Particles smaller than 68 µm were collected to generate mixtures specified in 

Table 1.  

 

Table 1. Volume fraction of powder mixture samples. 

Volume Fractions 

Sample Calcite Kaolinite Muscovite Quartz 

CK1 0.10 0.90 0 0 

CK2 0.30 0.70 0 0 

CK3 0.69 0.31 0 0 

CK4 0.89 0.11 0 0 

QK1 0 0.10 0 0.90 

QK2 0 0.30 0 0.70 

QK3 0 0.70 0 0.30 

QK4 0 0.90 0 0.10 

CM1 0.11 0 0.89 0 

CM2 0.31 0 0.69 0 

CM3 0.71 0 0.29 0 

CM4 0.90 0 0.10 0 

CKM1 0.35 0.36 0.29 0 

CKM2 0.11 0.46 0.42 0 

CKM3 0.44 0.45 0.11 0 

CKM4 0.45 0.12 0.43 0 

CKMQ1 0.25 0.26 0.24 0.26 

CKMQ2 0.30 0.31 0.28 0.11 

CKMQ3 0.10 0.11 0.09 0.70 

CKMQ4 0.20 0.20 0.19 0.40 

 

Twenty different mixtures were prepared, each with specific volume proportions to simulate various 

natural combinations of minerals. The proportions of the minerals were varied from small to large. Each 

sample was coded by the combination of the first letter of each mineral present in the mixture, followed 

by an arbitrary number for differentiation. Density data from Mindat (2024) were used to calculate these 

proportions. The densities used were 2.71 𝑔/𝑐𝑚³ for calcite, 2.68 𝑔/𝑐𝑚³ for kaolinite, 2.83 𝑔/𝑐𝑚³ for 

muscovite, and 2.65 𝑔/𝑐𝑚³ for quartz. Mineral fractions for each mixture specified in Table 1 were put 

inside a centrifuge tube with five 2 𝑚𝑚  glass beads and shaken for 5 minutes to get a homogenous 

mixture of the powders. The addition of glass beads was intended to improve the consistency of the 

mixture by reducing the clumping of the minerals and the proportions of minerals sticking at the 

centrifuge tube. Each mixture, weighing 0.8 𝑔, was then evenly spread onto a flat glass surface and gently 

pressed to achieve a thickness of approximately 1.5 𝑚𝑚. The resulting powder mixtures from which the 

spectral measurements were acquired are presented in Figure 2. 
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Figure 2. Results of powder mixture samples preparation. 

2.2.2. Powder Mixture Data Acquisition and Preprocessing 

The reflectance spectra of the powder mixtures were measured using an ASD Fieldspec 3 instrument 

equipped with bare optics. The instrument covers the VNIR range from 350 𝑛𝑚 to the SWIR range at 

2500 𝑛𝑚 with 3 to 10 𝑛𝑚 spectral resolutions. The laboratory setup of the ASD is illustrated in Figure 3.  

 

The critical aspect of the setup is the angle between the incoming light from the light source and the 

outgoing light reflected from the sample into the ASD sensor. Following the assumption discussed later in 

Section 3.1.2, this angle, referred to as the phase angle, must exceed 15°. In this setup, the illumination 

angle (𝑖) was set as 45° from the zenith, and the angle between the sample and the sensor (𝑒) was set as 

0° from the zenith. 

 

There are some technicalities related to data acquisition that are important to mention here for the 

replicability of the research. First, the light source and the ASD instrument stabilized for 30 minutes 

before measurements were taken to ensure consistent performance. 

 

Second, each measurement with the ASD instrument involved capturing ten repeated measurements, from 

which the mean value was automatically calculated. Furthermore, measurements were taken from ten 

different spots on the surface of each sample to account for potential variability. The mean of these ten 

measurements was used for subsequent analysis. 

 

Third, a white reference measurement was performed before each sample measurement to convert 

radiance measurements into reflectance values. Additionally, splice correction was applied to align data 

accurately across the three main detectors of the ASD instrument, correcting for any displacement that 

might occur. Spectral subsetting was then applied, where spectra above 2450 𝑛𝑚 were discarded due to 

high noise level. Given that the main absorption features of the minerals are above 2000 𝑛𝑚, we focused 

on the spectral range of 2000 − 2450 𝑛𝑚 for further analysis. 
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Figure 3. ASD Fieldspec setup for spectral measurements. 

2.3. Core Sample  

2.3.1. Core Sample Preparation 

A rock sample from offshore drill hole cores in the Southern North Sea Basin was chosen for this 

investigation. The core interval intersects the upper and lower Slochteren Formation and was identified as 

quartz arenite with significant illite-muscovite and carbonate mineral content (W. Liu et al., 2023). 

 

QEMSCAN analysis results of these rocks were reported in confidential reports by SGS Canada Inc. and 

provided by Wintershall Noordzee B.V. QEMSCAN is an acronym for Quantitative Evaluation of 

Materials by Scanning Electron Microscopy. This system utilizes a scanning electron microscope (SEM) to 

image the sample with a 10 𝜇𝑚 pixel size and assign a mineral name to every pixel using both back 

scattered electron signal intensity as well as an Energy Dispersive Spectra signal (EDS) at each 

measurement point (SGS, 2013). 

 

However, this study did not utilize the image data directly; instead, it employed the derived bulk 

mineralogy of the whole rock, represented as area percentages. This data was later used to evaluate the 

result of hyperspectral unmixing conducted in this study. 

 

The rock samples used in this study are cut core samples (Figure 4), with hyperspectral image acquisition 

carried out on the same side used for the QEMSCAN analysis. 
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Figure 4. Quartz arenite sandstone core sample used for this study. 

2.3.2. Core Sample Data Acquisition and Preprocessing 

The hyperspectral image of the core was captured by the SWIR Specim Hyperspectral Camera, mounted 

on lab-stage in the ITC Spectroscopy Laboratory. The image covers a wavelength range from 1000 𝑛𝑚 to 

2000 𝑛𝑚, with a spectral resolution of 12 𝑛𝑚 and a pixel size of 256 𝑛𝑚. Only one illumination source 

was used during image acquisition, positioned at a 45° angle from the zenith. The angle between the 

sample and the camera was maintained at 0°. 

 

After image acquisition, white and dark reference correction was performed using Hyppy software (Bakker, 

2024). The upper 50% of the brightest pixels were utilized for white reference. Afterwards, spectral 

subsetting was applied to the data. Using the same logic as with the powder mixtures, we select the 

wavelength range of 2000 − 2450 𝑛𝑚. Then, Spectral smoothing was executed using the Hyppy “Fast 

Mean 1 + 5 + 1 neighbourhood” filter to reduce the noise. Finally, the image's background was masked 

in ENVI by manual delineation of the Region of Interest (ROI). 

 

The full QEMSCAN results of the core sample are shown in Table 2. For simplicity, we focused on the 

abundance values of quartz (which may include opal, cristobalite, and chert), muscovite+illite+illite-

smectite+Fe-illite, and calcite+dolomite+Fe-dolomite+siderite+Fe oxides. These three mineral groups 

will be referred to as the quartz group, muscovite-illite group, and carbonate group, respectively.  

 

As explained in Section 2.1, here we also expect the quartz spectra to be generally featureless. For 

carbonate minerals, we expect the main absorption feature of CO3 to be the main distinctive absorption 

feature of the mineral group. There are small variances in the wavelength of the main CO3 absorption 

feature in different carbonate mineral species. For instance, it is typically found at 2340 − 2345 𝑛𝑚 for 

calcite, 2320 − 2350 𝑛𝑚 for siderite, and 2328 − 2340 𝑛𝑚 for dolomite (Pontual et al., 2008). Due to 

the subtle differences, grouping these minerals together is preferred. For muscovite and illite, both 

minerals have very similar spectra with the main absorption feature related to Al-OH bond in 2180 −

2228 𝑛𝑚. The primary difference is the occurrence of water absorption feature in illite at 1912 𝑛𝑚. 

Since the selected wavelength range was in 2 000 − 2450 𝑛𝑚 , illite and muscovite is practically 

indistinguishable. Although it is possible to extend the wavelength range to start from 1900 𝑛𝑚  to 

distinguish illite from muscovite, we chose to start at 2000 𝑛𝑚 because the water absorption feature in 

natural surfaces, like rock samples, often shows high variability, potentially obscuring the unmixing results. 
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Together, these three mineral groups comprise 99.593% of the areal composition of the core sample. For 

ground truth comparison used in this study, the normalized values of the mineral groups were used, which 

are 69.086%  for the quartz group, 14.140%  for the muscovite-illite group, and 16.772%  for the 

carbonate group. 

 

Table 2. QEMSCAN results for core sample used in this study. Mineral that is blocked with the same colour is 

grouped together for simplification. 

Mineral Name Area Percentage Mineral Name Area Percentage 

Quartz 68.805% Pyrite 0.001% 

K Feldspar 0.091% Barite 0.013% 

Plagioclase 0.028% Anhydrite 0.000% 

Chlorite 0.127% Halite 0.000% 

Muscovite 3.974% Rutile & Ti Silicates 0.071% 

Illite & Illite-smectite 9.999% Ilmenite 0.003% 

Fe-Illite & Illite-smectite 0.110% Apatite 0.022% 

Calcite 1.079% Tourmaline 0.004% 

Dolomite 11.784% Zircon 0.003% 

Fe-Dolomite 2.289% Biotite 0.023% 

Siderite & Fe Oxides 1.553% Kaolinite 0.019% 

 

  



 

   11 

3. METHODOLOGY 

As mentioned in the previous section, three sample sets were prepared for this study. The first set was a 

computer-generated mixtures of endmember spectra to test the general performance of BSU and FCLS in 

a relatively simple setup. The second set was a mixture of pure mineral powders, precisely measured to 

mimic ideal conditions, which were then used to test the mixing model and the performance of the 

unmixing algorithm for real mixtures. The last sample set consisted of actual rock sample from the drill 

hole core, allowing for testing of the mixing model and the unmixing performance with more practical 

significance.  

 

This chapter begins with a description of the different mixing models and unmixing approaches relevant 

for this study. At the end of the chapter, the different stages of the study will be elaborated, including 

detailed descriptions of the approaches and goals in every stage. 

 

In the following sections, all mathematical statements will be presented in italic font.  Lower-case notation 

(𝑖, 𝑜, . . . )  denotes scalars, bold lower-case notation (𝒓, 𝒘, . . . ) represent vectors, and a bold upper-case 

notation represents matrices (𝑬, 𝑿, … ). Subscripts (𝑬𝒓, 𝑬𝒘, … ) will be utilized to specify different forms 

or stages of the variable as necessary; their meaning will be evident from the context. For the Hapke 

Model formulation, the notation will closely mirror the original formulation introduced by Hapke (1981). 

In Bayesian formulations, probability distributions will be denoted by upper-case cursive Latin letters, 

followed by their parameters in parentheses (𝒟(∙), 𝒩(∙), . ..), and parameters that are related to a specific 

distribution will be denoted by Greek letters (𝜇, 𝜎, …). 

3.1. Mixture Model 

Mixture models are used in spectral unmixing to describe how the spectral signals of individual 

endmembers mixed to create the observed spectral signal (Keshava & Mustard, 2002).  Essentially, these 

models explain how the light reflected from various endmember mixes, based on the proportions of each 

endmember present in the surface. Three different mixture models are considered in this study. The first 

model is the linear mixture model or LMM which assumes that the light rays interact only with a single 

endmember before being scattered into the sensors (Keshava & Mustard, 2002). The remaining two 

models (hereafter denoted as H1 and H2) are non-linear and include complex interactions between light 

and multiple endmembers at the surface before the light is scattered into the sensors, as described by the 

Hapke Model (Hapke, 1981). Model H1 assumes isotropic scattering, whereas model H2 allows for 

anisotropic scattering. Details on all these models will be elaborated in the next sections. 

3.1.1. Linear Mixture Model (LMM) 

Since electromagnetic radiation follows the superposition principle (Freegarde, 2012), the LMM describes 

the reflectance spectra of a mixture 𝒚𝒓  as a linear combination of the reflectance spectra of pure 

endmembers 𝑬𝒓 weighted by their fractional abundance 𝒂, alongside small addition errors  𝒏. 

 

𝒚𝒓 = 𝑬𝒓𝒂 + 𝒏 (1) 

  

Where 𝒚𝒓 and 𝒏 are vectors of dimension 𝑗 (number of spectral bands), 𝑬𝒓 is a 2-dimensional matrix of 

size  𝑗  by 𝑘 (number of endmembers), and 𝒂 is a vector of dimension 𝑘. This model is strictly applicable 

for areal mixtures (also referred to as macroscopic and/or checkboard mixtures) where the surface area captured 

by a detector’s immediate field of view (IFOV) consists of several distinctly separated patches, each 

composed of a pure endmember (Hapke, 2012). A fundamental assumption underlying LMM is that 
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incident light rays only interact with a single endmember on the surface before being reflected and 

captured by the sensor (Bioucas-Dias et al., 2012). 

3.1.2. Hapke Model 

Geological surfaces often exhibit complexity beyond the assumptions of LMM. Rocks' surfaces often 

comprise an intimate mixture of mineral where the mineral particles are randomly distributed in close 

contact with each other (Heylen et al., 2014). In this case, a multiple scattering effect occurs where a single 

light ray interacts with multiple endmembers before being reflected to the sensor (Mustard & Pieters, 

1989). During each interaction, the light might be absorbed and scattered multiple times, breaking the 

reflectance's linearity assumption. 

 

There are several ways to deal with this non-linearity. One possibility is to derive another physical measure 

that describes the relationship between light and individual particles on surfaces. Single-Scattering Albedo 

(SSA) is defined as the ratio of energy scattered by a particle to the total extinction (scattering + 

absorption) of energy by the particle (Hapke, 1981). This definition implies that SSA primarily depends on 

the properties of the first particle the light encounters. SSA effectively isolate the influence of scattering by 

individual particles because it models the scattering and absorption processes at a single-particle level. 

Therefore, the mixed SSA spectra can be approximated linearly as the combination of the pure SSA 

spectra of its endmembers and its corresponding fractional areal abundance.(Heylen et al., 2014) 

 

Based on this definition, we can substitute the reflectance term in observed and endmember data in Eq. 

(1) by its corresponding SSA and linearized the intimate mixture problem with: 

 

𝒚𝒘 = 𝑬𝒘𝒂 + 𝒏 (2) 

  

Where 𝒚𝒘 and 𝑬𝒘 are the mixture spectra vector and endmember matrix in the SSA domain, respectively. 

Note that here, 𝒂 refers to the mean cross-sectional area of the endmembers. Assuming a similar grain 

size distribution for the endmembers, 𝒂  becomes equal to the volumetric fractions of the endmembers 

(Heylen et al., 2014). 

 

To derive SSA from reflectance data is not trivial, as the interaction between light and particles in a 

complex mixture requires information about the viewing geometry of the light source and the detector 

relative to the zenith and other variables related to the surface's physical and scattering behaviour (Hapke, 

1981). 

 

Building upon radiative transfer theory, Hapke (1981) derived a semi-empirical model of bidirectional 

reflectance. Bidirectional reflectance is defined as the ratio of the amount of radiation reflected in a specific 

direction to the amount of radiation incident from a particular direction (Heylen et al., 2014). The Hapke 

model links bidirectional reflectance (𝒓) and SSA (𝒘) according to: 

 

𝒓(𝜇0, 𝜇, 𝑔) =
𝒘

4𝜋

𝜇0

𝜇0 + 𝜇
{[1 + 𝐵(𝑔)]𝑃(𝑔) + 𝐻(𝒘, 𝜇0)𝐻(𝒘, 𝜇) − 1} 

(3) 

 

Where 𝜇0 is the cosine of incoming radiation (𝑖), 𝜇 is the cosine of outgoing radiation (𝑒) and 𝑔 is the 

phase angle between 𝑖 and 𝑒 (Figure 5). These three variables are related to viewing geometry of the data 

acquisition relative to the zenith. 𝐵(𝑔), 𝑃(𝑔) and 𝐻(∙) are a backscattering function, a particle phase function, 

and the Chandrasekhar function, respectively. In this equation, the behaviour of the single particle scattering 

is defined by  𝑃(𝑔), and the behaviour of the multiple scattering is approximated by 𝐻(∙). 
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Figure 5. Schematic diagram of bidirectional reflectance with incoming radiation angle (𝑖), outgoing radiation angle 

(𝑒), and phase angle (𝑔). Modified from Hapke (2012). 

The backscattering function, which describes the so-called opposition surge effect, is observed to peak at a 

low phase angle and decays exponentially to near zero when 𝑔 = 90°  (Mustard & Pieters, 1989). 

According to previous studies, this effect is negligible for 𝑔 > 15°-20° (Hapke, 1981; Mustard & Pieters, 

1989). In this study, the phase angle is set to 45°, making it safe to assume: 

 

𝐵(𝑔) = 0 (4) 

 

In the context of hyperspectral imaging, we are interested in the relative bidirectional reflectance (𝚪) which 

defined as the ratio of 𝒓 of the surface of interest relative to the 𝒓 of perfectly reflective panel. Using 

assumption in Eq. (4) and definition of 𝒓 in Eq. (3), this relationship can be expressed as: 

 

𝚪(𝜇0, 𝜇, 𝑔) = 𝒘 
 𝑃(𝑔) + 𝐻(𝒘, 𝜇0)𝐻(𝒘, 𝜇) − 1

𝐻(1, 𝜇0)𝐻(1, 𝜇)
 

(5) 

 

This formulation depends only on the Chandrasekhar's and phase functions. Hapke (1981, 2012) 

discussed in detail various approximations of these functions for solving relative bidirectional reflectance 

in different scenarios. 

 

The phase function approximation can be expressed by the two-term Legendre polynomial described by Hapke 

(1981): 

 

𝑃(𝑔) = 1 + 𝑏 𝑐𝑜𝑠(𝑔) + 𝑐 (1.5 𝑐𝑜𝑠2(𝑔) − 0.5) (6) 

 

This approximation is also used in other studies, mostly in applications to lunar and Martian surfaces (e.g. 

Harris & Grindrod, 2018; Howari et al., 2018; D. Liu et al., 2015; Lucey, 1998; Mustard & Pieters, 1989; 

Sklute et al., 2015). In this approximation, 𝑏  and 𝑐  are wavelength-dependent constants describing the 

surface's scattering behaviour. When the scattering behaviour is isotropic (i.e.  same in all directions), 𝑏 =

𝑐 = 0, and 𝑃(𝑔) = 1. 

  

The Chandrasekhar’s function describes the multiple scattering behaviour of particles and involves an 

integral that is not solvable analytically. Hapke (1981) provides an analytical approximation with up to 4% 

error: 
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𝐻(𝒘, 𝑥) =
1 + 2𝑥

1 + 2𝑥√1 − 𝒘
 

 

(7) 

 

Where 𝑥 represent either 𝜇0 or 𝜇. This approximation was further tested by Mustard & Pieters (1989) 

and reported up to 6% errors in very high albedo materials. Hapke (2012) later provided a more accurate 

approximation with less than 1% error for all values: 

 

𝐻(𝒘, 𝑥) = {1 − 𝑤𝑥 [𝑟0 + (
1 − 2𝑟0𝑥

2
) log (

1 + 𝑥

𝑥
)]}

−1

 
 

(8) 

 

Where 𝑟0 = (1 − 𝛾)/(1 + 𝛾) and 𝛾 = (1 − 𝑤)1/2. 

 

This study explored two different assumptions of the Hapke Model, denoted as H1 and H2, to evaluate 

their practicality and accuracy in describing the data. The detailed assumptions of each model are 

described in the following sections. 

3.1.2.1. H1: Isotropic Scattering 

This model assumes isotopic scattering behaviour of the surface therefore 𝑃(𝑔) = 1 . For the 

Chandrasekhar’s function, despite its lower accuracy compared to Eq. (8), the use of Eq. (7) is preferred 

here since it allows to obtain analytical solutions of Eq. (5), which can be written as: 

 

 

This is the only analytical solution for SSA within the framework of Hapke’s Model. Therefore, it is widely 

used in many spectral unmixing applications (Ducasse et al., 2020; Heylen et al., 2014). 

3.1.2.2. H2: Anisotropic Scattering with Fixed Constant Derived from Previous Study 

Mustard & Pieters (1989) derived an empirical value for 𝑏 and 𝑐  for olivine, magnetite, and hematite 

samples using Hapke’s Model with the phase function approximated by two-term Legendre polynomial in 

Eq. (6). The mean of the constants, which are 𝑏 = −0.4 and 𝑐 = 0.25, have been used in subsequent 

studies for similar minerals (Lucey, 1998) and to estimate mineral abundances of extraterrestrial surfaces 

with similar mineralogy (Harris & M. Grindrod, 2018; D. Liu et al., 2015). These constants also produced 

useful results for spectral unmixing of salts (Howari et al., 2018), and gypsums & clay samples (Robertson 

et al., 2016),  which can be regards as a completely different group of minerals compared to the one used 

by Mustard & Pieters (1989). 

 

In H2 Model, Eq. (5) was solved using the phase function specified in Eq. (6) with fixed constants  𝑏 =

−0.4  and 𝑐 = 0.25 . Additionally, a more accurate approximation of Chandrasekhar’s function, as 

described in Eq. (8), was utilized. Since this model does not have analytical solutions for 𝒘, a least square 

optimization approach was used to derive 𝒘 from Eq. (5). 

3.2. Spectral Processing Methods 

Three different addition spectral processing methods are considered in the study which are hull removal, 

first derivative, and normalization. Spectra processing methods are usually employed to reduce variability 

𝒘 = 1 −  (
√(𝜇0 + 𝜇)2𝚪2 + (1 + 4𝜇𝜇0𝚪)(1 − 𝚪) − (𝜇0 + 𝜇)𝚪

(1 + 4𝜇𝜇0𝚪)
)

2

 

 

(9) 
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of the spectra (Rinnan et al., 2009), and in some cases shows improvement in unmixing results (Ducasse et 

al., 2020; Zhao & Zhao, 2019). 

 

Hull removal involves in fitting and removing convex hull to the spectral data which aims to correct the 

continuum effects and highlight absorption features (Van Der Meer, 2000). The removal is done by 

division as suggested by Clark & Roush (1984). 

 

First derivative processing calculated the derivative of the spectral data. By focusing on the rate of change 

in reflectance, this method can effectively separate closely spaced spectral features and remove the 

baseline effect of the spectra (Rinnan et al., 2009). 

 

Normalization is a process used to adjust the values in a dataset to a common scale. In this research, the 

normalization method used is based on the Euclidean norm. This process involves scaling each spectral 

vector into a unit vector of length one. This scaling preserves the shape of the spectral vector by 

maintaining the relative proportions of the vector components, affecting only the magnitude (Rinnan et 

al., 2009). 

3.3. Endmember Extraction 

For actual rock samples, pure endmember spectra are typically not available. In this research, the pure 

endmember spectra were approximated using the N-FINDR algorithm introduced by Winter (1999). The 

implementation of this algorithm requires the number of endmembers to be known a priori. In the core 

sample used in the research, the actual number of endmembers is known based on QEMSCAN results. 

 

The N-FINDR algorithm assumes that the pure endmember pixel exists in the image. In the case when it 

does not exist, the acquired spectra will be the least contaminated pure endmember spectra; as such, this 

algorithm will not work well in a homogeneously mixed surface.  

 

N-FINDR works by exploiting the geometric nature of hyperspectral data (Winter & E., 1999). The 

algorithm first reduces the dimensionality of the data to be one less than the number of endmembers 

through orthogonal subspace projection such as Principal Component Analysis (PCA) or Maximum Noise 

Fraction (MNF). In this projected space, every pixel can be represented as a single data point. Assuming 

that every pixel is a mixture of the endmembers, the vertex of a convex geometry that encloses all the 

points can be classified as pure pixels (Figure 6). 

 

 
Figure 6. Schematic illustration showing how the purest spectra forms the vertex of convex geometry that encloses 

all other pixels in projected subspace. 
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This convex geometry is, by definition, a set of data points with the largest volume. The N-FINDR 

algorithm tries to find these data points by iteratively calculating the volume of a random set of samples. 

The implementation of the N-FINDR algorithm that was used in this study is the one under the Python 

library called PySptools (Therein, 2018). Since this algorithm is sensitive to brightness differences, the 

spectra are normalized first before applying the algorithm. 

3.4. Fully Constrained Least-Square (FCLS) Spectral Unmixing 

Assuming known endmembers spectra, the abundance value in Eq. (1) and Eq. (2) can be solved using an 

optimization method by minimizing the square error while enforcing the non-negativity and sum-to-one 

constraints: 

 

𝑚𝑖𝑛
𝒂

 ||𝒚 − 𝑬𝒂||𝟐
𝟐    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶  ( 𝑎𝑖 ≥ 0 ) 𝑎𝑛𝑑 (∑ 𝑎𝑖 = 1𝑛

𝑖=1 ) 

 

(10) 

This problem is known as FCLS spectral unmixing (Heinz et al., 2003), which is arguably the most popular 

spectral unmixing approach. The result of the FCLS algorithm is a single value estimate of endmember 

abundances, which minimizes the squared residual as shown in Eq. (10). The solution proposed by Heinz 

et al. (2003) is used in this research, with an implementation in Python environment using PySptools 

(Therein, 2018). 

 

In scenarios when endmember spectra are unknown, the endmember spectra need to be derived first 

before the spectral unmixing is performed. For this purpose, methods such as N-FINDR are commonly 

utilized. 

3.5. Bayesian Spectral Unmixing (BSU) 

In contrast to the deterministic FCLS approach, which results in a single estimate of the abundances, BSU 

assumes that the abundances are unknown random variables characterized by probability distributions. As 

with other Bayesian approaches, the goal of the BSU method is to obtain estimates of these probability 

distributions, known as the posterior distributions (Aster et al., 2013). The latter represent the most general 

solution to the inverse problem and encodes everything we know about the parameters of interest given 

prior assumptions on their plausible values, assumptions on our forward model and observed data. This 

type of probabilistic approach offers a natural and general platform for assessing and/or modelling 

uncertainties (Gregory, 2005; Robert & Casella, 2010). In summary, BSU is developed within the general 

Bayesian framework by looking at the probabilistic relationship between the model parameters (abundance 

and the variance of the error in this case) and the observed data through the mixing model. 

 

Following Bayes’ Theorem, the conditional probability distribution of a model parameter (𝑚 ) given 

observation (𝑦)  and a prior probability of model parameter can be expressed as: 

 

𝑝(𝑚|𝑦) =
𝑝(𝑦|𝑚)𝑝(𝑚)

𝑝(𝑦)
 

 

(11) 

 

Where 𝑝(𝑚|𝑦) denotes the posterior probability of the model parameter 𝑚 given the observed data. 𝑝(𝑦|𝑚) 

denotes the probability of observing the data 𝑦 given a particular model parameter 𝑚; when a particular 

value of 𝑦 is considered, this probability function becomes a function of 𝑚 and is referred to as the 

likelihood function 𝐿(𝑚 ). The probability function 𝑝(𝑚)  denotes the probability assigned to the model 

parameter 𝑚 before observing the data 𝑦; it is referred to as the prior probability of 𝑚. 
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The term 𝑝(𝑦) denotes the probability of observing the data 𝑦 regardless of any model parameter, which 

is also called marginal likelihood or evidence. 𝑝(𝑦) serves as a normalization factor to ensure the posterior 

probability integrates to one over all possible model parameters. In parameter estimation problems, an 

explicit consideration of 𝑝(𝑦) is not necessary, as it only acts as a normalization constant without affecting 

the shape of the posterior distributions (Aster et al., 2013). With these considerations, Eq. (11) is often 

rewritten as: 

 

𝑝(𝑚|𝑦) ∝ 𝐿(𝑚)𝑝(𝑚)  (12) 

 

Where ∝ denotes proportionality and we have introduced 𝐿(𝑚) = 𝑝(𝑦|𝑚). In many cases of practical 

importance, analytical solutions to Eq. (12) are not feasible, and the only way to obtain estimates of it is 

via MCMC methods (Gregory, 2005). This method is implemented in this research to approximate the 

posterior distribution of the model parameters by generating a set of random samples that tends to 

converge toward the high-probability region of the posterior distribution. In the case of spectral unmixing 

performed in this study, the model parameters of interest are mineral abundances 𝒂 and error variance 𝜎2. 

In the next section we will provide a high-level summary of MCMC algorithm that is employed in this 

research, followed by the description of all the main terms in Eq. (12) and the sampling methods. 

3.5.1. Summary of The MCMC method 

In BSU, we aim to estimate the abundances of the endmembers and their associated uncertainties by 

analysing the full posterior distribution in Eq. (12). The full posterior distribution combines the likelihood 

function, which represent the probability of observing the data given a set of model parameters (i.e. 

mineral abundances and model variance), and the prior probability, which reflects our initial state of 

knowledge of the model parameters before observing the data. Detailed discussion of the likelihood and 

prior are presented in Section 3.5.2 and Section 3.5.3. In this section we will discuss the high-level 

summary of the methods. 

 

We approximate Eq. (12) using a MCMC algorithm. Specifically, this research employs a variation of the 

Metropolis-Hastings (MH) algorithm (Hastings, 1970; Metropolis et al., 1953). The MH algorithm works 

by creating a MCMC chain that approximates the true posterior is created by accepting or rejecting 

proposed random samples at each iteration using a selection criterion: the Metropolis criterion (see 

Section 3.5.5). By selectively accepting proposed samples according to their probabilities, the MCMC 

algorithm constructs a chain with an equilibrium distribution equal to the posterior distribution (i.e. it 

replicates the true posterior). After sufficient number of iterations, the density of the MCMC chain will 

approximate the true posterior distribution of the model parameters. 

3.5.2. Likelihood Function 

The likelihood function is a fundamental ingredient of Bayesian inference for assessing how well a given 

set of model parameters explains observed data. It measures the probability of the observed data given 

specific model parameter values within a statistical model. Following common practice, we assume that 

the errors (𝒏) in the mixture model Eq. (1) and Eq. (2) come from measurement (e.g. instrument noise) 

and modelling uncertainties that follow normal distributions and are independent and identically 

distributed1. With these assumptions, the likelihood function can be expressed as: 

 

 
1 In practice these assumptions are hard to test and validate but at this stage of analysis it is necessary to make as it 
makes the problem more tractable and allow us to continue and make progress with the analysis. 
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𝑝(𝒚|𝑬 ∙ 𝒂, 𝜎2) =  𝐿(𝑬 ∙ 𝒂, 𝜎2) = 𝐿(𝒂, 𝜎2)

=
1

(2𝜋𝜎2)
𝑛

2⁄
 exp (− 

1

2𝜎2
 ||𝒚 − 𝑬 ∙ 𝒂||2

2) 

 

(13) 

 

Note that in this likelihood function, ||𝒚 − 𝑬 ∙ 𝒂||2
2  represent the residual of the modelled spectra and the 

observed data. The lower the residual term, the better the modelled spectra fit the observed data and the 

higher the likelihood of the model. The likelihood function thus integrates our theoretical model (𝑬 ∙ 𝒂), 

the data (𝑦) and the model variance (𝜎2) into a single function. The variance is commonly considered a 

constant, but in this research, we will also consider it as a model parameter and seek estimates of its 

posterior probability. A higher variance will result in the broader uncertainty and vice versa.  

 

The endmember matrix 𝑬  is considered known and constant, either as a result of an endmember 

extraction algorithm, independent measurement, or spectral libraries. The values of 𝒂 and 𝜎2 are treated 

as free parameters that are partly controlled by their prior probability, as discussed below. 

3.5.3. Prior Probability 

Bayesian models require a formulation of prior information about the model parameters. For our 

problem, the main model parameters are the abundances of the mineral phases in the mixture. As with any 

compositional data, the mineral abundances need to be non-negative and sum-to-one. The Dirichlet 

distribution 𝒟(𝒂), also known as the multivariate beta distribution, satisfy these conditions (Ng et al., 

2011) and it is therefore chosen as the prior probability distribution for the abundance parameters. The 

probability density function of a Dirichlet distribution can be written as: 

 

𝑝(𝒂|𝜶) =
Γ (∑ 𝛼𝑖

𝐾
𝑖=1 )

∏ Γ(𝛼𝑖)𝐾
𝑖=1

 ∏ 𝑎𝑖
𝛼𝑖−1

𝐾

𝑖=1

 

 

(14) 

  

Where {𝑎𝑖}𝑖=1
1=𝐾  belongs to 𝐾 − 1  simplex, i.e. non-negative and sum-to-one, and Γ(∙)  is the gamma 

function. The Dirichlet distribution has one hyperparameter 𝜶 which describes the spread and centrality 

of the distribution in the simplex. To describe the lack of strong prior knowledge on the abundance 

parameter, 𝜶 is commonly fixed with a value of one, such as {𝛼1,𝛼2,, … , 𝛼𝐾, } = {1, 1, … ,1}. This means 

that the prior probability of abundance for each mineral is uniform on the simplex or equally likely for 

every value as long as it is non-negative, and the sum equals one. 

 

For three parameters, the Dirichlet distribution can be visualized with a ternary diagram. The influence of 

𝜶 in three parameters case is shown in Figure 7. In the case of a uniform Dirichlet distribution, the 

probability for any point outside the triangle is 0 and the probability of any point inside the triangle is a 

constant. 

 

The variance parameter is non-negative by definition, and for this case, the value is expected to be small or 

near zero. Following the recommendation of Gelman (2006) for such a requirement, the Half-Cauchy 

distribution ℋ𝒞(𝜑, 𝜏) is chosen for this parameter. The probability density function of the Half-Cauchy 

distribution is described as: 

 

𝑝(𝜎2|𝜑, 𝜏) =
2

𝜋𝜏(1 + (
𝜎2 − 𝜑

𝜏 )2)
 

 

(15) 
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Figure 7. Illustrations for three parameters Dirichlet distributions with different value of 𝜶. The right most 

illustration where 𝜶 = {1,1,1} is uniform Dirichlet which is used as prior probability distribution for abundance in 

this study. 

In this case, 𝜎2  depends on the location hyperparameter ( 𝜑 ) and scale hyperparameter (𝜏)  which 

influence the peak, and the spread of the Half Cauchy distribution as illustrated in Figure 8. In this 

research we will generally assume that 𝜑 is a constant based on our understanding of the uncertainty, and 

let 𝜏  as a free parameter following a Jeffrey uninformative hyperprior defined by: 

 

 

 
Figure 8. Illustrations for the influence of different values of 𝜑 and 𝜏 for Half Cauchy distributions. 

3.5.4. Posterior 

By substituting the likelihood function and prior probability into the posterior in Eq. (12), and assuming 

independence between 𝒂 and 𝜎2, the posterior becomes: 

 

𝑝(𝒂, 𝜎2|𝒚) ∝ 𝐿(𝒂, 𝜎2)𝑝(𝒂|𝜶) 𝑝(𝜎2|𝜑, 𝜏) 𝑝(𝜏) (17) 

 

With 𝑬, 𝜶, and 𝜑 assumed constant, as described in previous sections. The Figure 9 below illustrates the 

hierarchical relationships among the variables in Eq. (17). For numerical stability, the calculations for Eq. 

(17) will be performed in the natural logarithm domain. 

 

𝑝(𝜏) =
1

𝜏
 

(16) 
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Figure 9. Directed Graph illustrating the hierarchical relationship between parameters in posterior described in (17) 

3.5.5. Sampling Strategy 

To be able to evaluate the full posterior probability of the model parameters from Eq. (17), MCMC 

sampling strategy is implemented to sample a series of random values for 𝒂, 𝜎2, and 𝜏 in a manner that 

ensures convergence toward the actual probability distribution. In MCMC sampling chains, the probability 

of a random model parameter 𝜃𝑟 to be accepted as a sample only depends on previously accepted random 

samples 𝜃𝑟−1 by evaluating the proposed random samples 𝜃𝑝𝑟𝑜𝑝. 

 

The sampling method that is employed in this research is a variation of the MH algorithm (Hastings, 1970; 

Metropolis et al., 1953). The parameters are sampled one at a time where in each iteration there is a 50% 

probability of updating any given parameter, meaning that each parameter has an equal chance of being 

selected for an update. 

 

At every iteration, a random sample from the model parameters 𝜃𝑝𝑟𝑜𝑝. is proposed following a proposal 

distribution (𝑞). This proposal distribution is a probability distribution that defines the probability of 

proposing a new random sample given the previously accepted sample. The proposed move 𝜃𝑝𝑟𝑜𝑝 will be 

accepted as the current sample in the chain 𝜃𝑟 , or get rejected based on the Metropolis acceptance 

criterion (Aster et al., 2013), sets as: 

 

𝜃𝑟  {
    𝜃𝑝𝑟𝑜𝑝       ,    𝛼( 𝜃𝑟−1, 𝜃𝑝𝑟𝑜𝑝) ≥ 𝑢     

 𝜃𝑟−1         ,    𝛼( 𝜃𝑟−1, 𝜃𝑝𝑟𝑜𝑝) < 𝑢  
 

 

(18) 

 

Here 𝑢~𝒰(0,1) is a random number between 0 and 1, and  𝛼( 𝜃𝑟−1, 𝜃𝑝𝑟𝑜𝑝) = min (1, 𝑅) is the acceptance 

probability where: 

 

 

As the posterior is calculated in logarithm scale, log of 𝑅 and 𝑢 will be used instead. 

 

The proposal distribution therefore plays an important role in the efficiency of the sampling process. If 

the spread of the proposal distribution is too wide, the random samples might explore the whole 

parameter space quickly, but many proposed samples will be rejected since they fall in low-probability 

region of the posterior distribution.  If the spread is too narrow, a high number of proposed samples 

might be accepted, but the chain could be too slow to reach the high-probability area. Therefore, it is 

essential to tune the spread of the proposal distribution to explore the parameter space efficiently without 

rejecting too many samples. In this research, we used acceptance ratio as a proxy for sampling efficiency. 

𝑅 =
𝑝(𝜃𝑝𝑟𝑜𝑝|𝑦)

𝑝(𝜃𝑟−1|𝑦)

𝑞(𝜃𝑟−1|𝜃𝑝𝑟𝑜𝑝)

𝑞(𝜃𝑝𝑟𝑜𝑝|𝜃𝑟−1)
  

(19) 



 

   21 

Whenever possible, we aim to tune the acceptance ratio be around 25% to 50% (Gregory, 2005; Robert 

& Casella, 2010) 

3.5.5.1. Sampling for 𝒂 

Since abundance is strictly bounded by non-negativity and sum-to-one constraints, a proposal distribution 

that can sensibly sample this parameter is also a Dirichlet distribution, which is the same as its prior 

probability distribution. 

 

 

Note that in (20),  t1(𝒂𝑟 + ε) is used as 𝒂, instead of {1,1, … 1} as in the prior probability distribution. 

Here t1  is a constant representing the spread of the proposal distribution and ε is a small value that 

prevents division by zero in (14) in case some of the endmember abundance is absent from the mixture. 

This setup makes the proposal distribution to be always cantered around the previous sample with spread 

defined by t1. Figure 10 illustrate the influence of 𝐚 and t1 to the Dirichlet proposal distribution shape. 

 

 
Figure 10. Three parameters’ illustrations for the influence of 𝒂 and 𝑡1for the shape of Dirichlet distributions used a 

proposal distribution.  

To calculate acceptance ratio for 𝒂, we derive 𝑅 from (19). In logarithm form, it defined as: 

 

 

Here, log 𝑝(𝒂𝑝𝑟𝑜𝑝, 𝜎𝑟−1
2 |𝒚)  and log 𝑝(𝒂𝑟−1, 𝜎𝑟−1

2 |𝒚)  represent the log posterior probabilities of the 

proposed and previously accepted values of 𝒂 , respectively, as defined by Eq. (17). The term  

log 𝑞1(𝒂𝑟−1|𝒂𝑝𝑟𝑜𝑝) and log 𝑞1(𝒂𝑝𝑟𝑜𝑝|𝒂𝑟−1) correspond to the log probability density function of the 

proposed value of 𝒂 given the previously accepted value and vice versa, which in the case of Dirichlet 

distribution, can be computed using Eq. (14). 

𝒂𝑝𝑟𝑜𝑝~ 𝒟(t1(𝒂𝑟 + ε)) (20) 

log 𝑅 = log 𝑝(𝒂𝑝𝑟𝑜𝑝, 𝜎𝑟−1
2 |𝒚) − log 𝑝(𝒂𝑟−1, 𝜎𝑟−1

2 |𝒚) + log 𝑞1(𝒂𝑟−1|𝒂𝑝𝑟𝑜𝑝) − 

                log 𝑞1(𝒂𝑝𝑟𝑜𝑝|𝒂𝑟−1) 

(21) 
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3.5.5.2. Sampling for 𝝈𝟐 and 𝝉 

In accordance with the hierarchical structure outlined in Section 3.5.4, the initial step involves proposing a 

random value for 𝜏𝑝𝑟𝑜𝑝. This proposed sample is generated from a normal distribution, with the mean set 

to the last accepted value of 𝜏𝑟−1 and a standard deviation of  𝑡2. Given that 𝜏 is expected to be close to 

zero, this method may often propose negative values, potentially reducing the efficiency of the sampling 

process. To address this issue, the logarithm of 𝜏𝑝𝑟𝑜𝑝 is sampled first using the log of 𝜏𝑟−1 as the mean. 

For 𝑢 = log 𝜏𝑝𝑟𝑜𝑝, we have: 

 

 

The actual value of 𝜏𝑝𝑟𝑜𝑝 can be obtained afterwards by the inverse transformation of 𝑢, where 𝜏𝑝𝑟𝑜𝑝 =

𝑒𝑢 . Using this value, the sample for  𝜎𝑝𝑟𝑜𝑝
2  then can be proposed directly from the Half Cauchy 

distribution: 

 

 

This transformation of model parameters requires additional Jacobian terms in the acceptance ratio to 

accommodate the change in parameter space (Gelman et al., 2013). The Jacobian term (𝐽) in this case can 

be described as: 

 

 

This Jacobian term needs to be added for the proposed sample and previously accepted sample in 

calculation of the acceptance ratio. In logarithm form 𝑅 from (19) then can be described as: 

 

log 𝑅 = log 𝑝(𝒂𝑟−1, 𝜎𝑝𝑟𝑜𝑝
2 |𝒚) − log 𝑝(𝒂𝑟−1, 𝜎𝑟−1

2 |𝒚) + log 𝑞2(𝜏𝑟−1|𝜏𝑝𝑟𝑜𝑝) − 

                log 𝑞2(𝜏𝑝𝑟𝑜𝑝|𝜏𝑟−1) + log 𝜏𝑝𝑟𝑜𝑝 − log 𝜏𝑟−1 

 

 

(25) 

Where log 𝑞2(𝜏𝑟−1|𝜏𝑝𝑟𝑜𝑝) and  log 𝑞2(𝜏𝑝𝑟𝑜𝑝|𝜏𝑟−1) correspond to the log probability density function of 

the proposed value of 𝜏 given the previously accepted value and vice versa. Since the proposal distribution 

in symmetrical, then log 𝑞2(𝜏𝑟−1|𝜏𝑝𝑟𝑜𝑝) −  log 𝑞2(𝜏𝑝𝑟𝑜𝑝|𝜏𝑟−1) = 0. 

3.5.5.3. MCMC sample post-processing 

Since MCMC chains are initiated with a random point (usually with low probability) in parameter space, it 

takes n iterations until the high probability region of the posterior is found by the sampler. To get a 

reliable estimate of the posterior distribution, these samples need to be discarded from the chain. This 

initial period of sampling, before the chain starts sampling the true posterior, is called the burn-in period. 

 

There exist different metrics and approaches to estimate burn-in periods, but the simplest, and arguably 

the most effective, is visually inspecting the trace plots of the sampling chains. Trace plots are diagnostic 

tools in MCMC, where the sampling chains are plotted against the iteration number. The burn-in period 

can be identified in the trace plots by looking at the point where the samples start to become stationary 

(i.e. sample values fluctuating around a stable mean). Figure 11 shows an example of a trace plot of a 

single model parameter and its burn-in period threshold. 

 

𝑢~ 𝒩(log 𝜏𝒓−𝟏 , 𝑡2) (22) 

 𝜎𝑝𝑟𝑜𝑝
2 ~ ℋ𝒞(0, 𝜏𝑝𝑟𝑜𝑝) (23) 

𝐽 = |
𝑑

𝑑𝑢
𝑒𝑢| = 𝑒𝑢 

(24) 
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Figure 11. Example of trace plot of a single MCMC chains and how it can be used to identify the burn-in periods. In 

this example, the burn-in threshold can be identified at 𝑥 = 12000. 

The expected value for the model parameter can be estimated by taking a statistical measure of central 

tendency (mean, median, or mode) of the marginal posterior distribution or the subset of the posterior 

distribution for a given model parameter. When the marginal posterior distribution is approximately 

Gaussian, the mean, median, and mode will essentially be the same. Unless stated otherwise,  the median 

value is used in this thesis as the measure of the expected value. The confidence interval of the estimation 

is defined as the range between the 5th percentile to the 95th percentile. 

3.6. Accuracy Assessment 

Two types of accuracy measure are used in the study. For spectral unmixing accuracy, the abundance 

values obtained from the spectral unmixing are compared with the actual abundance values. RMSE will be 

used to measure the accuracy and in the report will be referred to as Prediction Error 

 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 = √∑
(𝑎̂𝑛 − 𝑎𝑛)2

𝑛

𝑛

𝑖=1

 ×  100% 

 

(26) 

 

Where 𝑛 is the number of endmembers, 𝑎̂𝑛 is the spectral unmixing abundance estimation of endmember 

𝑛 and 𝑎𝑛 is the actual abundance values of endmember 𝑛. 

 

Other accuracy measurement is the measure of fit between the modelled spectra and the actual observed 

spectra which referred as the reconstruction error: 

 

𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 =

√∑
(𝑦̂𝑖 − 𝑦𝑖)2

𝑛
𝑛
𝑖=1

max(𝒚) − min(𝒚)
 ×  100% 

 

(27) 

 

Where �̂� is the modelled/reconstructed spectra and 𝒚 is the observed mixed spectra. This is essentially a 

Root Mean Square Error (RMSE) divided by the data range, allowing an objective comparison of errors 
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between two datasets irrespective of their range. Note that the result of a BSU analysis is not a single 

estimate, but a multi-dimensional probability function. In order to apply Eq. (26) and Eq. (27) to this case, 

an expectation value needs to be assigned first. Unless indicated otherwise, we will use the median of the 

posterior distributions. 

 

Reconstruction Error also used as the measure to compare the performance between mixture models. 

Following the mixture model described in Eq. (1) and Eq. (2), mixed spectra can be modelled or 

reconstructed if the pure endmember spectra and their fractional abundance are known. This operation is 

often referred to as a forward operation as opposed to the unmixing problem, which is an inverse 

operation. In this study, we refer to the forward operation as spectral reconstruction. We used spectral 

reconstruction to compare the performance between two mixture models. Since all variables in Eq. (1) and 

Eq. (2) are known, the reconstructed spectra (�̂� =  𝑬𝒂 + 𝒏) can be compared to the actual measured 

mixed spectra (𝒚) for both the reflectance and the SSA spectra. The difference between the measured and 

the reconstructed spectra is referred to as the reconstruction error which is defined by: 

3.7. Research Stages 

Before applying BSU to real samples, an initial analysis was conducted on a simpler, synthetic dataset to 

gain a better understanding of the problems and to evaluate the performance of the methods. Given that 

BSU on hyperspectral image is computationally expensive, these preliminary experiments were necessary 

to refine the unmixing approach and optimize resource usage. The research was structured in the 

following stages: 

 

The first stage involved creating computer-generated mixtures of known compositions, specifically of 

calcite, quartz, muscovite, and kaolinite spectra from USGS Spectral Library. The objective of this stage 

was to validate the implementation of BSU and understand its behaviour in a controlled environment. The 

results were evaluated by comparing the estimated abundances and variance values against the known 

inputs. This stage aimed to ensure that BSU provides accurate results. The results were also compared 

with those obtained using FCLS. 

 

The second stage focused on unmixing real powder mixtures, for testing in a more complex and realistic 

scenario. Actual powder mixtures of calcite, quartz, muscovite, and kaolinite were used. Different 

assumptions on mixture models were first tested to determine the most suitable mixture model for 

representing the mineral mixtures. The performance of BSU was evaluated in this condition and also 

compared with FCLS. Additionally, the influence of different spectral processing techniques on the 

unmixing results was examined. This stage aimed to refine the BSU methodology and assess its robustness 

and accuracy in more complex conditions, providing insights into the practical challenges in unmixing of 

real physical datasets. 

 

Building upon the understanding gained from these experiments, the final stage involved in applying the 

refined unmixing strategy with BSU in a core sample. The results were compared to those from FLCS to 

highlight the strengths and limitations of BSU practical applications. 
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4. RESULTS 

4.1.  Computer-Generated Mixtures 

 

For the first experiment, a mixed spectrum composed of  10% calcite, 30% quartz, 40% muscovite, and 

20% kaolinite was generated using the endmember spectra from the USGS Spectral Library (Figure 1) and 

the LMM (as explained in the Section 5.2.2, the choice of LMM, H1 or H2 is immaterial in this case as all 

options produce similar results). The resultant mixed spectrum was then contaminated by Gaussian noise 

characterized by a mean of 0 and varying variance (𝜎2) as shown in Figure 12. 

 

 
Figure 12. Computer-generated mixtures of 10% calcite, 30% quartz, 40% muscovite, and 20% kaolinite 

contaminated by Gaussian noise with different 𝜎2 

Provided the mixed spectra carries enough information content, a correct implementation of the BSU 

algorithm should be able to retrieve the full posterior distribution of all model parameters, including that 

of the added variance (i.e. the data noise). We will use the spectra contaminated with the most extreme 

Gaussian noise (𝜎2 = 2.5 × 10−3)  as an example to illustrate the procedure of BSU and its key 

difference with FCLS. 

 

As stated in Section 3.5.5, to ensure the efficiency of the BSU algorithm, step sizes (𝑡1, 𝑡2) need to be 

tuned heuristically. In this case we obtain the step size of 𝑡1, = 1,000 and 𝑡2 = 0.1 resulting in acceptance 

ratio of abundance 𝒂 = 46.7% and 𝜎2 = 5.66%.   

 

After tuning the step size, the next step is to remove the burn-in samples. Figure 13 displays the trace 

plots of the BSU results for all model parameters. The top row of the figure shows that the random 

sample for 𝒂 and 𝜎2  initially start from arbitrary values and eventually settle into a stationary phase, 

oscillating around a single mean. These initial random samples before the chain becomes stationary is what 

referred to as burn-in samples (see Section 3.5.5.3). In this case we set the burn-in threshold as 𝑛 =

5,000, indicating that the first 5,000 random samples were discarded. The bottom row of the Figure 13 

shows the sampling chain after the burn in samples is removed.  This steps of tuning the step size and 

removing the burn in period need to be done in BSU to acquire a representative random sample of the 

posterior. To keep the report concise, we will no longer include trace plots for subsequent BSU results. 

 

One of the key advantages of BSU is that the full posterior distribution provides a comprehensive 

understanding of the uncertainties and correlations between model parameters. However, the full 

posterior distribution of the model parameters is complex to visualize as it exists in a high-dimensional 

parameter space. To address this, corner plots containing joint distributions and marginal distributions are 

typically used to visualize the results (Figure 14). This plot provides a visualization of the marginal 

posterior distribution of each model parameter and its corelations between other model parameters.  
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Figure 13. Trace plot illustrating the sampling chains of BSU for the sample with noise level of 𝜎2 = 2.5 × 10−3 

(Figure 12 right) before burn-in removal (top row) and after 𝑛 = 5000 burn-in removal (bottom row)  

 
Figure 14. Corner plot of model parameters for the sample with noise level of 𝜎2 = 2.5 × 10−3 (Figure 12 right). 

The red line represents the expected value of BSU result (median). Dashed lines in the histogram plots represent the 

90% confidence intervals. Green lines represent the true values. Purple lines represent FCLS results (for 

comparison). Result for 𝜏 is not shown for clarity and because it is not a model parameter of interest. 
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In Figure 14, the plot displays one-dimensional histograms along the diagonal which represent the 

marginal posterior distributions of each model parameter. The off-diagonal plots show the density plots of 

pairwise correlations between model parameters. This allows us to observe not only the uncertainty 

associated with each parameter, but also how changes in one parameter might affect another.  

 

In this case, we can observe that calcite-quartz, quartz-muscovite, muscovite-kaolinite, and calcite-

kaolinite exhibit strong negative correlations. This means that an increase in one parameter is 

accompanied by the decrease in the other. On the other hand, calcite-muscovite and quartz-kaolinite show 

positive correlations, indicating that an increase in one parameter is accompanied by an increase in the 

other. 

 

As expected, given the simple setup, the single-value prediction from FCLS and the expected values 

(median) from BSU are in   good agreement with the true values. Importantly, BSU was also able to 

retrieve the variance value with a good precision.   

 

Figure 15 illustrates further how FCLS differs from BSU in modelling the observed mixed spectrum. In 

this example of spectra with high Gaussian noise, FCLS attempts to fit a single spectrum that minimizes 

the overall error the data. On the other hand, BSU models the observed spectrum by a distribution of 

spectra that is likely to be the true spectrum under the given noise, which in Figure 15 is represented by 

the range of 5th and 95th percentile of the distribution (90% confidence interval). This distribution of 

spectra is directly related to the distribution of abundance parameter shown in Figure 14. 

 

 
Figure 15. Modelled spectra obtained from the unmixing results of FCLS and BSU of computer-generated sample 

contaminated with gaussian noise of 𝜎2 = 2.5 × 10−3 (Figure 12 right).  

In a practical application, we are interested in the accuracy of the mineral abundance obtained by the 

spectral unmixing. In this research, we are measuring this accuracy in terms of RMSE of the predicted 

abundance and the real abundance value, which is referred to as the prediction error (see Section 3.6). 

With reference to the 5 set of spectra shown in Figure 12, the prediction errors of BSU and FCLS are 

presented in Table 3. While the prediction errors of BSU is generally smaller than those of FCLS, the 

difference is small and both approaches show robustness even under the influence of extreme Gaussian 

noise. 

 

To further evaluate the algorithm, 100 additional computer-generated mixtures were created. This time 

using a more reasonable gaussian noise of 2.5 × 10−5. Each mixture was unmixed using BSU and FCLS. 

The distribution of the prediction errors is shown in Figure 16. The mean prediction errors for BSU and 

FCLS are 0.415% and 0.512%, respectively. These results indicates that our implementation of the BSU 

explained in Section 3.6 is correct. 



 

28 

 
Table 3. Comparison of prediction error between FCLS and BSU for five spectra presented in Figure 12. 

Prediction Error (%) 

Unmixing 

Method 

Gaussian Noise Variance (𝜎2) 

0 1 × 10−6 2.5 × 10−5 1 × 10−4 2.5 × 10−3 

FCLS 0.027 0.168 0.068 1.234 2.091 

BSU 0.001 0.142 0.048 1.245 1.467 

 

 
Figure 16. Prediction Error histograms of FCLS and BSU from 100 computer-generated samples.  

The computations were performed on the ITC Geospatial Computing Platform (Girgin, 2021) equipped 

with 72 vCPUs (Intel x86-64), 768 GB RAM, and an NVIDIA RTX A4000 GPU. The process utilized 

only a single thread. For 100 spectra, the computation time was 0.08 seconds for FCLS and 276.95 

seconds for BSU. 

4.2. Powder Mixtures Result 

With the powder mixture data, we can assess how well the mixture models reconstruct measurements and 

how effectively BSU identifies the modal composition of real mixtures. The spectra measurement results 

of all powder samples are included in Appendix 1. Additionally, the influence of different spectral 

processing methods was also explored.  

4.2.1. Spectral Reconstruction of Mixture Models 

In analysing the powder mixtures, all variables in Eq. (1) and Eq. (2) were known, allowing a test for the 

ability of the mixing model to describe the data. This section reconstructs and compares the mixed spectra 

using three mixture models: the linear mixture model (LMM), and linearized mixture model using Hapke 

Model with the assumption of isotropic scattering (H1), and anisotropic scattering (H2) (See Section 3.1 

for detail description of the mixture model). Eq. (1) were used for LMM, and the operation is 

straightforward. For H1 and H2 reflectance data should be converted first to SSA before Eq. (2) was used 

for reconstruction. The endmember spectra used for reconstruction are shown in Figure 17. 

 

From Figure 17, we can visually observe that the SSA spectra obtained with the Hapke Model (both H1 

and H2) tends to compress the spectra towards higher values (i.e. closer to one) due to the non-linear 

nature of the Hapke Model. As a result, the spectra of calcite and quartz have similar SSA along the 
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considered wavelength range. Additionally, the difference in assumptions between H1 and H2 does not 

result in significantly different SSA spectra. 

 
Figure 17. Endmember spectra used for spectral reconstruction using LMM, H1 and H2 mixture models. Note the 

different y-axis for reflectance spectra and SSA spectra. 

To measure the performance of each mixing model, we are using reconstruction error which are defined 

as relative RMSE of the modelled spectra and the observed spectra (see Section 3.6). Table 4 lists the 

reconstruction error for each powder mixture. The reconstruction error of LMM is 10.17%, for H1 is 

1.80%, and for H2 is 1.81%. Overall, both H1 and H2 have significantly smaller reconstruction error 

compared to LMM. The reconstruction results of LMM, H1, and H2 mixture models for CM sample 

series are shown in Figure 18 (See Appendix 2 for the reconstruction of the whole samples). 

 
Table 4. Reconstruction Error of each sample of using the three different mixture models. 

Average Reconstruction Error (%) 

Sample LMM H1 H2 

CK1 3.27 0.53 0.57 

CK2 8.15 0.89 1.2 

CK3 15.52 1.22 0.97 

CK4 12.67 1.1 0.8 

QK1 13.08 2.71 2.21 

QK2 17.69 4.88 4.35 

QK3 8.72 1.73 1.52 

QK4 2.12 3.66 3.8 

CM1 5.76 2.53 2.41 

CM2 9.75 1.56 1.57 

CM3 12.24 2.13 2.78 

CM4 8.94 0.86 1.27 

CKM1 10.36 1.87 1.92 

CKM2 4.39 1.46 1.46 

CKM3 12.12 1.1 1.23 

CKM4 12.44 1.56 1.72 

CKMQ1 11.23 1.18 1.59 

CKMQ2 12.29 2.06 1.74 

CKMQ3 12.17 1.11 0.72 

CKMQ4 10.44 1.93 2.48 

Average 10.17 1.80 1.81 
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Additionally, we also tested the influence of different spectral processing methods on the reconstruction 

of the observed spectra. The results of these tests are summarized in Table 5. Across all three mixture 

models, each spectral processing method consistently reduced the reconstruction error, with the first 

derivative method showing the most significant improvement. 
 

 
Figure 18. Comparison between actual spectra and reconstructed spectra of CM sample series with LMM (top row), 

H1 (middle row), and H2 (bottom row). CM 1 consist of 11% calcite and 89% muscovite, CM 2 consist of 31% 
calcite and 69% muscovite, CM3 consist of 71% calcite and 29% muscovite, and CM4 consist of 90% calcite and 

10% muscovite. 

Table 5. Influence of spectral processing method for spectra reconstruction of the powder mixtures with each 
mixture model. 

Reconstruction Error (%) 

Mixture Model 
No Additional 

Processing 
Hull Removal First Derivative Normalization 

LMM 10.17 5.13 3.35 4.32 

H1 1.80 1.34 0.81 1.32 

H2 1.81 1.31 0.84 1.34 

4.2.2. Spectral Unmixing of Powder Mixtures 

The H1 mixture model was chosen for the spectral unmixing of the powder mixtures, as it demonstrated a 

high accuracy in terms of reconstruction error and faster computation time. For a better performance of 

the BSU, we will include information about the expected value related to the uncertainty in its prior 

probability. Using the same H1 model, Mustard & Pieters (1989) reported errors of up to 6% for high 

albedo materials. In the spectra reconstruction test conducted for H1 in this study, we also observe a high 
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reconstruction error up to 4.88% (Table 4). As we are not yet explicitly considering any other source of 

uncertainty, we will use a conservative estimate of 6% for this study, which for our data translates to 𝜑 =

5 × 10−6  for our prior probability. The step sizes 𝑡1 = 1,000 and 𝑡2 = 1  were selected heuristically, 

resulting in acceptance ratios of 46.85% for 𝒂 and 6.68% for 𝜎2.  

 

 
Figure 19. Corner plot for the posterior distribution of sample CKMQ 1. The red line represents the expected value 

of BSU result (median) with the stripped lines in histograms represent its 90% confidence interval, green line 

represents the actual values, and purple line represent FCLS results for comparison. 

The resulting posterior distribution for sample CKMQ 1 is presented in Figure 19, with its corresponding 

modelled spectra shown in Figure 20. CKMQ 1 sample was chosen as an example because it contains all 

four minerals, and its posterior distribution is representative of all other samples with four minerals. The 

prediction error of this sample is 4.04%. We get generally good estimates of quartz and calcite, with their 

true values within the 90% confidence interval of the posterior. In contrast, the ‘true’ value of muscovite 

and kaolinite lie outside the 90% confidence interval of the posterior, but still within the range of the 
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possible values. The same observation can be made for all other samples, which are summarized in Table 

6. We will discuss further about this observation in Section 5.2.2. 

 

 
Figure 20. Modelled spectra obtained from the unmixing results of FCLS and BSU sample CKMQ 1. 

Table 6. BSU results for all powder mixture samples. P50 represent the median or the expected value of the BSU 

estimate, and P95-P5 represent the 90% confidence interval of the estimate. Green font mean that BSU result is 

higher than the actual value; red font means the result is lower than the actual value. The average prediction error of 

all samples is 4.13%. 

 
 
It is also interesting to observe that the negative correlation between calcite and quartz, as well as between 
muscovite and kaolinite, seen in Figure 19, is also reflected in Table 6. This trade-off indicates that the 
underestimation of one mineral tends to be compensated by the overestimation of the other. 
 

Despite the fact that the uncertainty modelling is still preliminary, the average prediction error of BSU 

(~6%) is significantly better than that from FCLS (>9%). A comparison between both methods in terms 

of prediction errors for each mineral is summarized in Figure 21. 
 

Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5

CK1 0.10 0.05 0.09 0.00 0.06 0.09 0.00 0.02 0.04 0.90 0.88 0.05 4.09

CK2 0.30 0.20 0.24 0.00 0.11 0.25 0.00 0.01 0.04 0.70 0.67 0.05 7.29

CK3 0.69 0.59 0.22 0.00 0.08 0.22 0.00 0.02 0.04 0.31 0.31 0.05 6.27

CK4 0.89 0.81 0.20 0.00 0.06 0.20 0.00 0.02 0.05 0.11 0.11 0.06 4.86

QK1 0.00 0.08 0.21 0.90 0.76 0.22 0.00 0.01 0.04 0.10 0.15 0.05 8.11

QK2 0.00 0.07 0.25 0.70 0.52 0.26 0.00 0.01 0.04 0.30 0.39 0.05 10.56

QK3 0.00 0.09 0.21 0.30 0.17 0.21 0.00 0.01 0.04 0.70 0.72 0.04 7.92

QK4 0.00 0.08 0.15 0.10 0.10 0.16 0.00 0.01 0.03 0.90 0.81 0.04 5.81

CM1 0.11 0.03 0.06 0.00 0.03 0.06 0.89 0.92 0.05 0.00 0.02 0.05 4.28

CM2 0.31 0.23 0.22 0.00 0.08 0.22 0.69 0.67 0.05 0.00 0.02 0.05 5.54

CM3 0.71 0.69 0.18 0.00 0.06 0.18 0.29 0.24 0.05 0.00 0.01 0.04 4.05

CM4 0.90 0.86 0.17 0.00 0.05 0.17 0.10 0.07 0.05 0.00 0.02 0.05 3.51

CKM1 0.35 0.24 0.24 0.00 0.10 0.25 0.29 0.16 0.08 0.36 0.50 0.08 12.09

CKM2 0.11 0.06 0.09 0.00 0.05 0.09 0.42 0.32 0.08 0.46 0.57 0.08 8.25

CKM3 0.44 0.32 0.30 0.00 0.12 0.30 0.11 0.08 0.08 0.45 0.48 0.08 9.04

CKM4 0.45 0.38 0.21 0.00 0.08 0.21 0.43 0.38 0.08 0.12 0.17 0.08 6.38

CKMQ1 0.25 0.26 0.38 0.26 0.26 0.39 0.24 0.18 0.08 0.26 0.31 0.08 4.04

CKMQ2 0.30 0.24 0.26 0.11 0.14 0.26 0.28 0.22 0.08 0.31 0.40 0.08 6.38

CKMQ3 0.10 0.11 0.28 0.70 0.68 0.28 0.09 0.07 0.08 0.11 0.14 0.08 2.60

CKMQ4 0.20 0.20 0.34 0.40 0.44 0.34 0.19 0.12 0.08 0.20 0.24 0.09 4.23

Average 0.31 0.28 0.22 0.17 0.20 0.22 0.20 0.18 0.06 0.31 0.35 0.06 6.26

Sample
Calcite Quartz Muscovite Kaolinite Prediction 

Error
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For muscovite and kaolinite, both methods show the same general trend of slightly overestimating 

kaolinite and underestimating muscovite. However, FCLS perform much worse than BSU in calcite and 

quartz. FCLS often severely overestimate the abundance of quartz and calcite when the minerals are 

absent from the mixtures. 

 
Figure 21. Comparison between BSU and FCLS results for every mineral. Each data points represents the prediction 

error of a single mixture powder sample. The closer the point to the diagonal line, the smaller the prediction error. 

4.2.3. Effects of Different Spectral Processing Methods 

The impact of hull removal, first derivative, and normalization on the results of BSU was evaluated. Figure 

23 illustrates the effect of each spectral processing method on the endmember SSA spectra. 

 

 
Figure 22. Different spectra processing results for endmember spectra 

Table 7 summarizes the effects of these three spectral processing techniques on the average prediction 

error. Additional results from BSU using different spectral processing methods are provided in Appendix 

3. Previously, these spectral processing were tested in spectral reconstruction and the results were reported 

in Table 5. It is interesting that while the first derivative showed the best performance in spectral 
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reconstruction, normalization demonstrates better results in this BSU analysis. This observation will be 

further discussed in Section 5. 

 
Table 7. Summary table for the effect of the spectra processing to the accuracy of BSU represented by average 

prediction error. 

Average Prediction Error (%) 

No Processing Hull Removal First Derivative Normalization 

6.26 6.84 10.84 6.05 

 

For a fair comparison between the modelled spectra, all three processed spectra are transformed back to 

its original SSA spectra and compared with the actual SSA spectra in Figure 23. The same CKMQ 1 

sample used for this example. 

 

 
Figure 23. Comparison between the modelled spectra and the actual spectra of sample CKMQ 1 of different 

processing method. All of the processed spectra are transformed back to the original SSA for a fair comparison. 

4.3. Core Sample Spectral Unmixing 

Building upon the insights from previous experiments with the powder mixtures, where the H1 mixture 

model with normalization proved most effective, we applied this approach to perform spectral unmixing 

on the hyperspectral image of the core sample. The process began with extracting endmember spectra 

from the hyperspectral image, followed by applying both BSU and FCLS algorithms for unmixing. 

 

Two approaches to spectral unmixing were conducted. The first approach, referred to as average-pixel 

spectral unmixing, involves averaging the spectra from every pixel before performing spectral unmixing on 

the resulting averaged spectrum using both FCLS and BSU to estimate the bulk mineralogy of the entire 

rock. While this approach does not provide detailed spatial information on mineral abundance, it is 

significantly faster because it reduces the entire image into a single spectrum. This makes it particularly 
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suitable for preliminary assessments of the spectral unmixing algorithm or when the primary objective is 

to determine the bulk mineral composition of the entire rock. 

 

The second approach is pixel-wise spectral unmixing, where each spectrum in every single pixel is 

independently unmixed. This method provides fractional abundance information of minerals for each 

pixel, offering a detailed spatial distribution of mineral abundance across the rock surface. Thus, it yields 

richer data for analysing the mineral distribution within the rock surface. 

 

For accuracy assessment, the prediction error is computed by comparing the unmixing result with 

QEMSCAN data. The QEMSCAN data used in this study only represent the bulk mineralogy of the 

whole rock. In average pixel unmixing, the abundance results can be directly compared with QEMSCAN 

data since both methods provide estimates of the bulk mineralogy of the rock sample. In pixel-wise 

spectral unmixing, the abundance results from each individual pixel are first averaged to derive the bulk 

mineralogy of the entire rock. This averaged result is then used to compute the prediction error, ensuring 

an accurate assessment of the overall mineral composition when compared with QEMSCAN data. 

4.3.1. Endmember Extraction 

Endmember extraction using N-FINDR algorithm was performed after transforming the hyperspectral 

image spectra into SSA using H1 mixture model and then normalize the spectra. The results of the 

endmember extraction are presented in Figure 24. 

 

 
Figure 24. Endmember extraction result with N-FINDR for core sample. The small squares on the image represent 

the purest pixel positions. 

4.3.2. Average-Pixel Spectral Unmixing 

In this approach we tested how the unmixing performs on a single average spectrum of the entire image. 

This approach may be considered when the interest is limited to obtain the bulk mineralogy abundance of 

the whole rock sample. This method significantly reduces the computation time for both FCLS and BSU, 

as it only operates on a single spectrum. Therefore, we will also use this data to tune for the optimal step 

size which will also be used for the pixel-wise spectral unmixing. The average spectrum of the whole 

image is shown in Figure 25 along with the endmember spectra for comparison. 
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Figure 25. Average rock spectra and endmember spectra of the core sample. 

 
Figure 26. Corner plot for the posterior distribution of the rock sample average spectrum. The red line represents 

the expected value of BSU result (median) with the stripped lines in histograms represent its 90% confidence 
interval, green line represents the actual values, and purple line represent FCLS results for comparison. 
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Using the same assumption of 6% uncertainty as in the powder mixtures, we obtain 𝜑 = 2.3 × 10−5 for 
the present sample. Since in the next step we will conduct the pixel-wise unmixing which require much 

computation time, here we consider reducing the number of iterations into 50,000 iterations. We set the 

step size of t1 = 100 and t2 = 0.5 with a burn-in period set to 5,000. We obtained acceptance ratios of 

54.81% for 𝐚, and 46.29% for σ2. The posterior distribution result is visualized in Figure 26. Since in 
the rock sample we are dealing with three mineral groups, we can visualize the full posterior distribution 
of the abundance of the mineral abundance in a ternary diagram (Figure 27).  

 

 
Figure 27. Posterior distribution of the mineral abundances. Red markers represent the expected values (median) of 

BSU result, purple markers represent the FLCS result, and green marker the abundance values obtained from 
QEMSCAN which considered as the actual values. 

Here, we observe much better results compared to the powder mixture spectral unmixing in Section 4.2.2, 

where all the actual values lie within the 90% confidence interval of the estimates. This will be discussed 

further in Section 5.2.2. Overall, we obtained a prediction error of 2.51% for BSU, compared to 3.88% 

for FCLS. 

4.3.3. Pixel-Wise Spectral Unmixing 

As briefly mentioned in Section 4.1, the computing time required to perform BSU is significantly greater 

than that needed for FCLS. This is especially true when considering hyperspectral unmixing on an image 

dataset, which in this case contains 90,000 pixels. Careful consideration is needed to reduce computing 

time. For this, we make use of the tuned valued from the average spectrum spectral unmixing in the 

previous chapter and obtained acceptance ratios of 53.78% for 𝒂, and 19.28% for 𝜎2.  

 

The results of BSU are depicted in Figure 28, where alongside the mineral abundance estimates, 

confidence interval images are also provided. In BSU, the variance 𝜎2 is modelled, and the corresponding 

results are presented in Figure 29. 
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For comparison, the result of FCLS spectral unmixing are presented in Figure 30. In terms of prediction 

accuracy compared to QEMSCAN data, FCLS and BSU show very similar results, with a prediction error 

of 3.691%  for FCLS and 1.865%  for BSU. Comparison between the mineral abundance results is 

summarized in Table 8. 

 

 
Figure 28. BSU result of the core sample. Top row shows the abundances of each endmember mineral, bottom row 

shows the confidence intervals. 

 
Figure 29. The median (P50) of 𝜎2 of for every pixel in the core sample 

Table 8. Comparison on mineral abundance results of QEMSCAN data, FCLS spectral unmixing, and BSU. 

Method 
Minerals (%) Prediction 

Error (%) Carbonate Quartz Muscovite + Illite 

QEMSCAN 16.772 69.086 14.140 - 

FCLS 12.524 73.838 13.637 3.691 

BSU 14.702 71.503 13.581 1.865 
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Using the same ITC Geospatial Computing Platform (Girgin, 2021), the computation time for FCLS is 83 

seconds using a single thread. In contrast, the computation for our BSU implementation is significantly 

more demanding and takes 6.8 hours using 16 threads. 

 

 
Figure 30. FCLS spectral unmixing results of the core sample. 
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5. DISCUSSION 

5.1. Methods Evaluation 

5.1.1. Mixture Model 

The mixture model based on the Hapke Model outperformed LMM for the powdered mineral mixtures 

tested in this study. This outcome was expected, since the non-linear behaviour of intimate mixtures is 

well-documented in prior research (Harris & M. Grindrod, 2018; Howari et al., 2018; Lapotre et al., 2017; 

Nash & Conel, 1974). The H1 and H2 implementation of the Hapke Model, which assumes isotropic and 

anisotropic single scattering respectively, produced comparable SSA spectra, as depicted in Figure 16. The 

spectral reconstruction results were also comparable with the reconstruction errors of 1.80% for H1 and 

1.81% for H2.  

 

Figure 31 illustrates the H1 and H2 functions at the specified viewing angle used in this research (𝑖 =

45°; 𝑒 = 0°). Both functions produce nearly identical results, particularly for high albedo minerals, which 

are predominant in this study. Figure 17 demonstrate that the reflectance value of the pure minerals was 

already very high, especially for quartz and calcite.  

 

 
Figure 31. Relative bidirectional reflectance as a function of SSA for H1 and H2 mixture model. 

The main difference between H1 and H2 (as discussed in Section 3.1.2) lies in the constant 𝑏 and 𝑐 of 

phase function 𝑃(𝑔) in Eq. (6) which describe the scattering behaviour of the particles. In H1, assuming 

isotropic scattering, 𝑏 = 𝑐 = 0 hence P(g)=1, while in H2, assuming anisotropic scattering, 𝑏 = −0.4, 

and 𝑐 = 0.25  which is derived experimentally for mafic minerals by Mustard & Pieters (1989). 

Additionally, H1 uses a less precise approximation of the Chandrasekhar function (Eq. (7)) for simplicity 

and analytical solvability, while H2 employs a more precise approximation (Eq. (8)). Despite these 

differences, the results of both models are similar, as shown in Figure 31. 
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It is important to clarify that although H1 performed slightly better than H2, this does not necessarily 

mean that the scattering behaviour of the powder mixtures is isotropic. As shown in the spectral 

reconstruction of H1, an error of up to 4.88% can still be observed (Table 4). This indicates that the 

scattering is not truly isotropic; rather, the simplifications used in H2 do not fully capture the true 

anisotropic scattering behaviour. To further improve the model, a more rigorous treatment of the Hapke 

Model is needed. For example, 𝑏 and 𝑐 could be derived experimentally in the laboratory by measuring the 

samples at different viewing geometries to solve for SSA, 𝑏, and 𝑐 simultaneously for this specific sample, 

as done by (Mustard & Pieters, 1989). Additionally, including 𝑏 and 𝑐 as model parameters in BSU could 

also be considered. 

 

To determine the influence of a particular mineral on the model error, correlation coefficients between the 

reconstruction error of each mixture model and the abundance of each mineral were calculated, as shown 

in Table 9. Quartz and calcite abundance show a high positive correlation with reconstruction error from 

LMM. At the moment, we do not have a sound explanation for this observation.  

 

Muscovite abundance shows the highest positive correlation with reconstruction error in both H1 and H2 

cases, with a notably higher correlation in H1. This high correlation is likely due to muscovite particles in 

the mixture violating the isotropic assumption of the model, even more so compared to other mineral in 

the mixtures. According to Hapke (2012), scattering from large, irregular particles tends to be more 

isotropic compared to smooth particles. Muscovite, with its sheet-like crystal structure, is likely to have 

higher surface area of smooth surfaces compared to the more prismatic calcite and quartz crystal. There is 

no significant correlation of reconstruction error with kaolinite abundance for H1. While kaolinite crystal 

is also generally platy in shape, it often forms an aggregate of particles with arbitrary shapes. And the 

interaction between light and the surface essentially occurs at the particle level, not necessarily the crystal 

level. 

 

Table 9. Correlation coefficient between reconstruction error of each mixture models with mineral abundances. 

Correlation Coefficient  

Mixture Model 
Calcite 

abundance 

Quartz 

abundance 

Muscovite 

abundance 

Kaolinite 

abundance 

LMM 0.53 0.64 -0.54 -0.76 

H1 (isotropic) -0.17 0.17 0.61 -0.01 

H2 (anisotropic) -0.07 0.00 0.39 0.07 

 

It is difficult to determine which model performs better between H1 and H2. Although H1 has a slightly 

smaller overall reconstruction error, the difference is insignificant. The correlation analysis suggests that 

H2 can explain the scattering behaviour of muscovite better, albeit still imperfectly, and performs 

comparably for other minerals. Additionally, the test was conducted on pure minerals with very high 

albedo, making it challenging to clearly observe the differences between the two mixture models. Despite 

these factors, we decided to proceed with H1 mixture model for the remainder of this research. The 

significantly faster implementation of H1 is a crucial factor in this decision, as computation time becomes 

increasingly important when dealing with image data later in this study. 
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5.2. Spectral Unmixing  

5.2.1. Uncertainties 

It is crucial to first discuss the various types of uncertainties inherent in the spectral unmixing process. We 

categorized these uncertainties into three main groups: measurement-related uncertainties, modelling-

related uncertainties, and nature-related uncertainties. 

 

Measurement-related uncertainties typically involve two primary aspects. First, there is ambient noise and 

other instrument-related uncertainties. Second, there are uncertainties related to experimental variability, 

such as sampling preparations. For instance, Figure 32 below illustrates the measurement data of a single 

powder mixture sample (Sample CM 1), showing ten spectra taken from the same powder sample but at 

slightly different measurement points. Instrument noise is noticeable at longer wavelengths of the 

spectra(~2350 𝑛𝑚 to 2450 𝑛𝑚). Additionally, the slight variability in albedo among the spectra may be 

attributed to experimental factors such as uneven thickness of the powder mixture, varying grain size 

distribution of the minerals, and other factors related to sample preparation. The spectra used for 

subsequent analysis are typically the mean of these 10 measurements. While averaging reduces variability 

in the data, it does not necessarily eliminate the underlying uncertainties associated with the data itself. 

 

 
Figure 32. ten measurement points of sample CM 1 and its mean spectrum. 

Modelling-related uncertainties refer to those associated with the mixing model and endmember extraction 

processes. No mixing model can perfectly replicate the actual spectral mixing process. In the case of the 

Hapke Model (H1 and H2) used in this research, simplifications and assumptions are made that contribute 

to uncertainties in the final results. As detailed in Section 3.1.2, these assumptions include neglecting 

backscattering, using analytical approximations of the Chandrasekhar function for multiple scattering 

effects, which reported to deviate up to 6% from actual values (Mustard & Pieters, 1989), and assuming 

specific scattering behaviours of particles (either isotropic or anisotropic). These assumptions collectively 

contribute to the overall uncertainty of the mixing model. 

 

The uncertainties associated with the model are partly illustrated in Figure 18, which shows the 

reconstruction error between modelled spectra and actual observed spectra. This error quantifies how well 

the model's assumptions and simplifications align with real-world spectral data, highlighting the inherent 

uncertainties in the modelling approach. 

 

There are also uncertainties related to endmember extraction. Extracted endmembers may not be 100% 

pure, affecting the accuracy of the unmixing results. For example, in Figure 24, the quartz spectra exhibit a 
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weak feature around 2200 nm, suggesting that the extracted quartz endmember is not entirely pure, which 

can influence the overall accuracy. 

Finally, uncertainties related to the nature of the rocks and minerals being observed also play a crucial role. 

Not every mineral exhibit exactly the same spectra. Variations in muscovite within different rock 

fragments in the core sample, for instance, may result in slight spectral differences due to variations in 

grain size and chemical composition. This variability among spectra of the same mineral species is known 

as intraclass spectral variability and can significantly impact the outcomes of spectral unmixing. 

In this research, all these uncertainties are assumed to be independent and identically distributed, as 

discussed in Section 3.5.2, and are represented by the overall variance (𝜎2). We have not yet explicitly 

considered the contribution of each type of uncertainty to our prior probability. Instead, we consider a 

conservative estimate of modelling error with H1 up to 6% as reported by (Mustard & Pieters, 1989). We 

translate this 6% error as the lower limit for the prior of our variance by using the hyperparameter 𝜑 as 

explained in Section 3.5.3. This means that the initial assessment of the uncertainty that is conducted in 

this research is still rudimentary and may be improved. 

BSU aims to model 𝜎2  as part of the inference problem and automatically performs a global uncertainty 

propagation into the final prediction of mineral abundance. Consequently, BSU produces mineral 

abundance estimates in the form of probability distributions, typically represented by their expected values 

(median) and 90% confidence intervals (5th and 95th percentiles). These distributions provide a clearer 

understanding of the global uncertainty associated with each estimated mineral abundance, incorporating 

variability from measurement, methodological, and natural sources. 

5.2.2. Computer-Generated Mixture and Powder Mixture Experiment 

We began the experiment with BSU using computer-generated mixtures to simulate ideal conditions. This 

initial stage is crucial for verifying the behaviour of the MCMC algorithm (see Section 3.5), as 

implementing MCMC can be cumbersome. There are many steps in the process that are vulnerable to 

implementation errors that can be hard to detect in a more complex setup. Under these ideal conditions, 

we showed that BSU performs well, with results closely matching the actual values. Moreover, BSU 

slightly outperforms FCLS in terms of median error, although the difference is not considerable. 

 

Note that for the computer-generated test, we used the LMM to generate the mixtures. In principle Eq. 

(1) which describes LMM and Eq. (2) which describes H1 and H2 have exactly the same forms and only 

differs in the domain of the spectra. Therefore, for the purpose of testing the performance of BSU with 

computer-generated mixture, the choice of any of the three mixing model is arbitrary since any option will 

produce similar results. 

 

The BSU algorithm implemented in this study was able to estimate not only the mineral abundance, but 

also the 𝜎2(i.e. variance of the added gaussian mixture) which is something that FCLS spectral unmixing 

cannot provide. It is important to note that in computer-generated mixtures, the various sources of 

uncertainties described in previous section does not exist. The only uncertainty is the added Gaussian 

noise which make the unmixing problem to be relatively simple. On the real powder mixture however, 

other source of uncertainty such as noise, experimental variability, and mixing model uncertainty exist 

which complicated the problem. 

 

In this research we are approaching the problem to model the uncertainty in a relatively simplistic way. 

First, we represent the uncertainty in the likelihood function with a single variance (𝜎2) value (see Section 
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3.5.2). Second, we represent our state of ignorance by choosing a weakly informative prior of Half-Cauchy 

distribution (see Section 3.5.3). Half-Cauchy is a long-tailed distribution with the highest probability in 

smaller value and lower probability for the higher value. Choosing this prior is equivalent with stating that 

we do not know much about the possible 𝜎2 value, but it must be positive, and it is likely to be a small 

value. This means that we are largely rely on the observation (input mixed spectra and the pure 

endmembers spectra) to find 𝜎2 which can best describe our observation. 

 

This strategy, while effective in a simple case of computer-generated mixtures, is less effective in real 

powder mixtures with more complex uncertainties, as shown in Section 4.2.2, especially for muscovite and 

kaolinite. As explained by the correlation observed in Table 9, the presence of muscovite seems to be 

responsible for higher errors in the mixture modelling.  As shown in the corner plot of the powder 

mixture in Figure 19, muscovite and kaolinite have a strong negative correlation. Thus, errors in muscovite 

estimation also impact kaolinite accuracy and vice versa.  

 

Hapke’s model brings a complex uncertainty which are sensitive to the albedo, and its influence is 

different for every endmember. It is clear that a single variance (𝜎2) value cannot adequately capture these 

diverse uncertainties. Hence our main suggestion is to use a full covariance matrix in likelihood function 

the likelihood function Eq. (13) instead of a single variance. A covariance matrix captures a more complex 

representation of uncertainties, allowing the algorithm to model for different levels of uncertainties and 

the relationships between them. While this approach increases computation time, it is known to provide 

more realistic model outputs (Gregory, 2005). In contrast, using a single variance value for all parameters, 

though computationally simpler, can be unrealistic and/or mask the true nature of the different 

uncertainty source. 

 

Another approach is to reconsider how to best formulate the mixture model. Hapke’s model includes 

many unknown variables, which are simplified through assumptions in this research. For instance, 

variables such as 𝑏 and 𝑐 constants in the phase function of Eq. (6) could also be inferred as part of the 

hierarchical MCMC model. This would be the most natural way to incorporate the uncertainty of the 

surface scattering behaviour into the final unmixing result. Other research, such as that of Lapotre et al. 

(2017), also utilizes different forms of the Hapke Model that include particle size as a variable and 

consider it as a model parameter in the MCMC formulation. Note that this type of approach requires 

solving the Hapke Model (which requires optimization) inside the MCMC iteration and might significantly 

increase computation time. 

 

Above all, understanding the inherent uncertainties in spectral unmixing, as detailed in Section 5.2.1, is 

crucial for developing improved modelling strategies. This knowledge might help to add more information 

into the prior by adjusting the hyperparameter 𝜑, for example (see Section 3.5.3 Eq. (15)) which described 

the lower limit of the possible 𝜎2  value, or even changing the entire prior to a distribution that best 

describes our updated state of knowledge. Indeed, incorporating prior knowledge to the model is one of 

the main advantages of Bayesian approach and it still underutilized in this research, since we only used 

weakly informative priors. 

 

We have attributed the errors in BSU estimates to the uncertainties related to the mixture model, and how 

BSU, when relying only on data, cannot fully capture uncertainties related to the mixture model. We also 

have discussed possible ways to address this issue. However, it is also important to note that FCLS 

performed much worse on the powdered mixtures compared to BSU. Since the increase in prediction 

error is much higher for FCLS than for BSU, the mixture model problem might not be solely responsible 

for the errors in FCLS spectral unmixing. 
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A significant portion of the error in FCLS results appears to come from calcite and quartz, where FCLS 

severely overestimates their abundance, especially when these minerals are not present in the mixture 

(Figure 21). The spectra of calcite and quartz are highly similar, making it harder for FCLS to differentiate 

between them solely based on spectral signatures. Because FCLS aims to minimize the absolute error 

between the observed spectra and the linear combination of endmember spectra, it tends to fit the 

observations closely, even if this means assigning some abundance to minerals that are not actually 

present. This phenomenon is known as overfitting. On the other hand, BSU methods, which explicitly 

model the uncertainty, are generally more effective in handling such scenarios. 

 

To mitigate the overfitting issue in FCLS, one potential approach is to introduce a sparsity term into the 

unmixing formulation. This sparsity term penalizes the assignment of non-zero abundances to 

components that are not necessary to explain the observed spectra. By encouraging solutions with fewer 

active components, such as minerals with non-zero abundances, sparsity regularization helps to improve 

the accuracy of unmixing results and reduce the tendency of FCLS to overestimate abundances. 

5.2.3. Spectral Processing Effects 

As shown in Figure 29, even controlled laboratory-made powder samples exhibit variability in the albedo 

of the spectra. This variability generally increases in natural surfaces, such as rock samples, and can 

significantly impact the accuracy of spectral unmixing. Therefore, it is desirable to mitigate or reduce this 

variability before conducting spectral unmixing with spectral processing methods such as hull removal, 

first derivative, and normalization. 

 

Under perfect conditions, the real spectra, their first-derivative spectra, and normalized spectra should 

yield exactly the same result for spectral reconstruction. While for hull removal spectra, slight deviations 

are expected since hull removal essentially breaks the linearity assumption. In reality, due to the 

aforementioned variability, these spectral processing methods may improve the result of spectral 

reconstruction, as observed in our experiment (Table 5). 

 

On the other hand, we also observed that the convex hull of the spectra carries relevant information for 

spectral unmixing. This is evident from our experiment with computer-generated mixtures, where extreme 

Gaussian noise was added to the spectra to the point where the absorption features were no longer clear 

(Figure 12, right). Despite this, both FCLS and BSU were still able to produce good solutions. The main 

reason for this success is that the shape of the convex hull remains visible in the presence of extreme 

Gaussian noise, providing a strong constraint on the possible solutions and guiding the algorithms to 

accurate results even under significant noise conditions. 

 

First derivative and hull removal, while reducing variability in the spectra, also remove the convex hull, 

which reduces the amount of information carried by the data. Normalization is the only processing 

method that can reduce the variability of the albedo while preserving the original shape of the spectra. 

This might be the reason why normalization yielded the best results in terms of prediction error for 

spectral unmixing (Table 7). It is important to note that there are many different approaches to 

normalization, but the one that achieves this effectively is normalization by Euclidean distance, as 

explained in Section 3.2. 

 

As visible in Figure 23, the first derivative amplifies the uncertainty, resulting in much wider confidence 

intervals for the modelled spectra. This is because the first derivative amplifies the noise of the spectra, as 

also visible in the transformed endmember spectra in Figure 22, especially at higher wavelengths. To 
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overcome this, we suggest that instead of calculating the first derivative directly from the spectra, a 

smoothing method should be applied first. Methods such as the Savitzky-Golay First Derivative (Rinnan 

et al., 2009) should be preferred. 

5.2.4. Core Sample 

Applying the N-FINDR algorithm to the entire image resulted in the selection of edge pixels as pure 

quartz pixels. Edge pixels are often unreliable due to surface irregularities or background contamination. 

To mitigate this issue, we applied N-FINDR to a buffered subset of the image, excluding edge pixels. 

 

The common approach in conducting spectral unmixing on hyperspectral images is pixel-wise unmixing, 

where each pixel is unmixed independently. For BSU, this results in a large dataset, with a single posterior 

distribution for every pixel. This presents a challenge in visualizing the posterior distributions; for a 300 by 

300-pixel image, we would have 90,000 different posterior distributions. An alternative approach is 

average-pixel spectral unmixing, where we first average the spectra of all the pixels, and then unmix this 

single averaged spectrum. Since we assume linearity (after transforming the data to SSA), this approach is 

valid. In this research, we performed both approaches: pixel-wise spectral unmixing for detailed analysis 

and average-pixel spectral unmixing for an overview of the full posterior distribution. 

 

Interestingly, compared to the powder mixture samples, the spectral unmixing results for the rock sample 

are much better. We suspect the reason is related to muscovite. The rock sample contains only a small 

amount of muscovite (~3%), with illite being the dominant mineral in the muscovite+illite group (Table 

2). Additionally, by grouping muscovite and illite together, we avoid the apparent trade-off between the 

two minerals as observed in the powder mixture samples. 

 

These outcomes indicate that the methodology developed for powdered mixtures is applicable and 

generalizes effectively to the core samples tested in this study. However, the applicability of this approach 

may still vary depending on the grain sizes and texture of the rock sample. Therefore, generalizing these 

findings to other rock samples should be approached cautiously, as it could potentially lead to inaccurate 

estimates of mineral abundance. 

 

For pixel-wise spectral unmixing, BSU yielded very good results in terms of prediction error, which is less 

than 2%, making it suitable for most practical applications. This result shows that our proposed methods, 

despite their simplifications, can still provide very good accuracy followed by a reliable uncertainty 

estimate. 

 

We have yet to fully explore the full results of the pixel-wise BSU. As a preliminary inspection, we find it 

interesting that the pixels with the highest variance (i.e., global uncertainty) coincide with rock fragments 

among the sandstone. We suspect this is due to either higher endmember variability of the minerals in the 

rock fragments or the presence of more accessory minerals in the rock fragments. 

 

In Figure 33, we selected three standout pixels from three small fragments in the sandstone to inspect 

their spectra. While it is difficult to determine the cause just by looking at the spectra, we might suspect 

that endmember variability is the reason. For example, the red spectrum in Figure 33 shows the deepest 

Al-OH feature shift to a lower wavelength compared to the selected endmember. Further investigation is 

needed to provide a stronger explanation for this observation. 
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Figure 33. Variance image of rock sample (left) and the selected spectra (right) of fragments with high variances. 

5.3. Relevant Findings & Practical Implications 

In this section, we summarize key findings from our study that might have some practical relevance for 

the application of spectral unmixing to rock samples hyperspectral images. We found that the simplified 

implementation of Hapke’s Model, denoted as H1 in this research, significantly enhances the accuracy of 

spectral unmixing compared to LMM, while still maintaining computational efficiency. 

 

Since we find that convex hull provides a useful information for spectral unmixing, we do not recommend 

the use of first derivative and hull removal unless there are compelling reasons to do so. Instead, we 

recommend the use of normalization since it gives minimal changes to the original spectra. 

 

To further clarify our argument, we conducted additional tests of spectral unmixing on the powder 

mineral samples using LMM and H1 models with and without normalization. The results are summarized 

in Table 10. 

 

Table 10. Comparison of spectral unmixing average prediction error between normalized and unnormalized spectra 

with LMM and H1 mixture model. 

Unmixing 

Methods 

LMM H1 

No Processing Normalization No Processing Normalization 

FCLS 15.37% 14.14% 9.39% 10.53% 

BSU 15.39% 15.20% 6.26% 5.81% 

 

During our unmixing trials on the rock samples, we found that the choice of endmember spectra is crucial 

to the accuracy of the unmixing. Since N-FINDR assumes linearity in the data, it produces much better 

results when the input is SSA derived from the Hapke Model (we tested for isotropic model H1 in this 

case). When we tested N-FINDR with reflectance spectra, the results for the endmember spectra were 

unrealistic. N-FINDR can also be sensitive to noise and albedo variability, hence we recommend 

normalizing the data before applying the algorithm. 
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In our assessment of spectral unmixing methods, we found that BSU generally outperforms FCLS in 

terms of prediction error. Most importantly, BSU predictions come with their associated uncertainties. For 

example, if we ask about the bulk mineralogy of the sandstone tested in this research, BSU provides a 

range of possible values, offering more information for decision-making compared to FCLS, which only 

provides a best estimate. 

 

However, considering computational efficiency and ease of implementation, FCLS remains recommended 

for fast, off-the-shelf spectral unmixing. For more in-depth analyses, BSU offers a much richer set of 

results, providing more diagnostic insights into the problem and a more powerful platform for a 

comprehensive assessment of uncertainties (e.g. including uncertainties in the spectral libraries, 

correlations in the data and model parameters, model non-linearities). 

 

BSU also offers the option to include prior information about the rock sample. For a geologist, having a 

reasonable understanding of the rock to be analysed is common. This information can be incorporated 

into BSU by modifying the prior probability for abundance, allowing for more informed and accurate 

unmixing results.  
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6. LIMITATIONS AND FUTURE RECOMENDATIONS 

There are many uncertainties related to the spectral unmixing process including instrument noise, 

experimental setup variations, mixture model inaccuracies, challenges in extracting accurate endmembers, 

and the natural endmember variability. In this study, we use a relatively simple method to estimate the 

uncertainty and relied mostly on the observation to model them using the BSU algorithm. However, our 

findings suggest that this approach may not provide an optimal uncertainty model, which represents a 

primary limitation of our research. 

 

We suggest dedicating more effort to understanding and improving current knowledge of each uncertainty 

involved in the spectral unmixing process and how these uncertainties propagate to the final result. This 

deeper understanding will allow to formulate better approaches for appropriately modelling uncertainty 

related to the spectral unmixing which include in incorporating a better prior probability for the BSU. 

 

Building upon the BSU algorithm developed in this study, we suggest future research to improve by 

replacing the scalar variance to a covariance matrix in the likelihood formulation (Eq. (13)). A covariance 

matrix captures a more complex representation of uncertainties, allowing the algorithm to model for 

different levels of uncertainty and the relationships between them, which is essential for capturing the 

uncertainties arising from mixing model inaccuracies unique to each endmember. 

 

Furthermore, integrating additional Hapke parameters, such as constants 𝑏 and 𝑐 of the phase function, or 

grain size into the MCMC sampling process could provide a more comprehensive uncertainty model and 

reduce prediction error. This step makes the uncertainty modelling related to the mixture model more 

explicit by directly models parameters that influence scattering behaviour of particles. 

 

While it is crucial to model uncertainties accurately, the goal of spectral unmixing is to achieve more 

precise and reliable results. Given the sensitivity of these outcomes to the quality of endmember spectra, 

future research may invest more efforts in advancing techniques for extracting and validating 

endmembers.  

 

It is important to also acknowledge that QEMSCAN results, while valuable, are subject to their own 

uncertainties and inaccuracies. Nevertheless, exploring spectral unmixing results using full-image 

QEMSCAN data still could offer further insight and more comprehensive spectral unmixing result 

evaluation compared to the bulk mineralogy data QEMSCAN used in this research. 

 

Finally, a limitation of BSU is its high computational cost. In this study, we implemented our own version 

of the MCMC algorithm for BSU. Even though a substantial amount of effort was made to optimize the 

computation time, our implementation remains relatively rudimentary, given that refining computational 

efficiency was not our primary focus. Therefore, we recommend future research to adopt or develop an 

optimized MCMC sampler for more computational efficiency. Variational Inference, Invertible Neural 

Networks (a machine learning technique), Approximate Bayes Computation and more sophisticated 

algorithmic implementations of BSU are all sound options to improve the efficiency of the proposed 

approach (Brooks et al., 2011; X. Zhang & Curtis, 2021). We recommend exploring these alternatives in 

the future.  
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7. CONCLUSION 

In this research, we developed and evaluated a hyperspectral unmixing strategy for sandstone core samples 

and assessed its associated uncertainties. We began by experimenting with computer-generated mixtures 

and mineral powder mixtures to build our knowledge, which we then applied to the actual rock sample. 

We found that the proposed BSU approach effectively predicted both the abundance and uncertainty in 

computer-generated mixtures (RQ 1.a). The results of both FCLS and BSU were comparable and in good 

agreement with the actual values of the computer-generated mixtures, with no significant difference in 

prediction error (RQ 1.b). We also find that both FLCS and BSU are robust against random gaussian 

noise However, BSU provided much richer information compared to FCLS by estimating the uncertainty 

of each parameter. 

Hapke models significantly outperformed LMM in modelling the powder mixtures of calcite, quartz, 

muscovite, and kaolinite. Despite this, Hapke models H1 and H2 were still not able to perfectly model the 

data, with average reconstruction error of 1.8% and 1.81%, respectively. This insignificant difference 

makes it difficult to conclusively determine which assumption of the Hapke model works better for the 

powder mixtures (RQ 2.a). Nevertheless, H1 was chosen for the next step due to its computational 

advantage over H2. 

For powder mixtures, our implementation of BSU was less effective compared to its performance in 

computer-generated mixtures. The BSU implementation in this research was unable to provide an optimal 

uncertainty model for the powdered mineral mixture, especially for muscovite and kaolinite, where the 

true values often fell outside the 90% confidence interval (RQ 2.b). However, in terms of prediction error, 

BSU achieved 6.26%, which is much better compared to FCLS spectral unmixing at 9.73% (RQ 2.c).  

Normalization provided the best improvement for BSU results by reducing the average prediction error 

(RQ 2.d). We believe that the shape of the convex hull contains valuable information for spectral 

unmixing. Therefore, we do not recommend using spectral processing methods that remove this 

information, such as first derivative and hull removal. 

Based on insights from these initial experiments, we decided to apply BSU with the H1 mixture model and 

normalization processing step to the core sample. In the pixel-wise spectral unmixing case, the prediction 

error for BSU is 1.865% and for FCLS is 3.691%. This result shows that our approach can generalize 

well into the rock sample used in this research (RQ 3.a). 

In terms of prediction error, BSU generally produced better results compared to FCLS spectral unmixing. 

The difference was small in the computer-generated mixtures and but quite significant in the powder 

mixtures and rock samples. Additionally, BSU provided more detailed information in the results. With the 

current formulation, we were unable to obtain an optimal estimate of the uncertainty for the powder 

mixture samples, but we often much better result for the rock sample. We suspect this is due to the high 

muscovite content in the powder mixture which complicates the uncertainty related to the mixture model. 

Finally, BSU demands significantly higher computational resources. Although this may not be a serious 

problem with modern computers and more advance computation techniques, it is still orders of 

magnitude slower compared to FCLS. (RQ 3.b.) 
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This research highlights the potential of using Bayesian methods for spectral unmixing of core samples. 

Our approach shows promising results and we have identified several areas for improvement and practical 

insights related to spectral unmixing based on our findings. We hope that his research may be helpful to 

guide future research to improve reliability of spectral unmixing on rock samples by developing more 

refined MCMC and Hapke Model implementations. 
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APPENDIX 

Appendix 1. Measurement Results 

1.a. Spectra measurement variance of every sample 

 
1.b. Spectra measurement of CK sample series 

 
 
1.c. Spectra measurement of QK sample series 
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1.d. Spectra measurement of CM sample series 

 
 
1.e. Spectra measurement of CKM sample series 

 
 
1.f. Spectra measurement of CKMQ sample series 
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1.g. Spectra measurement of endmembers 

 
 
 
APPENDIX 2. Spectral Reconstruction 

2.a. LMM Spectral Reconstruction 
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2.b. H1 Spectral Reconstruction 

 
 
2.c. H2 Spectral Reconstruction 
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2.d. Spectral Reconstruction with hull removal, first derivative, and normalization 

 
 

Appendix 3. Powder Mixture Unmixing 
 

3.a. FCLS Result with H1 mixture model 

 
 

No 
Processing

Normalize
Hull 

Removal
First 

Derivative
No 

Processing
Normalize

Hull 
Removal

First 
Derivative

No 
Processing

Normalize
Hull 

Removal
First 

Derivative
CK1 3.27 1.20 1.70 1.50 0.53 0.58 0.59 0.92 0.57 0.59 0.33 0.93
CK2 8.15 3.73 4.70 3.11 0.89 0.81 0.86 0.63 1.20 0.86 0.31 0.68
CK3 15.52 6.81 8.52 5.44 1.22 0.91 1.01 0.48 0.97 1.01 1.70 0.52
CK4 12.67 5.47 7.04 4.65 1.10 0.66 0.78 0.32 0.80 0.78 1.42 0.37
QK1 13.08 7.74 7.21 5.35 2.71 1.85 1.62 0.99 2.21 1.62 1.82 0.96
QK2 17.69 8.94 8.12 5.73 4.88 2.82 2.70 1.51 4.35 2.70 2.91 1.52
QK3 8.72 5.22 4.44 3.19 1.73 1.34 1.31 0.99 1.52 1.31 1.37 1.02
QK4 2.12 1.46 1.37 1.52 3.66 1.38 1.46 0.81 3.80 1.46 1.14 0.85
CM1 5.76 0.70 1.86 1.09 2.53 0.49 0.55 0.89 2.41 0.55 0.41 0.92
CM2 9.75 1.95 4.15 1.79 1.56 1.63 1.65 0.81 1.57 1.65 1.07 0.83
CM3 12.24 3.59 5.59 2.92 2.13 1.93 2.09 0.54 2.78 2.09 2.03 0.63
CM4 8.94 2.65 3.83 2.35 0.86 0.91 1.09 0.29 1.27 1.09 1.43 0.40
CKM1 10.36 5.53 6.69 4.29 1.87 1.98 1.95 1.52 1.92 1.95 2.22 1.53
CKM2 4.39 2.51 3.46 2.24 1.46 1.55 1.54 1.28 1.46 1.54 1.69 1.29
CKM3 12.12 4.75 6.25 3.94 1.10 1.19 1.23 0.62 1.23 1.23 0.99 0.64
CKM4 12.44 3.58 5.54 2.79 1.56 1.71 1.76 0.66 1.72 1.76 1.09 0.70
CKMQ1 11.23 5.12 5.56 3.74 1.18 1.07 1.12 0.75 1.59 1.12 0.91 0.78
CKMQ2 12.29 4.67 5.64 3.50 2.06 1.46 1.44 1.02 1.74 1.44 1.53 1.04
CKMQ3 12.17 5.72 5.52 4.02 1.11 0.77 0.67 0.58 0.72 0.67 1.02 0.59
CKMQ4 10.44 5.06 5.39 3.81 1.93 1.27 1.38 0.55 2.48 1.38 0.76 0.59
Average 10.17 4.32 5.13 3.35 1.80 1.32 1.34 0.81 1.81 1.34 1.31 0.84

LMM H1 H2
Sample

Calcite Quartz Muscovite Kaolinite

CK1 0.053 0.053 0.047 0.847

CK2 0.172 0.140 0.037 0.650

CK3 0.578 0.095 0.046 0.281

CK4 0.755 0.116 0.052 0.077

QK1 0.127 0.708 0.051 0.114

QK2 0.053 0.539 0.035 0.372

QK3 0.125 0.140 0.038 0.697

QK4 0.087 0.089 0.035 0.789

CM1 0.034 0.034 0.881 0.051

CM2 0.183 0.128 0.642 0.046

CM3 0.552 0.190 0.150 0.109

CM4 0.788 0.122 0.049 0.040

CKM1 0.177 0.172 0.176 0.475

CKM2 0.054 0.054 0.323 0.568

CKM3 0.230 0.212 0.122 0.435

CKM4 0.246 0.211 0.361 0.182

CKMQ1 0.264 0.256 0.182 0.299

CKMQ2 0.192 0.188 0.226 0.393

CKMQ3 0.229 0.550 0.106 0.115

CKMQ4 0.256 0.384 0.158 0.203

Abundance
Sample
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3.b. Hull Removal BSU Result with H1 mixture model 

 
 

 

 

 

 

3.c. First Derivative BSU Result with H1 mixture model 

 
 

 

 

 

Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5

CK1 0.10 0.05 0.09 0.00 0.04 0.09 0.00 0.01 0.04 0.90 0.89 0.05 3.33

CK2 0.30 0.21 0.19 0.00 0.09 0.19 0.00 0.01 0.03 0.70 0.69 0.05 6.30

CK3 0.69 0.62 0.11 0.00 0.03 0.11 0.00 0.02 0.05 0.31 0.32 0.05 4.04

CK4 0.89 0.83 0.09 0.00 0.02 0.08 0.00 0.03 0.05 0.11 0.12 0.05 3.25

QK1 0.00 0.05 0.15 0.90 0.77 0.16 0.00 0.01 0.04 0.10 0.17 0.05 7.56

QK2 0.00 0.03 0.10 0.70 0.56 0.11 0.00 0.01 0.04 0.30 0.40 0.05 8.54

QK3 0.00 0.03 0.09 0.30 0.23 0.11 0.00 0.01 0.03 0.70 0.73 0.04 4.35

QK4 0.00 0.04 0.11 0.10 0.10 0.12 0.00 0.01 0.04 0.90 0.84 0.05 3.55

CM1 0.11 0.06 0.10 0.00 0.05 0.10 0.89 0.89 0.04 0.00 0.00 0.00 3.79

CM2 0.31 0.22 0.26 0.00 0.15 0.27 0.69 0.61 0.05 0.00 0.01 0.04 9.81

CM3 0.71 0.73 0.13 0.00 0.03 0.12 0.29 0.22 0.05 0.00 0.01 0.03 3.93

CM4 0.90 0.89 0.09 0.00 0.02 0.08 0.10 0.07 0.05 0.00 0.01 0.03 1.88

CKM1 0.35 0.18 0.26 0.00 0.18 0.27 0.29 0.15 0.07 0.36 0.50 0.06 15.70

CKM2 0.11 0.04 0.11 0.00 0.10 0.12 0.42 0.30 0.07 0.46 0.56 0.06 10.27

CKM3 0.44 0.37 0.18 0.00 0.08 0.18 0.11 0.07 0.07 0.45 0.48 0.06 5.88

CKM4 0.45 0.34 0.25 0.00 0.17 0.26 0.43 0.33 0.07 0.12 0.16 0.06 11.61

CKMQ1 0.25 0.15 0.25 0.26 0.39 0.25 0.24 0.16 0.07 0.26 0.30 0.06 9.44

CKMQ2 0.30 0.15 0.25 0.11 0.27 0.26 0.28 0.19 0.07 0.31 0.39 0.06 12.63

CKMQ3 0.10 0.09 0.19 0.70 0.69 0.20 0.09 0.07 0.07 0.11 0.14 0.06 2.28

CKMQ4 0.20 0.11 0.21 0.40 0.53 0.22 0.19 0.12 0.07 0.20 0.24 0.06 8.79

Average 0.31 0.26 0.16 0.17 0.23 0.16 0.20 0.17 0.05 0.31 0.35 0.05 6.85

Kaolinite Prediction 

Error
Sample

Calcite Quartz Muscovite

Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5

CK1 0.10 0.04 0.09 0.00 0.04 0.10 0.00 0.03 0.08 0.90 0.88 0.08 4.00

CK2 0.30 0.15 0.25 0.00 0.11 0.24 0.00 0.03 0.10 0.70 0.69 0.09 9.33

CK3 0.69 0.45 0.45 0.00 0.19 0.44 0.00 0.04 0.10 0.31 0.32 0.09 15.39

CK4 0.89 0.67 0.50 0.00 0.18 0.49 0.00 0.04 0.11 0.11 0.11 0.09 14.00

QK1 0.00 0.23 0.55 0.90 0.55 0.56 0.00 0.04 0.10 0.10 0.17 0.09 20.98

QK2 0.00 0.17 0.42 0.70 0.37 0.43 0.00 0.04 0.10 0.30 0.41 0.09 19.22

QK3 0.00 0.10 0.21 0.30 0.11 0.21 0.00 0.03 0.10 0.70 0.74 0.09 11.24

QK4 0.00 0.05 0.11 0.10 0.05 0.11 0.00 0.03 0.09 0.90 0.85 0.09 4.33

CM1 0.11 0.06 0.14 0.00 0.06 0.14 0.89 0.85 0.15 0.00 0.02 0.06 4.29

CM2 0.31 0.25 0.34 0.00 0.12 0.32 0.69 0.61 0.15 0.00 0.02 0.05 7.80

CM3 0.71 0.62 0.50 0.00 0.15 0.48 0.29 0.21 0.15 0.00 0.02 0.06 9.73

CM4 0.90 0.76 0.52 0.00 0.16 0.51 0.10 0.05 0.11 0.00 0.02 0.05 11.28

CKM1 0.35 0.19 0.30 0.00 0.13 0.29 0.29 0.17 0.17 0.36 0.50 0.10 14.12

CKM2 0.11 0.06 0.14 0.00 0.06 0.13 0.42 0.31 0.17 0.46 0.57 0.10 8.59

CKM3 0.44 0.26 0.38 0.00 0.18 0.37 0.11 0.08 0.15 0.45 0.48 0.10 12.91

CKM4 0.45 0.33 0.41 0.00 0.16 0.40 0.43 0.35 0.17 0.12 0.16 0.10 10.97

CKMQ1 0.25 0.27 0.44 0.26 0.23 0.45 0.24 0.18 0.18 0.26 0.31 0.10 4.50

CKMQ2 0.30 0.23 0.34 0.11 0.16 0.33 0.28 0.22 0.17 0.31 0.40 0.10 7.05

CKMQ3 0.10 0.25 0.62 0.70 0.51 0.62 0.09 0.09 0.15 0.11 0.15 0.10 12.32

CKMQ4 0.20 0.30 0.51 0.40 0.32 0.52 0.19 0.14 0.18 0.20 0.24 0.10 7.19

Average 0.31 0.27 0.36 0.17 0.19 0.36 0.20 0.18 0.13 0.31 0.35 0.09 10.46

Sample
Calcite Quartz Muscovite Kaolinite Prediction 

Error
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3d. Normalization BSU Result with H1 mixture model 

 
 

 

 

 

 

 
 

 

 

 

Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5 Actual P50 P95-P5

CK1 0.10 0.06 0.10 0.00 0.05 0.10 0.00 0.01 0.04 0.90 0.88 0.05 3.60

CK2 0.30 0.21 0.23 0.00 0.10 0.22 0.00 0.01 0.04 0.70 0.68 0.05 7.14

CK3 0.69 0.60 0.22 0.00 0.08 0.21 0.00 0.01 0.04 0.31 0.30 0.05 5.96

CK4 0.89 0.83 0.17 0.00 0.05 0.16 0.00 0.02 0.04 0.11 0.10 0.05 4.02

QK1 0.00 0.06 0.18 0.90 0.77 0.18 0.00 0.01 0.04 0.10 0.16 0.05 7.65

QK2 0.00 0.05 0.17 0.70 0.54 0.17 0.00 0.01 0.04 0.30 0.39 0.05 9.42

QK3 0.00 0.06 0.18 0.30 0.19 0.18 0.00 0.02 0.04 0.70 0.73 0.05 6.74

QK4 0.00 0.05 0.13 0.10 0.10 0.13 0.00 0.01 0.04 0.90 0.84 0.05 4.05

CM1 0.11 0.07 0.10 0.00 0.04 0.09 0.89 0.88 0.05 0.00 0.01 0.04 3.02

CM2 0.31 0.32 0.15 0.00 0.04 0.14 0.69 0.62 0.05 0.00 0.01 0.04 4.14

CM3 0.71 0.73 0.16 0.00 0.05 0.15 0.29 0.21 0.05 0.00 0.01 0.04 4.85

CM4 0.90 0.89 0.14 0.00 0.04 0.14 0.10 0.06 0.05 0.00 0.01 0.04 3.10

CKM1 0.35 0.26 0.25 0.00 0.09 0.25 0.29 0.15 0.08 0.36 0.49 0.07 11.66

CKM2 0.11 0.12 0.04 0.00 0.00 0.00 0.42 0.31 0.07 0.46 0.57 0.07 7.61

CKM3 0.44 0.37 0.23 0.00 0.10 0.23 0.11 0.06 0.07 0.45 0.47 0.07 6.73

CKM4 0.45 0.45 0.18 0.00 0.04 0.17 0.43 0.34 0.08 0.12 0.16 0.07 5.27

CKMQ1 0.25 0.26 0.34 0.26 0.26 0.34 0.24 0.17 0.08 0.26 0.30 0.07 4.07

CKMQ2 0.30 0.31 0.26 0.11 0.09 0.25 0.28 0.20 0.08 0.31 0.39 0.07 5.84

CKMQ3 0.10 0.13 0.26 0.70 0.68 0.26 0.09 0.00 0.00 0.11 0.20 0.04 6.83

CKMQ4 0.20 0.19 0.31 0.40 0.45 0.31 0.19 0.12 0.08 0.20 0.23 0.07 4.48

Average 0.31 0.30 0.19 0.17 0.19 0.18 0.20 0.16 0.05 0.31 0.35 0.05 5.81

Sample
Calcite Quartz Muscovite Kaolinite Prediction 

Error


