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Growing cyber attack threat necessitates quick and reliable im-
pact assessment methodologies. Traditional approaches, often de-
pendent on expert analysis and established cybersecurity frame-
works, are prone to human error, manual effort, and high costs. This
study investigates the novel method of integration of Large Lan-
guage Models (LLMs) with traditional cybersecurity frameworks
to enhance the accuracy and efficiency of cyber attack impact as-
sessments. This research explores LLMs’ capabilities in processing
unstructured text data from news articles to assess impact of a
cyber attack and evaluate various cost metrics. The performance
of LLMs is evaluated through both quantitative analysis using the
Mean Absolute Percentage Error (MAPE) and qualitative assess-
ments via structured questionnaires comparing LLM outputs with
expert evaluations. The findings indicate significant potential for
this novel approach in impact assessment, though further research
is necessary to prove its applicability.
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1 INTRODUCTION

With the rise in digital technology and dependence on it,
cyber attacks have increasingly become a major concern.
However, despite the growing threat and complexity of cy-
ber attacks, the process of assessing their impact remains a
significant challenge in the cybersecurity field. Traditional
methods often rely on expert analysis and established cy-
bersecurity frameworks. These methods may not grasp all
the information available, are prone to human error, require
manual effort, and are costly. The study by [Yuryna Con-
nolly et al. 2020] suggests that current impact assessment
methods often include "incomplete data, skewed surveys
and questionable assumptions".

According to [Zhou et al. 2023] the application of Large
Language Models (LLMs) in professional fields holds signifi-
cant potential especially but can be challenging. Combining
this potential of LLMs, their automation capability with
characteristic of news articles to provide real-time informa-
tion and early warnings of cyber attacks can be valuable
for the cybersecurity field This project aims to explore new
methods by examining and evaluating the abilities of Large
Language Models (LLMs) in estimating the impact of cyber
attacks based on the content of news articles. It seeks to
integrate these models with traditional cybersecurity assess-
ment frameworks to enhance the accuracy and efficiency of
impact analyses. This study will not only contribute to the
advancement of automated cyber attack impact assessment
but also test the real-world applicability of integrating LLM
tools with traditional assessment method.
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2 PROBLEM STATEMENT

While there is existing research on cybersecurity impact
assessments, there is a notable gap in studies specifically
exploring the integration of LLMs into these assessments.
The complexity and volume of unstructured textual data
from the news articles pose significant challenges for ma-
chine learning models, which strugle without explicit cate-
gorization for effective analysis. Additionally, the traditional
methods reliant on manual expert labor are costly and error-
prone, underscoring the need for an automated approach.To
address aforementioned issues in the field, this research aims
to explore new methods by investigating whether LLMs can
feasibly enhance the accuracy and efficiency of cyber attack
impact assessments.

2.1 Research question

In order to address the stated problem in the research, the
following research question (RQ) was formulated:

How accurately and clearly can language models estimate the
impact of cyber attacks based on news articles compared to
established methods?

Consequently, the following sub questions were introduced
to help answer proposed RQ:

(1) What cybersecurity frameworks are commonly uti-
lized to assess the impact of cyber attacks based on
news articles, and which factors most significantly
influence this assessment?

(2) How can existing LLMs be integrated with traditional
frameworks to assess the impact of cyber attacks?

(3) How do the outputs of LLMs align with expert as-
sessments of cyber attack impacts, and what are the
strengths and limitations of using LLMs for this pur-
pose?

3 METHODOLOGY
3.1 Literature Review

For the purposes of the project, it is essential to choose rele-
vant cyber attack impact assessment frameworks or meth-
ods. Additionally, it is important to review the literature for
insights on how to integrate these frameworks with LLMs.
For these purposes, a literature review was conducted us-
ing resources available through the University of Twente
Library!. Due to the extensive collection of research avail-
able on LLMs, cyber attack impact and risk assessments,
databases such as Scopus?, IEEE Xplore®,and ACM Digi-
tal Library* were used for this review. A selection of news

Lhttps://www.utwente.nl/en/service-portal/university-library
https://www.scopus.com/home.uri
Shttps://ieeexplore.ieee.org/Xplore/home.jsp
4https://dl.acm.org/


https://doi.org/10.1145/nnnnnnn.nnnnnnn

TSclT 41, July 5, 2024, Enschede, The Netherlands

articles were sourced from Google News> and Nexis Uni®
and FBI’s public service announcement center’. This step
ensures that the selected framework and integration ap-
proach are grounded in established research, enhancing the
credibility and relevance of the research.

(1) Existing impact assessment frameworks:
("cost*" OR "loss™" OR "revenue*") AND ("cyber attac™"
OR "cybersecurity” OR "cybercrime") NOT ("detect™"
OR "control" OR "simulation*" OR "monitor*" OR "vul-
nerabl*" OR "mitigat™ OR "secure™" OR "threat™")

(2) LLM integration:

("Large Language Models" OR "Natural Language Pro-

cessing" OR "NLP" OR "LLM") AND ("prompt engi-

neering" OR "fine tuning") AND ("text analysis" OR

"text mining" OR "news articles" OR "news media")

Cyber attacks selection:

("report™ OR "cost™) AND ("cyber attac*" OR "cyber-

security” OR "cybercrime" OR "Data breach*") NOT

("detect*" OR "control” OR "simulation*" OR "moni-

tor™ OR "mitigat™ OR "secure®" OR "threat*")

(3

=

Following the selection of the framework, an addi-
tional query was formulated to find more detailed de-
scriptions of cyber attacks within the selected frame-
work and to discover additional cyber attacks. For
information on the framework selection process, refer
to Section 5.2.

(4) Framework specific cyber attack impact assess-
ments:
("Direct loss™ OR "Indirect loss*™ OR "Defence cost™
OR "Criminal revenue" OR) AND ("cyber attac*" OR
"cybersecurity” OR "cybercrime") NOT ("detect™" OR
"control" OR "simulation™" OR "monitor*" OR "miti-

gat'kﬂ )
The queries were applied to the selected set of digital li-
braries to define the number of relevant articles. The search

resulted in 517 articles through the first phase of the search.Further,

the resulting set of articles was filtered based on inclusion
and exclusion criteria discussed in table 1.

Criteria Decision
Keywords are present in title, abstract, or | Inclusion
keyword list

Publication in a scientific  jour- | Inclusion
nal/conference

English language Inclusion
Duplicate articles Exclusion
Article which do not have open access Exclusion

Table 1. Inclusion/exclusion criteria

After applying these criteria, the abstracts of the remain-
ing articles were reviewed using the Zotero application.
Papers that were irrelevant for this study were eliminated.

Shttps://news.google.com/
Ohttps://ezproxy2.utwente.nl/login?url=http://www.nexisuni.com/
"https://www.ic3.gov/Home/ConsumerAlertsChoice
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This process further refined the selection, reducing the num-
ber of relevant articles to 37.

3.2 LLM Integration

With insights from a literature review, this project looked
at different Large Language Models (LLMs) to determine
their suitability for text analysis and cyber risk assessment.
Several LLMs, including BERT, GPT-4, Llama etc. were as-
sessed for their capabilities in processing and analyzing
unstructured text data from news articles. The selection
criteria included the models’ ability to handle big data, the
effectiveness of their text analysis features, and their proven
performance in similar domains. This step is essential to
ensure that the selected model can provide accurate and
relevant outputs for cyber attack impact assessments. For
this purposes, BERT, known for its deep bidirectional repre-
sentations, was considered for its efficiency in tasks where
generative capabilities are less critical but precise classifi-
cation is necessary. However, GPT-4 was selected based on
its ease of integration with the chosen framework, project’s
time-constraints, the volume of existing studies utilizing this
model for cybersecurity purposes, and its second best per-
formance demonstrated by [Patel et al. 2024] in analyzing
news articles related to cyber attacks.

To facilitate the integration of GPT-4 with the chosen
cybersecurity framework and to enhance accuracy while
mitigating risk of hallucinations, structured prompts were
created to guide the LLM in extracting relevant information
from news articles. These prompts were designed to align
with the framework criteria. Prompt engineering techniques
were employed to refine the outputs of the LLM. This iter-
ative process involved adjusting the prompts based on the
initial results to enhance the accuracy and relevance of the
information extracted. Methods outlined by [Rodriguez et al.
2023] [Zamfirescu-Pereira et al. 2023], [Jha et al. 2023] were
used, these methods include: Including examples of desired
interactions to guide the model, breaking down prompts into
smaller, more manageable components, using reminders or
contextual information within the prompts to guide the
model’s responses, adding counterexamples into prompts
to steer the model away from incorrect responses, using
delimiters to add structure to a prompt, asking the LLM to
adopt the persona of a security specialist to provide con-
text and focus for the analysis, providing clear and direct
instructions in the prompt.

Additionally, [Brown et al. 2020] state that LLMs are few-
shot learners and highlight that adding a small amount of
training data can substantially improve the model’s accuracy.
Therefore, an example cost estimation was incorporated into
the prompt to assist in fine-tuning the LLM. The Anthem
2015 breach was used as training data due to availability of
the most cost estimations and news articles, providing more
information.

This combination of structured prompt engineering and
few-shot learning techniques aimed to ensure that the LLM’s
outputs were both accurate and aligned with the detailed
requirements of the cybersecurity assessment framework.
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3.3 Performance analysis

To evaluate the effectiveness of using a LLM for assessing
the impact of cyber attack, the LLM’s output was compared
with the assessments made by experts. The evaluation was
divided into two main parts: quantitative analysis of numer-
ical outputs (e.g. direct losses, defence costs) and qualitative
analysis of the output.

3.3.1 Quantitative Analysis. To measure how much the
LLM’s estimated costs deviate from expert assessments, the
Mean Absolute Percentage Error (MAPE) was used. This
metric is commonly used in forecasting and helps to express
the accuracy of predictions as a percentage. The formula for
MAPE is:

X 100

A; —F;
Aj

1 n
MAPE = - Z
n
i=1

where:

e 1 is the number of observations,
o A; is the actual value (expert assessment),
o F; is the forecasted value (LLM output).

This formula allowed to quantify the average deviation of
the LLM’s cost estimates from the expert assessments, pro-
viding a clear measure of accuracy. The MAPE was chosen
for its ability to express prediction accuracy as a percentage,
which makes it easier to interpret and compare the results.
Additionally, MAPE detects deviations between individual
pairs of values, which is essential for this research. In con-
trast, other statistical techniques typically evaluate entire
datasets when making comparisons. This research needed
identifying difference or error between specific pairs of val-
ues, for instance, the LLM’s estimation of direct losses from
an attack and a security expert’s corresponding estimation
for the same attack.

3.3.2  Qualitative Analysis. To evaluate the qualitative data
output from the LLM, a questionnaire was created. This
questionnaire involved presenting participants with two
options for each assessment: one from the LLM and one
from the expert. The participants were be asked to select
the better option based on clarity, relevance, and compre-
hensiveness. Additionally, participants were presented with
the LLM’s output alone to evaluate if it makes sense. This
analysis aimed at assessing the structure, clarity and de-
tect hallucinations rather then measure the accuracy of an
output. The questionnaire included the following questions:

e Which assessment provides a clearer explanation of
the impact of the cyber attack?

e Which assessment is more relevant to the context of
the cyber attack?

e Which assessment is more comprehensive in detailing
the impact?

e Does the LLM’s output make sense in the context of
the cyber attack?

e How would you rate the overall clarity of the LLM’s
output? (Scale 1-5)

e How relevant do you find the details provided in the
LLM’s output? (Scale 1-5)
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e How comprehensive is the LLM’s output in explain-
ing the impact? (Scale 1-5)

e What specific improvements would you suggest for
the LLM’s output?

By comparing the LLM’s outputs against expert assess-
ments using the MAPE formula for deviations and a struc-
tured questionnaire for qualitative feedback, this study aims
to extensively evaluate the performance and applicability
of LLMs in the field of cybersecurity impact assessment.

4 LITERATURE REVIEW

The systematic review was performed to investigate what
are currently existing frameworks and methods used for
impact assessments, filter a set of well-known cyber attacks,
determine a set of news articles which cover these cyber
attacks, explore how LLMs are integrated in could be applied
for impact assessments of the attacks, and provide insight
into how to evaluate accuracy of the LLM.

4.1 Cyber attacks selection

The selection of cyber attacks for analysis was based on the
credibility of the cost estimations in the referenced sources.
Specifically, articles by [Internet Crime Complaint Center
(IC3) 2023], [O. Kovalchuk et al. 2021], [N. Davies 2018],
[Kunal et al. 2023], [CISA 2020] were used. These articles
identify the most impactful cyber attacks, leading to the
presumption that their cost estimations are accurate and
reliable.

The table 2 includes part of the list of cyber attacks com-
posed during the literature review. Additionally, the Table
2 preemptively includes costs associated with the selected
framework which will be described next.
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Anthem (2015) 375.5 200 150 50 78.8
Yahoo (2014) 350 300 200 100 500
Merck (2017) 310 | 150 | 100 | 10 -
Target (2013) 292 250 150 30 70
Home Depot (2014) 252 200 100 25 56
Sony PlayStation (2011) | 171 100 70 10 101.6
Equifax (2017) 164 200 120 40 145.5
Sony Pictures (2014) 43 70 30 5 0.047
Experian (2015) 20 50 15 5 15
Yahoo (2013) 16 | 400 | 50 | 150 | 1000
Ashley Madison (2015) | 12.8 80 10 10 37
LinkedIn (2012) 4 30 10 1 6.5

Table 2. Costs of selected cyber attacks

4.2 Existing frameworks

o A framework proposed by [O. Kovalchuk et al. 2021] is
based on an analysis of the main aspects of monetary
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costs and the hidden economic impact of cybercrime.
A multifactor regression model proposed by this arti-
cles aims to determine the contribution of the cost
of the main consequences of IT incidents: business
disruption, information loss, revenue loss and equip-
ment damage caused by different types of cyberat-
tacks worldwide in 2019 to total cost of cyberattacks.
Information loss has been found to have a major im-
pact on the total cost of cyberattacks, reducing profits
and incurring additional costs for businesses.

o The systematic study by[Anderson et al. 2019] pro-
poses a framework for analyzing cybercrime costs.
They introduced several key concepts, including di-
rect costs, indirect costs, and defense costs.

e Introduced by [Kotenko and Chechulin 2013], a com-
prehensive cyberattack modeling and impact assess-
ment framework. Their work emphasized the impor-
tance of understanding attack vectors, vulnerabilities,
and impacts.

o A framework by [Jones 2005] involves the identifi-
cation of risk scenario, evaluation of loss event fre-
quency and probable loss magnitude

e [Gowdanakatte et al. 2023]: Introduced a model-based
risk assessment framework adapted for cyber-physical
systems (CPS). Their framework emphasized the im-
portance of modeling specific risks and attack paths
unique to CPS.

A framework by [Anderson et al. 2019] was selected as tar-
get framework. It was the most referenced and used frame-
work, most of the articles which described the selection of
cyber attacks utilised this framework. Additionally, it suits
well with the news articles analysis, while other frameworks
were too technical or too specific, for instance focusing en-
tirely on IOT devices. The metrics of direct losses, indirect
losses, defense costs, and criminal revenue were chosen be-
cause the author highlights their importance in evaluating
the financial impact of cyber attacks.

4.3 LLM integration

e [Jha et al. 2023] focus on iterative prompting archi-
tecture that uses formal methods to detect errors in
the LLM response automatically.

o [Fysarakis et al. 2023] proposed PHOENI2X, a Euro-
pean Cyber Resilience Framework, focusing on artifi-
cial intelligence (Al)-assisted orchestration for inci-
dent response and recovery. This work highlighted
the potential of integrating Al

o [Iyengar and Kundu 2023] explored the application
of LLMs in cybersecurity, providing a detailed anal-
ysis of how these models could be used for impact
assessments and threat identification.

e [Liand Shan 2023] introduced vulnerability detection
using LLMs, providing insights into how models like
GPT-4 can be used to identify potential cyber threats
based on textual analysis.

o [Patel et al. 2024] developed CANAL, a news alerting
language model. This model was designed specifically
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to categorize cyberattacks using news articles, which
aligns with MALICE project.

e [Zhou et al. 2023] provides a summary of the current
state and progress of large language model applica-
tions in professional settings and explores evaluation
methods for such models.

o [Abdullah et al. 2018] proposed a scheme on detecting
the related news about cyber-attacks and outlined
important features for classification such as: threat
type, threat name, threat

o [Gururangan et al. 2020] provide insights on pre-
training and fine-tuning LLMs

These studies provided invaluable insights into the in-
tegration of LLMs, fine-tuning processes, and prompt en-
gineering techniques, which will be applied in subsequent
stages of this research.

5 EXPERIMENT
5.1 Data Cleaning and Preprocessing

For the selection of cyber attacks collected and described in
the literature review section, relevant articles were selected
and added to the dataset. These articles were sourced from
the dataset compiled by [McCandless et al. 2024] with an
addition of articles from Google News.

For instance, in the case of the cyber attack on Yahoo,
which occurred in 2013 but was only disclosed in 2017, three
articles in total were added to the dataset. Two articles were
taken from the [McCandless et al. 2024] dataset: one from
[B.B.C 2017] and another from [CNBC 2017]. Additionally,
an article from [Perlroth 2017] was retrieved via Google
News to provide more context and detail.

As a result, the data entry for the 2013 cyber attack on
Yahoo includes the following information:

e Company Affected and Year: Yahoo (2013)

e Direct Losses (in $ million): 350

e Indirect losses (in $ million): 300

e Criminal Revenue (in $ million): 150

e Defense Costs (in $ million): 50

e Number of Individuals Affected (in million): 3000

e Source 1: "At least 500 million user accounts have
been stolen from Yahoo, the company confirmed on
Thursday..."

e Source 2: "Yahoo has said that all of its three billion
user accounts were affected in a hacking attack dating
back to 2013. The company, which was taken over by
Verizon...."

e Source 3: "Verizon Communications, said on Tuesday
that a previously disclosed attack that had occurred
in 2013 affected all three billion ..."

The process was repeated for the rest of the dataset.

5.2 Prompt Engineering

To enhance LLM’s abilities in categorisation of costs, prompts
were iteratively refined.

5.2.1 Prompt 1. The first version of the prompt included
only basic instructions and simply asks an LLM to provide
a calculation of the costs.
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Here is a news article on a recent cyber attack:
[News article]
Based on the information provided in the article,
calculate the following:

(1) Direct Losses

(2) Criminal Revenue

(3) Defence Costs

(4) Cost to Society

(5) Number of Individuals Affected
Additionally, provide a brief evaluation or impact
assessment of the cyber attack in the article.

. 7

5.2.2  Prompt 2. To improve clarity, the second prompt in-
corporated common prompt engineering techniques. These
included establishing a clear and organized structure, adopt-
ing a specific persona to provide context and focus, and
supplying precise definitions for key categories.

You are a security specialist tasked with analyzing
the costs and impacts of cyber attacks. Here is a
news article on a recent cyber attack:

[News Article]

Based on the information provided in the article,
please perform the following evaluations:

(1) Estimate the Direct Losses incurred by the
cyber attack. This is the monetary equivalent
of losses, damage, or other suffering felt by
the victim as a consequence of a cybercrime

(2) Estimate the Indirect losses incurred by the
cyber attack. This is the monetary equivalent
of the losses and opportunity costs imposed
on society by the fact that a certain cyber-
crime is carried out, no matter whether suc-
cessful or not and independent of a specific
instance of that cybercrime.

(3) Determine the Defence Costs associated with
responding to the cyber attack. They include
the cost of development, deployment, and
maintenance of prevention measures, and
inconvenience and opportunity costs caused
by the prevention measures.

(4) Estimate the Criminal Revenue generated
from the cyber attack. This is the monetary
equivalent of the gross receipts from a crime.

(5) Identify the Number of Individuals Affected
by the cyber attack.

Finally, provide a brief evaluation or impact assess-
ment of the cyber attack, considering its severity,
scope, and long-term implications.

J

5.2.3  Prompt 3. To further assist the LLM, examples for
each category were added to enhance it’s ability to recognise
different costs even better. Additionally, clear labels are
introduced together with notes.
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You are a security specialist tasked with ...
...in the article perform the following tasks:

(1) Estimate Direct Losses: Direct losses in-
clude the monetary equivalent of losses, dam-
age, or other suffering felt by the victim as
a consequence of a cybercrime. For exam-
ple, money withdrawn from victim account;
time and effort to reset account credentials
(for banks and consumers); distress suffered
by victims; secondary costs of overdrawn ac-
counts or deferred purchases, inconvenience
of not having access to money when needed;
lost attention and bandwidth caused by spam
messages, even if they are not reacted to.

(2) Estimate the Indirect losses: Indirect
losses include the monetary equivalent of
the losses and opportunity costs imposed on
society by the fact that a certain cybercrime
is carried out, no matter whether successful
or not and independent of a specific instance
of that cybercrime. For example, Loss of trust
in online banking, leading to reduced rev-
enues from electronic transaction fees, and
higher costs for maintaining branch staff and
cheque clearing facilities; missed business
opportunity for banks to communicate with
their customers by email; reduced uptake by
citizens of electronic services as a result of
lessened trust in online transactions; efforts
to clean-up PCs infected with malware for a
spam sending botnet.
Estimate Defence Costs: Defence costs in-
clude the cost of development, deployment,
and maintenance of prevention measures,
and inconvenience and opportunity costs
caused by the prevention measures. For ex-
ample, security products such as spam filters,
antivirus, and browser extensions to protect
users; security services provided to individu-
als, such as training and awareness measures;
security services provided to industry, such
as website take-down services; fraud detec-
tion, tracking, and recuperation efforts; the
inconvenience of missing messages falsely
classified as spam
Estimate Criminal Revenue: Criminal rev-
enue is the monetary equivalent of the gross
receipts from a crime. For example, if phish-
ing is advertised by email spam, the phish-
erman’s criminal revenue is the sum of the
money withdrawn from victim accounts.

Identify Number of Individuals Affected:

For example, if the article states that 500,000

accounts were stolen, report that number.

—~
&Y
=

—~
N
=
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After performing these calculations, provide a brief
evaluation or impact assessment of the cyber
attack. Discuss its severity, scope, and potential
long-term implications.

Important: Ensure that each calculation is clearly
labeled and explained. Use specific details and data
from the article to support your analysis.
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5.3 Fine tuning

An example cost estimation was used in fine-tuning the
LLM. The Anthem 2015 breach was used as training data
due to availability of the most cost estimations and news
articles, providing more information.

The 2015 cyber attack on Anthem includes the following
information:

e Company Affected and Year: Anthem (2015)

e Direct Losses (in $ million): 375.5

e Inirect Losses (in $ million): 200

e Criminal Revenue (in $ million): 50

e Defense Costs (in $ million): 150

e Number of Individuals Affected (in million): 78.8

e Source 1: "Massive breach at health care company
Anthem Inc..."8

e Source 2: "Health Insurer Anthem Struck By Massive
Data Breach.."”

e Source 3: "Millions of Anthem Customers Targeted
in Cyberattack.." 1

6 RESULTS AND DISCUSSION
6.1 Qualitative analysis

Direct losses is the most straightforward of the cost met-
rics, therefore it has the least percentage error of all as
reported in the Table 3. Number of affected individuals is
frequently highlighted in news articles, often appearing in
the headlines, resulting in a negligible MAPE for this metric.
Consequently, this metrics was not considered when calcu-
lating the total MAPE. However, it highlights LLMs abilities
in extracting information which is clearly available. Con-
versely, LLM had significant challenges with identifying the
criminal revenue even when few-shots were added. This is
likely due to limited availability of information on criminal
revenue in news articles and often the lowest value of this
metric among others.
The following metrics for MAPE by [Hyndman and Koehler

2006] will be used to evaluate accuracy of LLM’s output.

o Excellent: MAPE < 10%

e Good: 10% < MAPE < 20%

e Reasonable: 20% < MAPE < 50%
e Poor: MAPE > 50%

Table 3 clearly shows that the LLMs ability is affected by
the implementation techniques.

Inspecting the first prompt, the MAPE for calculable re-
sults fell into the poor category. Additionally the results
were so inaccurate that the MAPE could not be calculated,
as LLM sometimes gave unanalyzable output. For instance:
"A substantial amount considering number of records sold"
was one of the outputs for criminal revenue.

8https://eu.usatoday.com/story/tech/2015/02/04/health-care-anthem-
hacked/22900925/
https://www.forbes.com/sites/gregorymecneal/2015/02/04/massive-data-
breach-at-health-insurer-anthem-reveals-social-security-numbers-and-
more/
Ohttps://www.nytimes.com/2015/02/05/business/hackers-breached-data-
of-millions-insurer-says.html
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Prompt engineering techniques together with fine-tuning
achieved remarkable results, bringing the total MAPE to
23.3% and resolving the issue with LLM’s hallucinations.

Additional refinements to the prompts continued to en-
hance performance. While performance in the direct losses
category remained largely unchanged, MAPE for other cate-
gories dropped down by ~ 8.6%. indicating notable improve-
ments.

It is important to note that mostly, LLM’s error was due
to incorrectly categorising a value mentioned in a news arti-
cle, which had a doubled impact on the error as some value
was removed from a category and simultaneously added to
another. Fine-tuning and prompt engineering helped with
miscategorization but didn’t completely solve the problem.
For instance, in one of the outputs of the third prompt LLM
categorized the external consulting costs, which were iden-
tified as direct losses by security experts [CISA 2020], as
defense costs. This misclassification resulted in additional
error both in defence costs and direct losses category. Di-
rect cost estimation of an LLM is available in Appendix A,
Estimation of costs by [CISA 2020] is available in Appendix
B.

Overall, the results show great potential in LLM imple-
mentation techniques. Additionally, this research managed
to bring average error of GPT-4 LLM down to 15.6% which
is considered to be good estimation.

Rev

Direct Losses
Indirect Losses
Defence Costs
Individuals
Indirect Losses

Criminal
affected

enue

Prompt

Prompt 1 32% N/A | 81.7% | 67.6% | <0.1% | N/A
FS Prompt 2 | 10.6% | 18.6% | 31.1% | 27.3% | <0.1% | 23.3%
FS Prompt 3 | 10.4% | 14.8% | 19.2% 17% | <0.1% | 15.6%
Table 3. Calculated MAEP comparison across different categories

6.2 Quantitative analysis

A total of 116 participants in total completed the survey.

According to the Figure 1 assessments made by LM (lan-
guage model) were considered to be more detailed in com-
parison to SE (security experts) by vast majority of the par-
ticipants. This could be due to the fact that the assessments
made by LLM simply had at least twice as more text and
were thorough in every aspect.
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Fig. 1. Participants’ responses on preference of the level of detail in
LLM (Blue) and expert assessments (Green); There is a significant
preference for the detailed explanations provided by LLM

On the other hand, Figure 2 shows that source of the impact
assessment has almost no impact on it’s relevance according
to the participants.

Fig. 2. Participants’ responses on preference of the relevance in
LLM (Blue) and expert assessments (Green). Both sources are con-
sidered equally relevant by participants

Additionally, participants generaly rated LLM’s structure to
be superior as can be seen on Figure 3. LLM’s output often
included well-organised sections and subsections clearly
outlining the costs associated with each category and de-
tailing the calculations involved.

Fig. 3. Participants’ perceptions of clarity in LLM (Blue) and expert
assessments (Green). The chart shows a significant preference for
the structured responses of the LLM

The results of a Likert scale questions on Figure clearly show
that participants were generally satisfied with the quality of
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LLM’s output. Negative responses were minimal and neu-
tral responses were negligible for majority of the questions
except for those that asked relevance and coherence of the
assessment. However, due to further examination of partici-
pant’s comments in open questions, it was evident that these
participants were dissatisfied the volume of text generated
by the LLM.

Likert Scale Questions

How detailed i the LLM'S output in explaining the impact? (Scale 1.5)

2 (scale 1.5)

How would you rate the overallclaity of the LLM's output? (Scale 1.5)

4 Resprses

Fig. 4. Likert scale questions Stacked Bar Chart showing satisfac-
tion with the LLM’s responses

6.3 Reflection on results

Despite the promising results, the study also highlighted
several challenges. One significant issue was the LLM’s ten-
dency to misclassify certain costs, which affected the overall
accuracy. While prompt engineering and fine-tuning miti-
gated some of these errors, further refinement is necessary
to fully address this limitation. However, it’s important to
not add too much information to the prompts as was men-
tioned in the articles reviewed in literature review section
due to LLM’s tendency to include redundant data when
prompts require diverse output.

Additionally, the reliance on the availability and quality of
news articles presents a constraint, as not all cyber attacks
are reported comprehensively in the media. The reliance on
news articles as the primary data source introduced variabil-
ity in the data quality, which occasionally affected the LLM’s
performance. The use of news articles was necessitated by
the unavailability of detailed information required for more
accurate impact assessments, as such information is often
sensitive and not revealed to the public.

Furthermore, the prompt engineering and fine-tuning pro-
cesses, although effective, were time-consuming and re-
quired significant manual intervention. Future research
should explore more automated and scalable approaches to
LLM fine-tuning and prompt engineering.

Furthermore, the quantitative analysis using MAPE pro-
vided a clear measure of accuracy, but it not grasp full con-
text of the data. The qualitative analysis partially addressed
this gap, but a more integrated approach could yield better
insights.

7 CONCLUSION
7.1 Key findings
The potential of LLMs in text analysis, specifically in impact

estimation based on news articles is evident and clear. The
LLM managed to extract costs categorised by commonly
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used impact assessment framework. These estimations were
within acceptable range of error from the baseline cost es-
timations made by experts for research. Certain metrics
such as number of individuals affected were straightforward
enough for the LLM to almost make no errors, as the infor-
mation was often clearly, but reliability is still impressive.
The LLM’s output was rated as superior in terms of structure
and level of detail. Clarity of the ouput is also acceptable.
Additionally, it is important to remember that LLMs’ the
capability in interpreting extensive datasets quickly makes
them a valuable tool in cyber attack impact assessments.
However, these results were achieved by adopting common
LLM implementation techniques such as fine-tuning and
prompt engineering. Initial results revealed that the LLMs
abilities in impact estimations are limited, and it’s not viable
to use this novel method for these purposes. Nevertheless,
after the refinement process improved significantly, achiev-
ing a MAPE of 15.6%.This highlights the critical importance
of these techniques.

Overall, the paper clearly demonstrates LLM’s promising
abilities in cyber attack impact estimation. However, further
research needs to be performed to validate the effectiveness
of LLMs in impact assessments.

7.2 Future research

In order to further inspect the viability of application of
LLMs in cyber attack impact estimation, several directions
for future research are proposed:

e Exploration of More Models: This study focused on
a specific LLM: GPT-4, but future research should
evaluate a variety of models, such as BERT and T5.
Comparative studies will help identify the most suit-
able models for different types of cyber threats and
data sources.

o Incorporation of More Frameworks: Integrating LLMs
with additional cybersecurity frameworks can pro-
vide a more elaborate evaluation. Research should
explore the compatibility of LLMs with a broader
range of frameworks to identify the most effective
combinations.

Utilization of New Datasets: This study only focused

on news articles due to their richness in text data and

availability. Future studies should try diverse datasets
which improve the generalizability of the proposed
methods across different contexts.

e Power Consumption: One of the disadvantages of
LLMs is that they require substantial computational
resources. Due to the importance of optimizing power
consumption for sustainability, this aspect needs to
be investigated.
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A EXAMPLE LLM’S IMPACT ASSESSMENT

Estimate Direct Losses

Direct losses for the Equifax cyber attack include:

e Monetary losses: Equifax spent $55.5 mil-
lion for credit monitoring.
¢ Distress and inconvenience: The inconve-
nience to users had to be compensated which
costed Equifax $14.9 million.
Quantifying these:
$55500000 + $1490000 = $70,400,000 = $70.4 million

The total direct losses are estimated to be
$70.4 million.

B EXAMPLE SECURITY EXPERT IMPACT
ASSESSMENT

Table 5: Costs, Cost-to-Revenue Ratios, and People Affected (Large Incident Sample)

Cost-to- Number of

Company Affected Year of Total Cost Revenue People/Records Primary Source
Incident  ($ million) Affected
Ratio
(millions)

Anthem 2015 3755 0.48% 788 Anthem (2015)
Yahoo 2014 350 7.58% 500 Armerding (2018a)
Merck 2017 310 0.78% - Gunderman (2017)
Target 2013 292 0.41% 70 Armerding (2018a)
Home Depot 2014 252 0.30% 56 Armerding (2018b)
Sony PlayStation 2011 171 0.20% 1016 Sony Agrees (2014)
Equifax 2017 164 4.88% 1455 Equifax (2018)
Sony Pictures 2014 43 0.06% 0.047 Armerding (2018b)
Experian 2015 20 0.42% 15 Experian (2016)
Yahoo 2013 16 0.34% 1,000 Jay (2017)
Ashley Madison 2015 128 11.74% 37 Stempel (2017)
LinkedIn 2012 4 0.41% 6.5 Lennon (2017)

Table 4. Example direct cost estimation by [CISA 2020]

Equifax - 2017 Breach

In 2017, Equifax went through a data breach that leaked 146 million customers’ P1I including social
security numbers and driver’s license numbers. Equifax 2017 annual report shows that it incurred
$164 million in total pre-tax costs (Equifax, 2018). The expenses included $55.5 million in credit
monitoring, $17.1 million in external consulting, and $14.9 million in customer support (Dignan,
2017). Using Equifax's total revenue for 2017 of $3.36 billion (Equifax, 2018), the cost of the breach
was estimated to be 4.88% of revenue. Insurance payout of $50.0 million brings net expenses down
to $114.0 million (Equifax, 2018), which is 3.39% of the revenue. Note, the total cost of the incident
is not fully known yet as litigation and fines were still in the early stages against Equifax, when the
OCE analysis was conducted. However, as of May 2019, Moody's downgraded Equifax’s rating to
negative specifically naming cyber as a factor in rating change, with $690 million 2019Q1 expenses
for the breach as contributing to the downgrade. This is the company’s future cost estimate for
settling ongoing class action cases, as well as potential federal and state regulatory fines. Then on
July 22, 2019, FTC ruled to impose a fine of $700 million in individual compensation and civil
penalties. 7
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Fig. 5. Example impact assessment of Equifax(2017) cyber attack
by [CISA 2020]
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