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1. Problem objecƟve and goal 
In the last few years, Company X introduced an innovaƟon. This innovaƟon exists of mulƟple sensors 
that can monitor several variables of a fire protecƟon system. The sensors capture a lot of data which 
is stored. However, this data is currently not analyzed, and it is not known how to use this data to drive 
operaƟonal decisions. AddiƟonally, Company X does not know if the current control system and sensors 
gather enough data to predict failures or if more sensors are needed. CreaƟng and applying a predicƟve 
model in order to prevent malfuncƟons would ulƟmately result in beƩer scheduling of the workforce. 
Furthermore, it would decrease costs involved in mechanical failures.  

Research quesƟons: 

The main research quesƟon in this research is:  

How can Company X create a predicƟve maintenance model in fire protecƟon systems to decrease 
maintenance costs? 

Phase 1: Current situaƟon 

In the first phase, an analysis of the current situaƟon is done. This includes the current maintenance 
strategy, the error procedures and the available sensor data. The following three sub-research 
quesƟons are answered to get a beƩer understanding of these topics. 

• What maintenance strategy is currently used to prevent failures? 
• What is the general procedure when a failure occurs in a system?  
• Which variables are currently being monitored using sensors in the fire sprinkler systems?    

Phase 2: Literature Review 

The second phase is focused on the literature that is available and applicable for Company X. MulƟple 
aspects are taken into account. First, the maintenance techniques and the requirements for a failure 
predicƟon model are researched. Then, exisƟng models for predicƟng failures based on sensor data 
and expert knowledge are invesƟgated. Lastly, the most important and common failures in fire sprinkler 
systems are idenƟfied from exisƟng research. This results in the following sub-research quesƟons: 

 What maintenance techniques exist, and which ones relate to predicƟve maintenance? 
 What are the requirements for a failure predicƟon model? 
 What exisƟng methods are available for predicƟng failures based on sensor data and expert 

knowledge? 
 What are the most common failures in fire sprinkler systems idenƟfied in exisƟng research? 

Phase 3: Failure analysis of Fire Sprinkler Systems 

The third phase analyzes the failures that occur in fire sprinkler systems based on expert knowledge. 
Service mechanics and engineers are being interviewed to idenƟfy frequent failures. Then, the 
idenƟfied failures are cross-validated with the failures found in the literature. Finally, the key failures 
are selected and a relaƟonal data model is built to establish the relaƟonship between the failures and 
the sensor data. The following research quesƟon is answered in this phase: 

• What are the most common and important failures in fire sprinkler systems and what 
variables are correlated to each failure?   
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Phase 4: SoluƟon design 

In the fourth phase a soluƟon design is created. This phase includes creaƟng and comparing two failure 
predicƟon models to detect anomalies in the sensor data. Furthermore, an updaƟng model is 
constructed so the selected failure predicƟon model can be updated when new data becomes 
available. AddiƟonally, a framework is proposed to document new incoming failures and the most 
significant failures are analyzed to determine if more data is needed to predict these failures effecƟvely. 
Hence, recommendaƟons are given to Company X about gathering addiƟonal data. This results in three 
sub-research quesƟons:  

 How can the idenƟfied models be created to predict failures? 
 How can the selected model be updated in the future? 
 How should incoming data be documented and what addiƟonal data should be gathered?  

Phase 5: SoluƟon analysis 

Phase five evaluates and analyzes the soluƟon. It is reviewed how the soluƟon adds value, and how it 
impacts the maintenance costs per year. This results in the following sub-research quesƟon:  

• How does the created predicƟon model impact the maintenance costs per year? 

Phase 6: Conclusion 

The last phase analyzes all the answers to the sub-research quesƟons and states the final conclusions. 
RecommendaƟons about future developments and research are given to Company X, as well as the 
limitaƟons of the current research. 
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2. Literature review 

2.1 Maintenance techniques 
PredicƟve maintenance has many definiƟons, and a lot of constructs are related to this topic. We want 
to find maintenance technique(s) that relate to predicƟve maintenance.  

PredicƟve maintenance 

PredicƟve maintenance employs specialized techniques to analyze equipment states during operaƟon. 
Then it will predict when equipment will fail [1]. PredicƟve maintenance (or cogniƟve maintenance) 
not only opƟmizes equipment upƟme and performance, but also reduces the Ɵme and labor costs of 
checking prevenƟve maintenance [2]. PredicƟve maintenance has the aim of maximizing the useful life 
of the equipment and components while avoiding unplanned downƟme and minimizing planned 
downƟme [2].  

CorrecƟve maintenance 

CorrecƟve maintenance is carried out aŌer a fault has been recognized [3]. Thus, only aŌer a 
components breaks down the maintenance procedure is set in moƟon. CorrecƟve maintenance is also 
known as run-to failure or reacƟve maintenance, and it leads to high levels of machine downƟme and 
maintenance costs due to sudden failure [4]. 

Time-based maintenance 

Time-based maintenance is a maintenance strategy based on fixed intervals, where maintenance 
acƟons are regularly taken based on predefined schedules. The decisions for maintenance are solely 
triggered by Ɵme, with prevenƟve repairs [1]. It is also known as periodic-based maintenance. The 
intervals are determined based on failure Ɵme analysis; this can be failure Ɵme data as well as used-
based data [4]. 

CondiƟon-based maintenance 

CondiƟon-based maintenance is a type of maintenance that recommends acƟons based on the 
informaƟon collected through monitoring the parameters of the producƟon system. It is a policy that 
tries to avoid unnecessary maintenance by only taking acƟons when there is evidence of abnormal 
behavior of a physical asset [5]. PredicƟve maintenance has a big role in the introducƟon to condiƟon-
based maintenance. There are mulƟple data-driven methods that have been proposed for predicƟve 
maintenance. Most of these methods implement condiƟon-based maintenance soluƟons [6]. 

2.2 Requirements for a failure predicƟon model 
One of the main limitaƟons in predicƟve maintenance is the availability of data. OŌen, there is a gap 
between ambiƟon and iniƟally available data [7]. Tiddens et al. [8] define four types of data that are 
essenƟal to separate: historical data, usage monitoring, load monitoring and health/condiƟon 
monitoring. 

1. Historical data 

The main inputs for historical data are: technical knowledge, inspecƟons and historical records of 
failures/costs. There is a difference between low-quality and high-quality historical data. Low-quality 
historical data only contain the basic and essenƟal parameters such as the Ɵme to failure of a system 
[8]. High-quality historical data however, also includes informaƟon on historical usage, loads (including 
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environmental stressors) or condiƟon/health per group of systems (fracƟon of fleet, i.e., a specific unit 
or type) [8]. Historical data is gathered through manual registraƟon methods, such as logbooks or 
databases, instead of detailed monitoring [8].  

2. Usage monitoring 

Usage monitoring data is mostly gathered out of operaƟonal data. This means measurements of 
operaƟng hours, mileage, tons produced and/or process control data [8].  

3. Load monitoring 

Load monitoring data includes measurements of temperature, vibraƟon, humidity, strain or electrical 
current. 

4. Health or condiƟon monitoring 

Health or condiƟon monitoring data is made up of signs of degradaƟon or imminent failure. For 
example, vibraƟons, acousƟcs, temperatures, wear depths or data extracted from the measured 
response to idenƟfy the presence and magnitude of damage in the system [8]. 

It may look like Usage monitoring, Load monitoring and Health or condiƟon monitoring are a part of 
high-quality historical data, but they are not. The main difference is that the variables in usage, load 
and health/condiƟon monitoring are actually being measured with sensors (real-Ɵme monitoring). 
Historical data is not concerned about the real-Ɵme monitoring. Therefore, these are classified as 
different data types.  

Geƫng insight into real-Ɵme deterioraƟon of the individual asset and extrapolaƟon to the future under 
constant condiƟons, requires a combinaƟon of these data types. At least high-quality historical data, 
health/condiƟon monitoring and usage monitoring or load monitoring data should be available to 
achieve this [8]. 

2.3 Methods to predict failures 
We will review several ways to predict failures. First, we will look at experience-based maintenance 
techniques. Then, methods for seƫng thresholds to detect anomalies are reviewed. 

2.3.1 Experience based maintenance techniques  
MulƟple methods for predicƟng failures from sensor data and/or expert knowledge exist. Failure Mode 
and Effects Analysis (FMEA) is one of the methods which can be used for creaƟng a predicƟve model. 
In this secƟon, the different usages of this method are discovered. 

Failure Mode and Effects Analysis (FMEA) allows for the processing of individual analysis of a system’s 
sub-component. The analysis displays the various components with their respecƟve failures and causes 
to gain beƩer insight into the reliability of the system [9]. The FMEA method has been used in various 
research papers. For example, to study the reliability of wind turbine power generaƟon systems or to 
get beƩer insight in the reliability of machines or systems [10].  

FMEA has four standard columns that are used to analyze machines or systems: Component/Unit, 
Failure Mode, Failure Cause, Failure Effect. Srivastava et al. [11] introduce a modified FMEA approach 
(FMEORA) in order to develop a predicƟve maintenance model. Two columns are added, defining the 
Average Output and the Output Range. For every failure, it is esƟmated what the resulƟng output of a 
sensor would be. When the machine breaks down, the specific failure model is idenƟfied with use of 
these ranges. However, these ranges do not really predict a breakdown, but help in idenƟfying the 
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failure when it occurred. Furthermore, only one output measure is selected in which mulƟple failures 
are idenƟfied. When creaƟng an FMEORA, it is essenƟal to have data on the outputs of each failure 
mode. Therefore, a standard FMEA approach is more pracƟcal when less data is available.     

AŌer idenƟfying the failures, the Severity (S), Occurrence (O) and DetecƟon (D) are rated from 1-10 
correlaƟng to the failure. These factors are rated with a 1 for indicaƟng the least severe, most uncertain 
occurrence, and almost certain chance of detecƟon of failure, respecƟvely [12]. Then, the Risk Priority 
Number (RPN) is calculated. The RPN is a relaƟve quanƟty indicaƟng the risk associated with different 
failure modes of the components of machinery [12]. The general RPN (1) is calculated in the following 
way: 

𝑅𝑃𝑁 = 𝑆 ×  𝑂 ×  𝐷 (1) 

To calculate the RPN of a component (2) or the RPN of a subsystem (3) the following equaƟons are 
used: 

𝑅𝑃𝑁௖௢௠௣௢௡௘௡௧ = 𝑅𝑃𝑁ி௔௜௟௨௥௘ ெ௢ௗ௘ ଵ + 𝑅𝑃𝑁ி௔௜௟௨௥௘ ெ௢ௗ௘ ଶ + . . . + 𝑅𝑃𝑁ி௔௜௟௨௥௘ ெ௢ௗ௘ ௡  (2) 

𝑅𝑃𝑁ௌ௨௕௦௬௦௧௘௠ =  𝑅𝑃𝑁஼௢௠௣௢௡௘௡௧ ଵ +  𝑅𝑃𝑁஼௢௠௣௢௡௘௡௧ ଶ + . . . + 𝑅𝑃𝑁஼௢௠௣௢௡௘௡௧ ௡ (3) 

 

Filz et al. [13] developed a data-driven FMEA approach. Again, the failure modes are idenƟfied, and the 
Severity and DetecƟon are determined by interviewing experts in the field. However, the Occurrence 
is data-driven, factoring in environmental influences as well as usage data and specific profiles. In the 
study, various maintenance related data sources are linked to each other, which results in a separate 
database for each damage area and failure mode. This database is then used to clean, train and validate 
a predicƟon algorithm.  

2.3.2 Seƫng thresholds 
Company X has several sensors. For these sensors certain thresholds can be set. If a certain threshold 
is crossed, Company X can generate a pre-alarm staƟng something might be wrong with the system. 

2.3.2.1 Semi-supervised anomaly detecƟon 
Denkena et al. [14] introduce a method in which these thresholds are set with sensor operaƟon data. 
This is a semi-supervised anomaly detecƟon approach. First, 50 normal processes were run for drilling, 
pocket milling and circular milling. These processes were monitored with measuring the torque. This 
data was gathered and collected on a specific Ɵme frame. Using this collected data, upper and lower 
thresholds are calculated for a specific process. When a new process is run it is checked if the torque 
falls inside the set thresholds. If this is not the case, this is flagged as an anomaly.  

A safety factor 𝐶 determines how wide or narrow the distance between the thresholds are set. Usually, 
𝐶 is lower for criƟcal processes in which it is crucial to have a warning when a failure is coming in. When 
there are a lot of false alarms, it is wise to increase C so the boundaries are increased.  

2.3.2.2 Bollinger Bands 
Bollinger Bands (BB) are introduced for investors to monitor stock prices with the use of upper and 
lower bands based on a shiŌing moving average [15]. The two most popular averages are the 20- and 
21-day averages. This means that the average is calculated based on the last 20 or 21 days [15]. The 
upper and lower bands are used as indicators for investors when to buy or sell a certain stock. Since 
the introducƟon of the Bollinger Bands, not only have they been used for the financial market but also 
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for the industrial sector to detect outliers. For example, Vergura [16] uses the Bollinger Bands principle 
to monitor photovoltaic systems for anomaly detecƟon.  

2.3.2.3 Comparison 
Both these models can be used for anomaly detecƟon but advantages and disadvantages come with 
each model. The created model by Denkena et al. [14] has the main advantage of having staƟsƟcal 
robustness. Because the mean and standard deviaƟon are calculated across mulƟple processes, it 
ensures that the thresholds are staƟsƟcally robust and reflects the typical behavior of the process. 
However, this model is complex and once the thresholds are calculated they are not updated anymore 
(unless they are recalculated aŌer each process). Moreover, if we want to use this, we need to redefine 
the model before we can apply it. Finally, the model requires careful parameter tuning which can be 
hard.  

Bollinger Bands are easier to understand and implement. It is a simple method but can sƟll be effecƟve 
for detecƟng outliers. The main advantage of the Bollinger Bands is that the thresholds are dynamic, 
which allows the thresholds to fluctuate over Ɵme. However, this model only includes short Ɵme 
measurements which makes the model less robust. 

2.4 Failures from Literature  
Finding the most important failures in fire sprinkler systems is a crucial step in our research. Therefore, 
we idenƟfy the most common failures in exisƟng research.   

Frank et al. [17] have idenƟfied mulƟple component-based studies to construct tables in which the 
reliability of sprinkler components is documented. Several components have been split up: sprinkler 
head, piping, system valve, system pump, system water supply and miscellaneous components. We will 
idenƟfy the most common failures by analyzing the tables and looking at the highest failure rate. Frank 
et al. [17] divides the units into mulƟple forms such as: failures per demand, failures/year and 
failures/hour. The failures per demand mainly focusses on the failures that occur when a fire breaks 
out and when the system operaƟon is needed. Moreover, it is hard to compare this with other units 
like failures per year. When analyzing the failure, we focus on the highest failure rate. A higher failure 
rate means that the component will fail faster. Through this analysis, we concluded six failures that are 
most occurring.   

2.5 Component sensors 
Hashemian and Bean [18] have documented the parameters related to equipment condiƟons of typical 
types of industrial equipment. In their research they explore advanced condiƟon-based maintenance 
methods for industrial equipment. They constructed a table in which they link various components to 
sensor data. This table has been reconstructed, so that only the relevant components for fire sprinkler 
installaƟon are selected. Eight essenƟal parameters are idenƟfied that relate to the component’s 
health.   
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3. Failure analysis of Fire Sprinkler Systems 
AŌer reviewing literature sources, a FMEA was conducted with nine service mechanics, two service 
engineers and one project engineer. This is to find the most common and key failures that occur in a 
fire sprinkler system. This informaƟon is crucial in order to idenƟfy what addiƟonal data should be 
gathered, and which sensors are relevant in relaƟon to specific failures. 

A FMEA is made out of several important aspects like: components, failure modes, causes and effects. 
Before we can idenƟfy the causes and effects of each failure mode (FM), we must idenƟfy the failure 
modes themselves. A failure mode refers to the specific ways a component or process can fail to 
perform its intended funcƟon. EssenƟally, it is a descripƟon of how something can go wrong. Hence, 
four semi-structured interviews were conducted with service mechanics to idenƟfy the components 
that have the most failures as well as their failure modes. 

ParƟcipants were provided with a general components list, where they could indicate which 
components experienced the most frequent failures. Then, as many failure modes as possible were 
tried to discover from these components. This was done by repeatedly asking quesƟons how exactly 
the components failed. For example, when the interviewees menƟoned a failure involving only a 
noƟficaƟon pop-up, we asked about the core of why this noƟficaƟon popped up. This allowed us to 
gather as many failure modes as possible. Then, it was counted how many Ɵmes the service mechanics 
stated that the components were a part of the most frequent failures. Finally, a definiƟve list was made 
with the components and their failure modes. For every component on this list at least two service 
mechanics indicated that this is a component that fails occasionally or a lot.  

When the final list of failure modes was idenƟfied, interviews with the other five service mechanics, 
two service engineers and one project engineer were conducted. The purpose of these interviews was 
to idenƟfy the causes and effects of each Failure Mode as well as the Severity, Occurrence and 
DetecƟon raƟng. 

AŌer idenƟfying the Severity, Occurrence and DetecƟon raƟngs the Risk Priority Number (RPN) was 
calculated for every failure mode. Then, the average as well as the highest and lowest RPN were 
idenƟfied. Based on the average RPN raƟngs, a top 10 of failure modes was constructed. These were 
the failure modes with the highest average RPN raƟngs. Furthermore, this top 10 was cross-validated 
with the failures found in the literature. It was found that some of the failures matched, but there were 
also some differences. To be consistent, we conƟnued with the failure modes we idenƟfied ourselves. 
Based on the informaƟon gathered from the FMEA a relaƟonal data model was constructed. This model 
contains the failure modes as well as the variables/sensors that are correlated to them. This data model 
helps with idenƟfying the specific failure mode when one/mulƟple sensors show anomalies. 
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4. SoluƟon design 
In this chapter, our main focus is on creaƟng and comparing two predicƟon models. Both models set 
upper and lower thresholds that are calculated using a mathemaƟcal model. Moreover, a mechanism 
is created how the selected model can be updated. Furthermore, missing data is idenƟfied for the 
model to be efficient and accurate. RecommendaƟons for installing addiƟonal sensors are provided. 
AddiƟonally, an explanaƟon is given on how these sensors enhance the ability to predict failures. 

4.1 PredicƟon model 
We have created two models. First we discuss a semi-supervised anomaly detecƟon method. Then, we 
discuss the Bollinger Bands. The two predicƟon models have four types of outcomes: 

True PosiƟves (TP) : The model predicts a failure, and the failure actually happens. 

False PosiƟves (FP) : The model predicts a failure, but in reality there is NO failure. 

False NegaƟves (FN) : The model predicts NO failure, but in reality a failure happens 

True NegaƟves (TN) : The model predicts NO failure, and there is also NO failure in reality. 

4.1.1 Semi-supervised model 
The first predicƟon model is based on the literature in Chapter 3.2, especially the work of Denkena et 
al. [14] has been used. From this, the idea of seƫng upper and lower thresholds as well as introducing 
a memory factor to include both long- and short-term data has been used. 

The model has several essenƟal aspects. When the sensor data was visually analyzed, a crucial 
discovery was made. Every two weeks, the system gets tested, which is to make sure it is sƟll operaƟng 
as expected. AŌer this test, the system returns to its normal state, however differences in the mean 
levels of the sensor data before and aŌer the test were clearly idenƟfied. Therefore, the decision was 
made to divide the data into several periods. A period represents the data from the moment aŌer the 
system test unƟl the next system test. 

The model exists of seƫng upper and lower thresholds based on the average and standard deviaƟon 
of the sensor data. When a datapoint falls outside of the threshold, this is flagged as an anomaly. 
Consequently, a pre-alarm can be given to alert the service mechanics that a failure is expected. A 
mathemaƟcal model is built to explain how we calculate the upper and lower boundaries. The model 
is driven by three main parameters: 𝛿, 𝜃 and 𝐶. Parameters 𝛿 and 𝜃 are inputs for a memory factor. 
This memory factor combines the global standard deviaƟon gathered from the previous periods and 
local standard deviaƟon observed in the current period. The parameters influence the weight of the 
global standard deviaƟon and the local standard deviaƟon while determining the upper and lower 
thresholds. The safety factor 𝐶 can be set, to determine how wide the upper and lower thresholds 
should be. The opƟmal values for these parameters will be determined by tesƟng the model for 
mulƟple setups.  

4.1.2 Bollinger Bands 
In SecƟon 2.3.2.2 we discussed the Bollinger Bands. This method uses a shiŌing moving average to 
calculate thresholds. Again, when a datapoint falls outside of the threshold, this is flagged as an 
anomaly. Based on an average and standard deviaƟon gathered from the last 𝑛 days, thresholds get 
set. Parameter 𝑛 determines the number of days over which the average and standard deviaƟon are 
calculated. Increasing this parameter incorporates more days into account, while decreasing it 
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considers fewer days. The model also incorporates a safety factor 𝐶. This works the same as in the 
predicƟon model in SecƟon 4.1.1; it determines how wide or narrow the upper and lower bounds are 
set. 

4.1.3 Experimental setup 
We analyzed and evaluated the two models based on the data of one system and one sensor.  First, we 
discuss the setup of the semi-supervised model. Two Periods have been selected where the data get 
tested on for both models: Period 4 and TestPeriod. The data from Period 4 is selected because the 
state is confirmed to be as expected. The TestPeriod however, is selected because of an actual failure. 
We evaluate the different setups of the models based on how many datapoints (DP) are flagged as 
anomalies in the TestPeriod and Period 4. Of course, we want to flag as many anomalies as possible in 
the TestPeriod because an actual failure occurs. However, in Period 4 we do not want to have any 
flagged anomalies because this is just a normal period. Every 10 seconds, the data is logged and a 
datapoint is available. In total there are around 110.000 Ɵmesteps. 

 Semi-supervised model 

Periods SS-B1, SS-B2 and SS-B3 are selected as base data. This data serves as our foundaƟon, so we can 
calculate the thresholds in Period 4 and the TestPeriod. As menƟoned, Period 4 and the TestPeriod are 
used to evaluate the predicƟon model and to determine the opƟmal value of the parameters. Again, 
the data from Period SS-B1, SS-B2, SS-B3 are selected because their state is confirmed to be as 
expected. The start of the periods represent the day aŌer the system’s test. The end represents the day 
before the next test.  

For parameters 𝛿, 𝜃 and 𝐶 we experimented with several different values of the parameters. 
Experiments are done with 11 different setups, and the parameters for the best setup are chosen. AŌer 
running all the setups, we analyzed the results and determined the best values for the parameters. 
When we compare the impact of the different parameters, we see that the safety factor 𝐶 has the most 
influence on the upper and lower thresholds. We can really see that when we lower this safety factor, 
the thresholds get much narrower and the other way around as well. The impact of 𝜃 is minimal. When 
we set 𝜃 at a low value, we see that the thresholds get narrow in the beginning  of the period. When 
we increase 𝜃, the thresholds get wider. However, this does not have a huge impact on the thresholds. 
Lastly, the impact of 𝛿 is more noƟceable than 𝜃. We see when we set 𝛿 very low, the thresholds are 
fluctuaƟng more. When 𝛿 is set higher, the thresholds are more stable and robust.  

 Bollinger Bands 

For the Bollinger Bands we also select basis data to serve as a foundaƟon for our model. These are 
Period BB-B1 and Period BB-B2. This data allows us to determine the thresholds based on the complete 
set of days included in the moving average. 

Again, the safety factor 𝐶 had the biggest impact on how wide or narrow the upper and lower 
thresholds are set. The parameter 𝑛 had the biggest impact on how dynamic the thresholds were. A 
lower 𝑛 led to greater fluctuaƟons in the thresholds, while a higher 𝑛 produced a more stable 
threshold, less influenced by newly incoming data. 

4.1.4 Comparison 
When we compare the semi-supervised model to the Bollinger Bands, we noƟce a few differences and 
similariƟes. First of all, we see that the best setup of the semi-supervised model outperforms the best 
setup of the Bollinger Bands. The semi-supervised picked up more True PosiƟves which resulted in a 
higher score. Moreover, in general the Bollinger Bands are more sensiƟve to False PosiƟves. A similarity 
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is that in both models, the safety factor is the primary parameter influencing the sensiƟvity of the upper 
and lower bounds. The semi-supervised model is in general also more stable. The boundaries do not 
fluctuate as much as they do in the Bollinger Bands model, unless the parameter 𝑛 is set very high in 
that model. Moreover, the semi-supervised model is more tweakable with the input of three 
parameters in comparison to the Bollinger Bands with an input of only two parameters. Lastly, in Ɵme, 
the semi-supervised model will get more reliable as historical data is taken into account. This is not the 
case for the Bollinger Bands. Therefore, we make the decision to conƟnue with the semi-supervised 
model.  

We have to be aware that the chosen values of the parameters are trained specifically to detect one 
failure and to be within the boundaries of Period 4. Therefore, a reliability issue of this research arises. 
In SecƟon 4.2 we describe how the bounds can be updated as new data is observed and how this 
increases reliability. 

4.2 UpdaƟng model 
From SecƟon 4.1 we learned that the safety factor is the most important parameter for determining 
how wide or narrow the thresholds are. Therefore, we solely focus on updaƟng this factor and leave 
the other parameters out of our updaƟng model. If the safety factor is set very low, this might result in 
a lot of false posiƟves. On the other hand, if the safety factor is set too high, this might result in a lot 
of false negaƟves. Therefore, we create a cost funcƟon that updates the safety factor, incorporaƟng the 
costs and occurrences of false posiƟves and false negaƟves. The safety factor is then calculated to 
minimize these costs for the new period. The model can be used aŌer each period to determine the 
new safety factor. We focus solely on false posiƟves and false negaƟves as they influence how we 
should adjust the safety factor. When the costs of the false posiƟves are higher than the costs of the 
false negaƟves, the safety factor for the next period is increased. When it is the other way around, the 
safety factor is decreased. The model aims to find the opƟmal overall costs associated with these 
failures. Hence, when more data becomes available, the safety factor approaches it’s opƟmal value and 
becomes more reliable.   

4.3  AddiƟonal data  
In Chapter 2.2, we defined four types of data essenƟal for conducƟng predicƟve maintenance. We 
review these data types and specify how Company X can collect each type. A framework for 
documenƟng was constructed. The framework includes 8 essenƟal elements to document failures well. 
The framework makes it possible to track the system failures in a structured way. Furthermore, analysis 
of system failures is easier and more consistent. 

4.3.1 Historical data and health/condiƟon monitoring 
The documentaƟon of the failure data needs to be consistent. The logs should be filled in properly by 
the service mechanics and it should be documented in one system. The failed component with its 
failure mode and effects should all be filled in. This allows for increasingly higher quality logs and 
historical data. Furthermore, health/condiƟon monitoring data should also be documented properly. 
When more systems get installed with sensors, the chance of capturing a failure becomes higher. 
Therefore, Company X would get more health/condiƟon monitoring data. 

4.3.2 Load and usage monitoring 
In Chapter 3 we have idenƟfied the most important failure modes of the components in a sprinkler 
installaƟon. For each component in our top 10 failure modes, the possibiliƟes for collecƟng addiƟonal 
data have been reviewed. Based on the literature in Chapter 2.5 and addiƟonal specific literature found 
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per component, several recommendaƟons have been given to install or monitor specific sensors. These 
sensors help in detecƟng failures and thus increasing the effecƟveness of the failure predicƟon model. 
First, the variables that are correlated to a component as given in Table 10 were stated. With these 
variables, addiƟonal literature was researched to support the value of a specific sensor. Furthermore, 
the results from the FMEA were also taken into account. When it resulted from the FMEA that a failure 
could be detected with a specific sensor, this was included and analyzed as well. From these different 
methods, we recommended installing sensors on several components. It was found that while some of 
the sensors were already in place, there were sƟll a number of sensors that had yet to be installed. 
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5. Results 
Classifying failures into different types is crucial because they incur different costs per type. Costs are 
assigned to every type, based on the travel Ɵme and the Ɵme to fix a failure. A False NegaƟve incurs 
the most costs, while a False PosiƟve and a True PosiƟve incurred around the same costs. A True 
NegaƟve does not incur any costs. A certain number of annual failures is esƟmated based on insights 
from the interviews. We evaluate our predicƟon model using several assumpƟons. The assumed True 
PosiƟve percentage level starts at 0%. Then steps of 10% at the Ɵme are made, all the way up to 100%. 
For the addiƟonal False PosiƟves, we start at 0, and make steps of 20, all the way up to 80 addiƟonal 
False PosiƟves. For each of these steps, the maintenance costs are calculated and evaluated. Figure 1 
shows the costs per True PosiƟve level and addiƟonal FP’s.  

 

 

 

 

 

 

 

 

 

Figure 1: Costs 

When we analyze the impact of the True posiƟve level, we can see that when the level increases, the 
costs decrease. This is logical, since more correct predicƟons are made and thus the costs decrease. 
Then, when we look at the addiƟonal False PosiƟves, we can see that when less False PosiƟves occur, 
the costs decrease as well. 

However, the costs of a failure are currently charged to the customer. Therefore, when Company X 
saves these costs through the use of a predicƟve maintenance model, a loss in revenue is expected. 
With the use of a predicƟve maintenance model Ɵme will be saved as well. By assuming the number 
of hours required to serve one system, we can determine how many addiƟonal customers can be 
served using the same number of service mechanics. By esƟmaƟng the revenue generated by each 
customer, we can evaluate the break-even points for the potenƟal addiƟonal customers and compare 
this against the number of customers needed to maintain the same level of revenue. Therefore, we 
review how high the True PosiƟve level of the predicƟve maintenance model should perform to 
maintain the same amount of revenue with a certain amount of addiƟonal FP’s. The following results 
were found: 

 0 addiƟonal FPs: At least 0% TP rate 
 40 addiƟonal FPs: At least 6% TP rate 
 80 addiƟonal FPs: At least 13% TP rate 
 120 addiƟonal FPs: Approximately 20% TP rate 
 160 addiƟonal FPs: Approximately 29% TP rate 



16 
 

6. Reliability and validity of research 
In this research, different kind of methods have been used to ensure the reliability and validity of the 
results. Firstly, to ensure the validity of our results, we have constructed the most common and 
important failures by leveraging exisƟng literature sources and expert knowledge. By comparing these 
sources, we have already strengthened the validity of our findings. Furthermore, when construcƟng 
the FMEA we did not only include service mechanics, but also service engineers and a project engineer. 
Service engineers and project engineers of the service and maintenance department have encountered 
failures as well working on their projects. Moreover, they have in-depth understanding of the system 
design and are aware of the common challenges and soluƟons of the system. Therefore, including these 
funcƟons while filling in the FMEA allows for a beƩer reliability and validity of the final results since 
different perspecƟves and views are included in the results. 

The reliability and validity of the failure predicƟon model has been established using the available 
sensor data. However, due to the lack of data, both are not very robust. Currently, we have determined 
several values for the parameters of the model but we cannot ensure that these values are opƟmal. 
This is because the parameters are tuned on only one failure and one good period. Hence, while the 
current bounds may not yet be fully reliable, we have an updaƟng mechanism in place that enhances 
reliability as more data becomes available. As new data and addiƟonal failure informaƟon are 
incorporated, our model will be beƩer trained, ulƟmately ensuring greater validity and reliability. 

Company X is not the first to implement a predicƟve maintenance model. Various sectors, such as the 
manufacturing industry, have already successfully adopted such models. This success validates that 
developing and implemenƟng a predicƟve maintenance model is both feasible and valuable. 

The selected predicƟon model is not limited to the fire protecƟon industry; it can also be useful across 
various other sectors. Any industry that relies on sensor data to monitor and maintain operaƟonal 
processes could find this model valuable for using it to predict failures to ensure opƟmal performance. 
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7. Conclusion and recommendaƟons 
We can conclude that Company X can transiƟon towards a predicƟve maintenance strategy. Through 
interviews and exisƟng research we constructed a list with the most important and occurring failures. 
Moreover, we constructed a relaƟonal data model to idenƟfy which sensors are correlated to the 
different failures. A failure predicƟon model was developed to detect anomalies in the data, 
accompanied by an updaƟng model and a framework designed for future use. Following up, several 
recommendaƟons are given to Company X.  

7.1 RecommendaƟons 
1. Properly document failures using the provided framework 

EffecƟve documentaƟon of failures has not always been consistent at Company X. When transiƟoning 
to predicƟve maintenance, it is crucial to adopt a standardized documentaƟon method. This ensures 
easier data analysis and results in more reliable outcomes. Therefore, we recommend using the 
provided framework for documenƟng these failures.  

2. Implement failure predicƟon model 

Currently, the failure predicƟon model is implemented in VBA. However, when real-Ɵme predicƟons 
are the goal, this is not aƩainable. For this research, we have extracted the data manually from the 
cloud. It is recommended that Company X streamlines this process, so the data of the cloud gets 
analyzed automaƟcally with the failure predicƟon model. AddiƟonally, it is advised that Company X logs 
the system tests, allowing for the definiƟon of mulƟple periods. These periods can be used to further 
train the model and enable the predicƟon model to filter out the wrong data automaƟcally. 
Furthermore, the current value of the parameters should not be considered final. We have an updaƟng 
model for the safety factor, however for the other two parameters more experiments should be run to 
find the opƟmal values when more data becomes available.  

3. Further develop relaƟonal data model 

The relaƟonal data model helps in idenƟfying the failures based on the status of the sensor data. When 
mulƟple sensors are above or below the thresholds, anomalies are detected. With the relaƟonal data 
model, the possible failure modes can be in/excluded. However, this data model is not final and should 
be updated. If the new incoming failures are properly documented, the relaƟonal data model can be 
updated. This improves the effecƟveness and reliability of the data model and can be valuable for 
future idenƟficaƟon of the failure modes.  

4. Implement addiƟonal sensors 

To improve the effecƟveness of Company X ’s predicƟon model, it is recommended to implement the 
addiƟonal idenƟfied sensors for each component. Adding these sensors will enhance the accuracy and 
reliability of the predicƟon model. 

7.2 LimitaƟons 
In this thesis, several assumpƟons are made which may impact the reliability and validity of the 
research. AddiƟonally, there are several other limitaƟons of the research. We will go over them and 
explain how much of an impact they have on the final results.  

The biggest limitaƟon of the research is the lack of data. This has an impact on both the reliability and 
validity of the failure predicƟon model. This has been discussed in Chapter 6.  
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The lack of data also had an impact on determining the most occurring and important failures. Instead 
of quanƟƟvely determining these failures (i.e. using logbooks), we have determined these by 
conducƟng semi-structured interviews. Given the number of experts we have interviewed, we can say 
that these predicƟons are quite reliable. However, it should be said that when the failures get 
documented properly over the next few years a quanƟtaƟve analysis is not superfluous. This increases 
the reliability and validity of the most common and important failures.  

It is assumed that the predicƟve capabiliƟes of the model lead to a reducƟon in repair and travel Ɵme 
to solve the failure. OpƟmizing the scheduling of the service mechanics was not in the scope of the 
research, however it should be taken into account that this is necessary in order to achieve these 
reducƟons. Efficient scheduling ensures that service mechanics are deployed in a manner that 
maximizes their availability and minimizes travel Ɵme. Depending on how well these aspects get 
implemented, the actual reducƟons can of course deviate from the expected reducƟons. Consequently, 
this has an impact on how much maintenance costs can be saved and how many addiƟonal customers 
can get served using the same number of service mechanics. 
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