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Abstract—The rise of Internet of Things (IoT) and mesh
networks has revolutionized wireless communication systems,
offering resilience and adaptability for a variety of applications.
However, mesh networks face a persistent challenge in their
ability to cooperate with one another. One form of this lack
of cooperation, is the inability of incompatible mesh networks
to seamlessly leverage each other’s network connections for
the delivery of their packets. This thesis introduces a novel
approach that utilizes multi-Radio Access Technology (multi-
RAT) to address this issue. Multi-RAT, with its ability to allow
nodes to communicate over various mesh networks concurrently,
redefines the operation of mesh networks, enhancing connectivity,
efficiency and adaptability. By using incompatible mesh networks
as a bridge between two compatible mesh networks, it can
enable communication between two separate, but compatible
mesh networks where it was previously impossible. Furthermore,
the multi-RAT nodes can enable more reliable and faster com-
munication within an already fully connected mesh network. In
the process, redundant nodes and inefficient paths within these
mesh networks can be eliminated. The group of mesh networks
that is connected through multi-RAT nodes, will henceforth be
called multi-RAT networks. Within this multi-RAT network, its
multi-RAT nodes will send packets through entire mesh networks
instead of one connection between nodes. Discovering optimal
routes within the multi-RAT network is done through an Ant
Colony Optimization algorithm, as routing packets through entire
networks introduces additional variables and considerations. This
thesis reviews related work, discusses design choices, technical
challenges and the results of implementing such a multi-RAT
approach in the open-source discrete-event network simulator
ns-3!. Additionally, potential future additions to this work are
explored.

I. INTRODUCTION

The current landscape of wireless communication systems
has been transformed by the rise of IoT and mesh networks.
These technologies have revolutionized the way we collect
and spread information. Mesh networks, inherently resilient
and flexible, have become an interesting choice for various
applications, from smart homes to industrial automation. How-
ever, despite their numerous advantages, mesh networks all
essentially operate as isolated islands of connectivity. These
isolated islands hinder the seamless exchange of data, leading
to inefficiency and redundancy. In [1], it is suggested that
managing these mesh networks in a multi-RAT scenario could
improve their performance. This scenario would include mesh
networks that primarily consist of nodes without multi-RAT
capabilities. These nodes are unable to connect to different
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types of mesh networks due to factors such as varying
protocols and frequency ranges, However, a small portion
of the nodes in these mesh networks do possess multi-RAT
capabilities. Due to the design of multi-RAT nodes. They
are able to use multiple Radio Access Technologies, enabling
connections to multiple different mesh networks. With this
capability, they are able to function as bridges between com-
patible networks by facilitating the hand over of packets to and
from incompatible mesh networks. An example of this type of
network can be seen in Figure la which illustrates a network
characterized by two distinct radio access technologies, each
differentiated by their color. The multi-RAT nodes in this
Figure are recognizable by their dual color scheme.

Through the management of these mesh networks, multi-
RAT has the potential to completely change the way mesh
networks operate and interconnect. Current implementations of
multi-RAT often focus on end-user devices and the concurrent
use of technologies such as WLAN and LTE, as discussed in
[1]. However, we are going to be focusing on the unique fea-
tures it offers that allows for increased connectivity, efficiency,
and adaptability within mesh networks such as WLAN, BLE
and Zigbee. This thesis introduces a novel approach where the
ability of multi-RAT nodes to communicate to two or more
different mesh networks simultaneously is harnessed. Using
them to manage the mesh networks they are connected to and
provide the ability for these networks to seamlessly utilize
the full potential of multi-RAT networking without the mesh
networks themselves having to be aware of it.

In the subsequent sections of this paper, we initially delve
into the research problem and challenges in sections II and III.
Here we discuss the problem we want to solve, the proposed
solution and the challenges associated to it. Then we discuss
the research questions section IV. In section V we discuss
related work such as the similarly functioning routing for
multi-modal transportation and the potential it holds for mesh
network communication. Following this, we review the design
choices for the creation of a multi-RAT network in section
VI. Here, we are going to discuss the technical challenges
and considerations that arise with creating the solution. In
section VII we discuss the implementation of this solution
in a simulation, ensuring a comprehensive understanding of
the practical aspects of this concept. We then present the
results and discuss them in sections VIII and IX. Finally, we
discuss potential future additions in section X and provide a
conclusion in section XI.



(a) A complete multi-RAT network.

(b) Perspective of the multi-RAT nodes.

(c) Perspective of the blue network.

(d) Perspective of the blue network.

Fig. 1: Different perspectives of a multi-RAT network where color determines the type of mesh network.

II. PROBLEM STATEMENT

As it stands, mesh networks are often unable to cooperate
with each other due to their incompatibilities. Even when
adding multi-RAT nodes to mesh networks and thereby creat-
ing a multi-RAT network, the mesh networks would still not
be able to make use of the advantages it provides without
any help. In Figure 1a we have a multi-RAT network with
three marked nodes. This is going to show us two important
examples where multi-RAT nodes can provide improvements
to the mesh networks. First of all, there is the connection
between node A and B. These nodes are both part of the
blue network. However, they are not connected and cannot
send packets to each other. If were possible to utilize the
red network, the two nodes would be able to send packets to
each other. Secondly, there is the connection between node
A and C. While these nodes are able to connect to each
other entirely through the blue network, there is a better path
available through the red network. These improvements are
usually never made as the multi-RAT nodes have separate non
routing protocols for the different mesh networks they connect
to.

The solution we propose is focused around the central role
of multi-RAT nodes in controlling the cooperative functioning

of the surrounding networks, aiming to allow seamless co-
operation among networks. The multi-RAT nodes determine
whether a packet should be routed through its original mesh
network or if a better performing route is available through
utilizing multi-RAT, all without there being a necessity of
an awareness for these mesh networks of their cooperation.
Managing a multi-RAT network exclusively through its multi-
RAT nodes primarily offers two advantages. Firstly, this ap-
proach allows the conversion of existing networks into multi-
RAT configurations with relative ease, merely requiring the
addition of multi-RAT nodes to the network. Secondly, it af-
fords networks the freedom to continue utilizing their original
functionalities and routing mechanisms, thereby preserving
their unique functionality for the devices they serve, such
as how BLE and Zigbee are specifically made to be energy
efficient for battery-powered devices. However, it is important
to recognize that adopting this approach to create a multi-RAT
network also carries two significant drawbacks. Firstly, limited
control over nodes within a network may occasionally lead to
sub-optimal routing decisions within the network. Secondly,
leaving the task of enabling the functionality of a multi-RAT
network solely to the multi-RAT nodes is going to lead to
complex multi-RAT nodes.



The solution is going to be realized by constructing a
new graph of the multi-RAT network where multi-RAT nodes
are the nodes and the mesh networks that connect them are
their edges. This graph is given in Figure 1b. In this graph,
information such as the characteristics of the mesh network
and the number of hops between the two nodes can be added
to the edges. If it is determined that a packet should be routed
utilizing multi-RAT, this same graph is used by a routing
algorithm to route the packet the multi-RAT network. Because
this solution only requires the multi-RAT nodes to function,
the red and blue networks do not need to be aware of it. This
allows us to freely add multi-RAT nodes to existing mesh
networks to enable multi-RAT capabilities. The perspective
the red and blue mesh networks can be seen in figures lc
and 1d respectively. In these figures, striped edges are given
for the connections that multi-RAT enables. These paths are
only utilized when the multi-RAT nodes decide it improves a
packet’s route. For example, assuming both networks have the
same characteristics, in Figure 1d, the striped edge on the right
represents one red node, which is faster than crossing two blue
nodes. Here the multi-RAT connection should be used. On the
other hand, in Figure lc, the striped line represents two blue
nodes, which is slower than crossing one red node. Here the
multi-RAT should not be utilized.

III. CHALLENGES

The creation of a solution capable of facilitating multi-
RAT networking presents quite the challenge, with various
problems to be tackled to create a successful implementation.
When looking at the current state of the art Multi-RAT routing,
many of these works are primarily focused on the collaboration
between LTE and WLAN technologies. The solutions often
leverage the strengths of cellular networks and Wi-Fi for
data transmission, ensuring seamless connectivity in various
scenarios for the end users. An example of this is [2] where
technologies such as LTE, WiMAX and Wi-Fi are mentioned.
However, the focus of these papers does not fit as well when
we shift our focus to IoT devices. For many of these types
of devices it is simply not possible to use high power usage
technologies such as LTE as they are often battery powered,
requiring more efficient radio access technologies to preserve
battery life. Another concern associated with the state of the
art multi-RAT solutions is their primary emphasis on the
end user experience within in the network. The scenarios
often revolve around granting end users the ability to utilize
multi-RAT capabilities without the networks themselves being
able to utilize it. However, our primary objective centers on
integration of multiple mesh networks, with a focus on the
important role that will be played by the multi-RAT nodes
that facilitate the connection between mesh networks. This
shift from focusing on the network itself instead of the end
user brings along some challenges. Here we list the ones that
need to be solved to realize this solution.

A. Building a multi-RAT graph

To be able to build the multi-RAT graph as shown in figure
1b, multi-RAT nodes require the ability to periodically send
each other updates on their status. This provides required
information for the graph such as the utilization of a network.

B. Discovery

Multi-RAT nodes are not able to preemptively decide which
packets will benefit from multi-RAT routing. The benefit is dif-
ferent for every combination of source and destination within
the mesh network. Therefore, whenever discovery is initiated
in a mesh network, the multi-RAT nodes have to perform their
own discovery. This discovery determines whether packets
from this source and destination combination should have their
packets routed through multi-RAT. This includes determining
to which multi-RAT node the packets should be sent for the
best performance.

C. Controlling the network

Once a multi-RAT node determines that there is a better
performing path for a packet by utilizing multi-RAT, it will
need to actually route the packet through this new path.
However, the goal is for mesh networks to not be aware of the
activities of the multi-RAT nodes. Because of this, a method
needs to be devised for the multi-RAT nodes to manipulate
their mesh networks to send packets through the multi-RAT
path.

D. Routing

In order to correctly route packets between multi-RAT nodes
a routing protocol is needed. The main issue for routing
within a multi-RAT network is that the options for paths
within the multi-RAT graph grows rapidly as more mesh
networks and multi-RAT nodes are added. This is because
the multi-RAT graph is a Directed Multi graph where nodes
can have as many edges between them as the amount of mesh
networks types. Additionally, every edge holds multiple pieces
of information about the network it represents. Using these
pieces of information, the routing algorithm could end up
having to optimize more than one value, such as the packet
delivery time and the reliability of the connection.

IV. RESEARCH QUESTION

The goal of this thesis is to explore how effective a multi-
RAT network controlled by its multi-RAT nodes is at enabling
seamless networking between mesh networks. To fully answer
this question, different configurations of mesh networks should
be tested. This includes different layouts of the nodes in the
mesh network, data rates, ranges and traffic.

1) how well can a multi-RAT network controlled by its
multi-RAT nodes effectively enable seamless networking
between mesh networks?

a) To what extent can a multi-RAT network enable
communication between nodes in two separate, but
compatible mesh networks?



b) What impact does a multi-RAT network have upon
communication between nodes within a fully con-
nected mesh network?

i) To what extent do different mesh network
configurations impact the effect of multi-RAT
networks

i) How well can multi-RAT networks respond to
changes within mesh network configurations

In order to measure the impact of multi-RAT on a mesh
network, two simulations are created with the exact same
network configuration for its main network. However, the
second simulation is going to have a second mesh network and
several multi-RAT nodes which enable multi-RAT capabilities.
Traffic is then generated in the main network, of which the
reliability and delay are measured. For question la, we can
make nodes send packets to each other that would not reach
their destination in the normal mesh network. We can then
connect these nodes through an additional mesh network and
multi-RAT nodes and test it again in the second simulation.
We then look at the reliability and delay of the traffic to see
how well this new connection performs. For question 1(b)i,
we generate two fully connected mesh networks with different
configurations and add several multi-RAT nodes. This allows
us to test the effect that the multi-RAT network has on traffic
that can reach its destination in a normal mesh network. Traffic
is again generated in the main network, of which the reliability
and delay are measured. These metrics can then be used to
determine the impact of multi-RAT to the generated mesh
network configuration. Lastly, for 1(b)ii We create a multi-
RAT network such as in 1a with two additional mesh networks
instead of one. One of these mesh networks is going to have
a higher data rate and is considered a better path for multi-
RAT routing. We can then generate congestion on the better
path to slow it down and lower its reliability. This allows us to
measure how effective the multi-RAT network is at responding
to these sorts of changes.

V. RELATED WORK

While there is not much work directly related to this specific
subject, there are subjects that are similar enough to our
problem that we can learn from. We are going to go going
over three subjects that hold relevant information which can
be used to solve the challenges this solution faces.

A. Multi-modal transportation

Multi-modal transportation is the act of moving goods using
at least two different methods of transportation to reach their
destination. For example, a package could travel the first half
of its journey through a container ship and the second half
through a cargo truck. This is quite similar to the usages of
multi-RAT to send a message from a source to its destination
over multiple different mesh networks. This means that these
studies could offer valuable insights and methodologies that
can in turn be applied to the challenges faced within multi-
RAT networks. Here, we review potentially interesting works
in this domain.

One noteworthy study [3] has harnessed the power of
deep neural network to improve upon the classic Dijkstra
algorithm in route planning for multi-modal transport. This
innovative work combines multiple transportation methods
into a unified, overarching graph, wherein routes contain a
multitude attributes that allow for more precise control of the
planning in place of what would in most cases be a simple
cost considerations. Beyond optimizing operational efficiency
and storage capacity of shipments, the study introduces an
interesting addition by introducing the concept of maximum
delays. This addition could potentially be useful for a multi-
RAT implementation as there are many applications that re-
quire timely delivery of messages and thus, could particularly
benefit from a restriction like this.

In parallel, another contribution [4] adopts Q-learning, a
model-free reinforcement learning methodology, to confront
the challenges posed by multi-modal transportation. While
the paper is based on the aspect of transportation, the core
principles of this approach show large adaptability to the ever
changing landscapes of dynamic network environments. One
issue with a model-free methodology such as this one is the
requirement of solving infinite loops. In this paper the deploy-
ment of directed graphs was used to ensure the trajectories
of learning culminate at a terminal state. In scenarios where
there are multiple connections between two nodes, fictitious
intermediary nodes are introduced to facilitate the agent’s
decision-making process.

Our final paper pertaining to multi-modal transportation, is
a study deploying an Ant Colony Optimization algorithm in
order to solve the complex path finding problem posed by this
subject in a timely manner [5]. Its ability to optimize both
the total cost and delay of a route through multi-objective
optimization aligns well with the objectives of optimizing
network communication within a multi-RAT environments.
The study shows that the ant colony algorithm outperforms
traditional optimization techniques. An interesting addition to
this study is the inclusion of data-driven techniques, reducing
the need for running the simulation by storing previous routes
and the utilization of Support Vector Regression in order to
lighten the computational cost of the algorithm. This is a
variant of a Support Vector Machine. However, instead of the
usual binary classification that an SVM performs, it is used
for regression purposes instead.

B. Multi-path routing

An interesting idea in the narrative of multi-path routing is
discussed in [6] where Multi-Agent Reinforcement Learning
is applied. The paper proposes to plan a path whereby every
node along said path acts as its own separate agent, able to
take decisions concerning the splitting of data flows. Interest-
ingly, the method in which the agents are trained is through
a Software-Defined Network. This allows them to train an
individualized model for each network node. These nodes
subsequently operate relatively autonomously, after this initial
training, input from the SDN network is no longer required.
However, in the case of this study, the SDN network still



provides occasional network status updates to aid the agents
in their decisions.

C. Hyper graphs

This model introduces the idea of multiple communication
channels represented as layers, with nodes that can switch
between those layers. This is shown in [7] where a net-
work model based on multi-layer hyper-graphs is proposed to
improve throughput in full-duplex cognitive radio networks.
While this work primarily revolves around the usage of
multiple channels, its concepts can be applied to multi-RAT
networks. This approach accommodates the complexities of
licensed channels and jamming, providing potential solutions
to dynamic network conditions. In this hyper graph a sim-
plifications is made to reduce the complexity of the network
and in turn reduce the computation required by grouping up
physically close nodes into a hyper node.

VI. METHODOLOGY

In order to manage a multi-RAT network, the multi-RAT
nodes require the capability to interact with their mesh network
and facilitate the delivery of packets over the multi-RAT
network. Because this process is different for different types
of mesh networks. We are focusing on the 802.11s standard
for mesh networking using HWMP (Hybrid Wireless Mesh
Protocol), which is a layer 2 routing protocol, in reactive
mode [8]. This means that nodes will not attempt to discover
destinations until they attempt to send packets to it.

We are starting off by walking through the steps required
to enable the multi-RAT network. First, mesh networks with
multi-RAT nodes are generated. The multi-RAT nodes in these
mesh networks communicate with each in other to create a
multi-RAT graph as shown in 1b, which holds information
about the mesh networks and multi-RAT nodes. This graph is
used for filling the routing table in each multi-RAT node using
the routing algorithm. When all of this is finished, the multi-
RAT nodes wait for ARP path requests. If a multi-RAT node
determines there is a multi-RAT route available, it notifies the
source node of the ARP path request using an ARP path reply.
This causes the source to send its packets through the multi-
RAT node. When a packet with a valid multi-RAT route is
received by the multi-RAT node, it facilitates its delivery to
the destination. In the rest of the chapter, these step expanded
upon.

A. Generating networks

In order to actually generate random mesh networks to
test the multi-RAT nodes with, we use Perlin noise [9]. This
method of generation was chosen because of its ability to
consistently create clusters of nodes with a lot of variety.
There are some restrictions on the networks during creation to
ensure a good outcome. Firstly, a main network is generated
that will need to have 30 nodes or more. This is done to
allow plenty of applications that are going to send packets
over the network. Secondly, the second network and onwards
will at least need to overlap with the main network the same

amount of times as the amount of multi-RAT nodes to be
added to the simulation. This is to ensure the multi-RAT nodes
have valid locations to be placed down. When all the mesh
networks are generated, the multi-RAT nodes are placed. This
process picks random locations and combines all nodes at
that location into a multi-RAT node. this multi-RAT node is
compatible with all the mesh networks that the nodes were
taken from. This is repeated until the desired amount of multi-
RAT nodes is reached. Lastly, it is checked whether each
individual mesh network is fully connected and if through the
multi-RAT nodes mesh network together. This is to ensure we
do not have situations where applications attempt to transmit
to nodes that are not connected in the normal mesh network,
but are connected in the multi-RAT network. If this were to
happen it would skew reliability results towards the multi-RAT
network because only the multi-RAT network would be able to
successfully deliver packets in this situation. After generating
the networks, we can simply select which multi-RAT networks
are interesting by generating many of them and looking at their
characteristics.

B. Communication with the network

In order to successfully send a packet through a mesh
network, there are four layers of communication that are
important: physical, data link, network and transport. First,
the packet is handled by the transport layer, which adds
its header to the packet and sends it to the network layer.
The network layer is handled by ARP (Address Resolution
Protocol), which attempts to find the corresponding MAC
address for the destination IP address of the packet using an
ARP path request packet. The difference in a mesh network
compared to usual is that the data link layer has its own routing
protocol, the HWMP protocol. This protocol is able to simplify
the mesh network to the layers above it by making it seem to
ARP that all the nodes within the mesh network are connected
to one switch.

When adding multi-RAT nodes to a mesh network, we can
make use of this disconnect between the ARP and the lower
layers to send our own custom ARP messages through the
network. We can even add additional headers as long as we
ensure that these packets are not sent to upper layers. We can
avoid this by using control messages such as a path request
or path reply.

C. Discovery

In order to start any kind of routing within the multi-RAT
network, discovery is going to have to be performed by the
multi-RAT nodes to collect information about its connection
to other multi-RAT nodes. Periodically, a broadcast packet is
sent by the multi-RAT node on each of its mesh networks.
This packet is an ARP path request for the broadcast IP of
its network. As this is the broadcast IP, non of the nodes
within the mesh network will have this IP and it will be
ignored. The IP address of the sender and its MAC address
are already given fields in the ARP request. However, an
additional header is added to store the node ID of the source



and the time of sending. From this packet, several pieces
of information can be extracted. Such as, the time to live,
which gives information about the amount of hops between
the two multi-RAT nodes. The reliability of the connection
can be measured through a moving average. Since we know
that the interval of the discovery packet is 5 seconds, we can
update the reliability based on how much extra delay there is
between two discovery packets. If no discovery packets are
received for an extended amount of time, the reliability of the
connection is gradually reduced after a period of 10 seconds.
Using this information, we are able to construct the multi-
RAT graph. This is done through accessing all the multi-RAT
nodes directly and taking their status information on every
connection with another multi-RAT node. This only works
within simulations. However, it greatly reduces the amount
of work required to make a fully fledged routing algorithm.

'\Tﬂ‘
e

@ ® @

Fig. 2: Result of an ant networking creating routes towards
node 1.

D. Routing

Multi-RAT routing introduces added complexities compared
to routing within a single network, primarily due to the
differences between the characteristics of the mesh networks
such as the aforementioned ranges and data rates. For instance,
certain radio access technologies, such as ZigBee, are ill-suited
for the transportation of substantial data loads, given their low
data rate. In light of these diverse mesh network character-
istics, it is important to implement a routing protocol made
for accommodating the various characteristics present within
the edges of our multi-RAT graph. As discussed in Section
V, routing protocols employed in multi-modal transportation
systems tackle exactly this issue. Consequently, we propose a
solution inspired by [5].

We leverage an Ant Colony Optimization algorithm to
establish optimal routes from any multi-RAT node in the multi-
RAT network to any destination multi-RAT node. The optimal
route within the multi-RAT network towards a multi-RAT
node will not only depend on the characteristics of the mesh
networks themselves, but also the connections between the
nodes in the network that facilitate the connection between the
two multi-RAT nodes. When the Ant Colony Optimization al-

gorithm is finished, routes emerge from each multi-RAT node
to a predetermined destination. In [10] the time complexity of
this algorithm is given as O(wkn?), where n = the number of
nodes, k = the number of ants and w = the the rate of the Ant
Colony Optimization algorithm implementation’s convergence.
However, since we are using a simple implementation, both &
and w are constants at k¥ = 100000 and w = 1. As an example of
the algorithm, in figure 2, whereas before an edge represents
an entire mesh network. The figure shows each edge as an
arrow if it used in the route and a line if it is an unused
connection.

Here, utilizing the blue network is in most cases avoided
because of its low data rate. This is especially apparent in
the route from node D to node A. However, for nodes B and
C it becomes optimal to use blue networks as there is either
no way to reach node A without utilizing blue networks or
the choice of using one or more blue networks to send the
message becomes optimal when too many red networks are
required to be crossed to avoid using a blue network.

For the calculation of edge cost, we are using the amount of
hops the discovery packet has made to reach the destination
multi-RAT node divided by the data rate in Mbps of the
mesh network this edge belongs to. This will give us a good
measurement of how well an edge compares to other edges
in performance. This number is then divided by the reliability
squared of the discovery packets arriving at its destination.
This is done to avoid badly performing networks due to either
high traffic or simply a bad connection between multi-RAT
nodes. We square this value because mesh networks with
very bad reliability should only be taken as a measure of last
resort. Lastly, to avoid taking an unnecessarily long path and
represent queue times, an additional constant « is added. This
value is left at o = 0.1 during all the simulations in this thesis.
The calculation is shown in formula 1.

hops
datarate ( 1 )

t =
cos reliability?

E. Delivering packets

When a multi-RAT node has the required information to
be able to deliver packets over the multi-RAT network, it
starts listening for ARP path requests. Whenever it receives
one, it initiates a multi-RAT path request. It iterates over
all known multi-RAT nodes and sends out a multi-RAT path
request if they are compatible with the mesh network that
the original ARP path request originates from. These multi-
RAT path requests are routed using the routes calculated by
the Ant Colony Optimization algorithm. Both the compatible
multi-RAT nodes and the paths to them are known ahead of
time from the discovery procedure. Because we do not have
any control over other nodes in the original mesh network,
the multi-RAT path request has to compete with the original
ARP path request. This is difficult feat as ARP path requests
are broadcast to nearby nodes without much delay. In order to
keep a multi-RAT path request competitive with the ARP path
request with the original network, we use the original ARP



path request in combination with an additional header for the
node ID of the source and the node ID of the destination.
This added information causes the multi-RAT path request to
be slightly slower than the original ARP request if the total
amount of hops and the characteristics of both mesh networks
are the same.

While reusing ARP requests in the second network signif-
icantly increases speed, it assumes there are no nodes with
the same IP address in the second network. While this is
usually not the case, it is possible that the multi-RAT path goes
through the original network and causes the final destination
node to send an ARP path reply. However, this is not really
a problem, other than causing slightly more overhead due to
the extra ARP path reply. When a multi-RAT node receives a
path request from another multi-RAT node, it is detectable by
the packet size being larger than the usual ARP request. This
allows the multi-RAT node know that the packet is a multi-
RAT path request and causes the node to read the additional
header for the destination node ID and forward it based on its
routing table.

When the multi-RAT path request is received by the destina-
tion multi-RAT node, the request is sent out into the compati-
ble network. However, in order to receive an answer from the
destination node, the source MAC address is changed to that
of the multi-RAT node and the additional header is removed.
To maintain the required information for sending a multi-RAT
path reply to the initial multi-RAT node, information about
the request is stored for a certain amount of time or until a
reply arrives.

When an ARP path reply is received by a multi-RAT node,
we first check the stored request information to ensure that this
multi-RAT node sent an ARP path request for it. When this
information is confirmed, the multi-RAT node sends a multi-
RAT path reply to the multi-RAT node that originally sent
the request. The procedure is similar to the multi-RAT path
request, where an additional header is added for the source
node ID and destination node ID for the multi-RAT nodes. The
forwarding procedure is also the same, as ARP path replies
are detected as being from a multi-RAT node through their
increased packet size.

Finally, when the multi-RAT path reply is received by the
destination multi-RAT node, the source multi-rat node ID is
saved together with the IP address of the destination, this way
the multi-RAT node is able to send any future packets with
data to the correct multi-RAT node. The ARP response is then
modified to include the MAC address of the multi-RAT node
as the source address to ensure future packets are sent to the
multi-RAT node and the additional header is removed. Sending
out this ARP path reply triggers the original node to start
sending its packets through the multi-RAT connection. These
packets receive the same additional header with the multi-RAT
node source ID and destination ID and are sent from multi-
RAT node to multi-RAT node using the same path as the ARP
packets until they reach their destination multi-RAT node. The
additional header is then removed and the packet is sent to its
destination node.

VII. IMPLEMENTATION

The open-source discrete-event network simulator ns-3
plays a fundamental role within our research methodology.
This tool has shown to be versatile for creating a wide range
of network simulations, serving an important role in the de-
velopment, evaluation, and analysis of a variety of networking
protocols, algorithms, and systems. This simulator, which is
primarily written in C++, offers a flexible and extensible
platform for the simulation, modeling, and exploration of
complex network scenarios. It is used to simulate and assess
the performance of the multi-RAT design. However, it is
important to note that the simulator, in its current state, lacks
the capability to simulate a multi-RAT network as described
earlier. Therefore, it requires extensions to tailor the simulator
to our specific requirements.

A. Nodes

In order to create a network in ns-3, four main components
are necessary. Nodes, Applications, Net Devices and channels.
In ns-3, nodes represent the abstraction of basic computing
entities and could be viewed as nodes inside of a network
graph. While these nodes are not going to be of any use on
their own, they serve as containers for applications and Net
Devices, which in turn will add functionality to these nodes.
In Figure 3 we can see a depiction of the structure of these
nodes.

class MNode : public Object
Iist of Applications
Unix-like, C-based
. . ; . socket API
Application] e Application
4-""""

unigue id Callback-based
system id

l-protocol demultiplexer
/ (list of ProtacolHandlers
e

NetDevice

NetDevice e

Channel “ea Channel

Fig. 3: Visual representation of a node within ns-3.

B. Net Devices

Net Devices serve as the link between a node and a network,
similar to the role of applications. A node can house multiple
Net Devices as seen in Figure 3. However, it is important
to note that for connecting a multi-RAT node to multiple

Zhttps://www.nsnam.org/docs/release/3.10/manual/html/nodes-and-devices-
overview.html
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(a) Two clusters of nodes that cannot reach each other.
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(b) Network from 4a with an additional network and multi-RAT nodes.

Fig. 4: An example of how the multi-RAT solution is able to connect two networks together.

networks, at least two or more Net Devices are required. Each
Net Device can hold a channel object. These objects facilitate
communication between Net Devices of neighboring nodes,
assuming they share the same channel object. Therefore, we
can create distinct networks that are isolated from one another
by using several channel objects in a simulation.

C. Applications

Every node in ns-3 has the capacity to accommodate one or
more applications, as seen in Figure 3. These are required for
executing tasks within the network. These applications allow
nodes to perform a diverse variety of actions and could be
seen as the actors inside of the simulation. There are already
several applications that come with ns-3. For example, an echo
client and server, that are able to send and receive messages
through the Net Devices that are connected to the node.

Importantly, we are implementing a custom application that
is designed to perform the brunt of the work in making the
simulation align with our design. This custom multi-RAT
applications is then installed on several nodes within the
network, turning them into multi-RAT nodes which regulate
the communication over several networks in the multi-RAT
network

D. Network

While ns-3 does not officially support common IoT radio
access technologies such as: BLE and Zigbee. It does pro-
vide an implementation of the 802.11s standard for mesh
networking [11]. This standard operates on the second layer
and ensures all nodes on the mesh can communicate with
each other. Additionally, it provides substantial flexibility for
configuring networks to mimic the characteristics of other
technologies. This configurability enables us to create mesh
networks with a variety of characteristics, which can then be
connected together using multi-RAT nodes. However, while
the standard allows various routing protocols, for simplicity’s
sake, we are using the default implementation of the HWMP
routing protocol. In order to still create networks with various
characteristics, we adjust the data rate and range of nodes
within these networks.

VIII. RESULTS
A. Results for research question la

Using the given method, we can now deploy multi-RAT
nodes within mesh networks in the simulation to test their
effectiveness. To start off, in Figure 4a we can see two clusters
of node that are all the same heterogeneous mesh network.
However, the nodes on the left are too far from the nodes on
the right to effectively communicate with each other.

We can now create a bridge between these two clusters using
a second network and multi-RAT nodes. In Figure 4b we add
a second mesh network using purple nodes, which forms a
bridge between the two clusters. These two networks are then
connected to each other through multi-RAT nodes indicated by
their light green color. This newly created multi-RAT network
now allows the left and right clusters to communicate as if
they are in the same mesh network by sending their packets
through the purple network.

1) Performance:

B. Results for research question 1(b)i

The same principle as in the previous mesh network can be
applied to randomly generated networks. We take a generated
network such as in Figure 5a and combine it with a second
mesh network. Lastly, we replace a certain amount of nodes
with multi-RAT nodes. In this case we add four multi-RAT
nodes. The resulting network can be seen in Figure 5b. During
a simulation, several multi-RAT node locations are cycled
through.

In this network we randomly place a UDP client and server
pair only on the green network and have them continuously
send packets. From these packets we measure the reliability
of the connection by counting the amount of sent and received
packets. We also attach a tag to the packets with the time of
sending. This tag is separate from the packet and does not
affect the size of the packet. When the packet is delivered the
time is read and used in the calculation of the average packet
delivery time.

Using this method, the average packet delivery time of the
network in Figure 5a comes out to be 16.7 milliseconds.
In Table I we can see the performance of the multi-RAT
network with different characteristics for the purple network.
The green network has the same data rate and range in all of
these simulations of 9Mbps and 60 meters respectively. We
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(a) A network containing nodes with a low average degree.
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(b) Network from 5a with an additional network and multi-RAT nodes.

Fig. 5: Low average degree network and its multi-RAT counterpart.
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Fig. 6: Measurement results of the low average degree network
from Figure 5.

can see in the Table that even when the purple network has
the same characteristics as the green network, it can decrease
the average packet delivery time to 15.2 milliseconds which
means almost 10% less time is needed on average to deliver a
packet. The reliability is slightly negatively affected. Mainly
decreasing when increasing the range of the nodes in the
purple network. This is a fairly small loss in reliability and
likely caused by the increased noise from more nodes being
inside of each other’s range.

range in meters
data rate 0 g 170 160
9Mbps 152 | 13.3 | 13.3
12Mbps 142 | 134 | 132
18Mbps 147 | 13.3 | 129
24Mbps 14.1 13.3 | 124

TABLE I: Average packet delivery time in milliseconds.

range in meters
data rate ) 170 160
9Mbps 99.15% | 97.39% | 97.24%
12Mbps | 98.88% | 96.79% | 96.92%
18Mbps | 98.18% | 98.65% | 95.94%
24Mbps | 99.06% | 98.55% | 98.03%

TABLE II: Packet reliability.
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0.000

350.0,0.0

00,1750 175.0,1750 350.0,175.0

00,3500 175.0,350.0 350.0,350.0

Fig. 8: High average degree network.

1) congestion: In order to measure the effect of congestion
on reliability and delivery time of the normal network and
the multi-RAT network, we can add more UDP client and
server pairs to generate more packets inside of the green mesh
network. We then use the same method of counting sent and
received packets to determine the overall performance of the
network using a certain amount of clients. In this simulation
both mesh networks have the same characteristics. We can

10

Average packet delivery time

= normal = multi-rat

delivery time in

4 5 6 7
Number of UDP clients

(a) Average packet delivery time.

Reliability of packet delivery

= normal = multi-rat

0.9

0.8

Reliability

0.7

0.6

4 5 6 7

Number of UDP clients
(b) Reliability of packet delivery.

Fig. 9: Measurement results of the scale free network from
Figure 7.

see in Figure 6a that the gap between the average packet
delivery time in the normal mesh network and the multi-RAT
network only increases as the number of UDP pairs increases.
Additionally, in Figure 6b it is shown that when increasing the
amount of UDP pairs, the reliability of the multi-RAT network
goes from slightly below the normal network to as much as
10% better than the normal network.

2) varying topology: First, we look at a scale free mesh
network with several choke points. The network in Figure 7
has multiple choke points, one the biggest of them being the
node marked with A. The multi-RAT version of this network
gives very little opportunity to deliver packets faster. However,
it does allow connections to avoid the choke point by going
through a different mesh network instead. This is visible in
figures 9a and 9b, where the average packet delivery time is
not really affected by the multi-RAT version of the network,
while the reliability slightly improves

Lastly, we look at the effect of multi-RAT on a network
with very high average degree. The network given in Figure
8 has a very high average degree, which means it is also very
well-connected. This is generally not very good for multi-RAT
as the discovery packets used to route within the multi-RAT
are of a bigger size than the usual routing packets used by
the networks. The results can be seen in figures 10a and 10b,



where the multi-RAT version of the network not only does not
increase the reliability of the network. It actually reduces the
reliability.
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Fig. 10: Measurement results of high average degree network
from Figure 8.

C. Results for research question 1(b)ii

Because we have more exact control over the network as
soon packets reach their first multi-RAT node, the multi-RAT
nodes are able dynamically change the path they use based
on changes happening within the mesh networks that it uses
for its routes. For example, a network that would usually be a
good path as it is faster, suddenly becomes congested. This is
then detected by the discovery process and reacted upon when
the routes are updated.

® ® © © @ ®© ©
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Fig. 11: Multi-RAT network with three networks to test
dynamic routing.
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In Figure 11 there is a third network added to the multi-
RAT network that has a slightly higher data rate than the
second purple network. Additionally, a UDP client and server
are installed on the far left and right node of the main green
network respectively. During the simulation, the third network
is congested for a certain percentage of the time, causing the
multi-RAT network to start using a path through the purple
mesh network instead. In Table III, we can see this ability
of the multi-RAT network to adapt to changes caused by
congestion. Additionally, we can see the effect of congestion
when the multi-RAT network does not change its route during
the congestion.

. . network used
Congestion time T 3rd ol no updates
0% 0 1000 | 1000 1000
25% 230 765 995 876
50% 480 520 1000 770
75% 720 278 998 589
100% 969 29 998 523

TABLE III: Which network was to transfer packets over by
the multi-RAT network from Figure 11.

IX. DISCUSSION
A. Research question la

The multi-RAT nodes successfully enable communication
between the two clusters of nodes as expected and the con-
nection it provides performs similarly to what it would be if
both clusters were connected with nodes of their own green
network.

B. Research question 1(b)i

While the effect of adding multi-RAT capabilities to the
low average degree and scale free mesh networks went as
expected on both their reliability and average packet delivery
time, it did not behave as expected on the high average
degree mesh network. The low performance of the high
degree network is caused by two main problems. Firstly,
the multi-RAT aforementioned additional overhead that multi-
RAT nodes generate with their routing packets negatively
impact the already congested network. This causes slightly
lower performance compared to the normal network. The
reason why the situation in the main mesh network does not
improve overall, is because the control packets that are used to
determine which path will be taken, are prioritized by the mesh
network over data packets. This causes the ARP path requests
to travel towards their destination without delay, even though
the main mesh network is already congested. Meanwhile, the
multi-RAT path request that is delivered through the second
mesh network is slightly delayed due to its larger size. This
problem causes the multi-RAT nodes to not contribute as much
as expected to a mesh network such as this. This is not a large
concern for the scale free mesh network as its choke points
are so congested that the control packets are also delayed.



C. Research question 1(b)ii

The routing algorithm of the multi-RAT nodes is able to
correctly detect digestion in the networks it routes its packets
through and respond accordingly, allowing many more packets
to reach their destination than simply ignoring the congestion.
It will still however, let some packets be dropped as the routing
algorithm only updates its paths every 10 seconds in these
simulations as well as a 10 second delay before degrading
inactive connections. This could be made stricter, but with the
trade-off that one missed discovery packet could easily lead
to the mesh network no longer being used by the multi-RAT
network.

D. Ant colony optimization

While the Ant colony generally reaches the correct solution
for the given multi-RAT networks, multi-RAT networks with
only four multi-RAT nodes are very simple, even when there
can be multiple routes between the same nodes. As a result,
the Ant colony is slower than a simple A* search algorithm, as
the simple implementation we used still deploys a significant
amount of ants to calculate optimal routes, even in simple
networks.

X. FUTURE WORK

For the future there are many improvements that could still
be made to improve upon the existing multi-RAT node design.
At the moment, when there are many multi-RAT nodes with
compatible channels, a multi-RAT path request will send a
request message to each node individually. This creates a lot
of overhead. In order to successfully add many multi-RAT
nodes to a simulation without it causing additional overhead,
this problem should be solved.

Secondly, the current routing protocol simply collects infor-
mation about multi-RAT nodes on the network and uses the
information of all the multi-RAT nodes in the simulation to
create routes. While this method works inside of a simulation,
this does work in reality. That is why it would be preferable to
modify it so it shares information between multi-RAT nodes
through packets.

Lastly, the current routing algorithm calls upon a python
script to generate its routes. This is done through writing the
multi-RAT node status into a status file, running the route
generator and then reading the routes file. This makes it so
the route generator using Ant Colony Optimization can easily
be swapped out for another one and thus different methods
could be tested for generating routes for the multi-RAT nodes
to use.

XI. CONCLUSION

From the results we have been able to achieve, we can say
that we have successfully implemented multi-RAT. They are
able to enable communication between nodes in two separate,
but compatible mesh networks as if the nodes were in the
same mesh network. They were also able to improve upon
communication between nodes within the same mesh network.
While looking at to what extent different mesh network
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configurations impact the effect of multi-RAT networks. We
have seen that the effectiveness of the addition of multi-RAT is
very dependant on the network it is deployed in. A well suited
network for multi-RAT such as one with a low average degree
has many opportunities for a second mesh network to provide
improved packet delivery times and reliability for the main
mesh network to use. Meanwhile, for a scale free network
we have seen that even when there are no shorter paths
available, the multi-RAT network is able provide improved
reliability to the main mesh network by creating paths that
avoid the choke points of the main mesh network. Lastly,
we have seen a high average degree mesh network that did
not benefit from the addition of multi-RAT due the way the
mesh network prioritizes control messages. The final point we
looked at was the ability for multi-RAT networks to respond to
changes within mesh network configurations. Here, the multi-
RAT network was able to correctly respond to congestion in
one of the mesh networks and route its packets through a
different mesh network instead.
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