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mathematical relationship with backpropagation

Wei-Ting Sun
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Abstract

Backpropagation is the supervised learning algorithm that has underpinned the
continued success of neural network models in a wide range of applications. However,
it has not found success as a model for learning in the biological neural network of the
brain, as the algorithm is generally considered to be biologically implausible. Predic-
tive coding algorithms, on the other hand, are a promising class of learning algorithms
that have a biological basis and have been shown to approximate backpropagation.
One problem is that so far, they have mostly been formulated only for squared loss
functions. In this paper, we present a framework for predictive coding algorithms with
general loss functions, and we prove that for certain classes of loss functions, predic-
tive coding approximates — and in a certain limit is equal to — backpropagation.
Our results pave the way for predictive coding to be applied on more complex neural
network architectures and machine learning tasks, and further closes the gap between
biologically realistic models of learning and artificial neural networks.

Keywords: predictive coding, backpropagation, loss, biological plausibility
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1 Introduction
Neural network models and artificial intelligence has seen a boom in recent years, with
new architectures and technologies such as transformers [36], large language models [7,
35], and diffusion models [33, 16, 28]. These technologies have all been made possible
with the error backpropagation algorithm, or “backprop” for short [19, 37]. The success
of backprop in training neural networks has led to it being the by far most widely used
(supervised) learning algorithm for the task today [29].

While artificial neural networks and backprop were initially inspired by the biological
neural network of the human brain, it is generally considered implausible that backprop
is the algorithm used by the brain to learn. The major criticism is that backprop requires
an error or a gradient to be transported in the reverse direction, from the end to the start
of the network, which is unrealistic for the brain [9, 18].

However, we would like to have a successful, biologically plausible learning algorithm
for neural network models. A major goal of neuroscience is to better understand how the
brain learns and thinks — cognition. Such biologically plausible models would lead to a
better mechanistic understanding of human cognitive abilities, such as memory [31] and
language [26], as well as diseases of the brain [2]. Additionally, they could also lead to
improved neuromorphic hardware — hardware that is inspired by and/or aims to mimic
how the brain functions. The hope is that computers that function more similarly to the
brain would be more efficient [3].

In recent years, predictive coding has been developed as a biologically plausible algo-
rithm for learning in the brain. Predictive coding, in addition to a learning algorithm,
is also a data compression strategy and a neurological theory of perception. This theory
posits that perception in the brain is a combination of a top-down generative model of the
expected sensory information and the actual received sensory information, and the errors
between the two are used to tweak the generative model, akin to Bayesian inference [8,
13]. From this, various predictive coding algorithms have been developed for learning on
neural networks, with the aim of being both biologically plausible and useful [12, 10, 11,
23, 24, 34].

A commonly used method in the literature of showing that predictive coding algorithms
learn effectively is to show that they approximate or are equal to backprop. [38] showed
that predictive coding with squared loss on a multilayer perceptron approximates, and in
some cases approaches, backprop. [22] extended that result to neural networks that are
directed acyclic graphs. [34] devised variant predictive coding algorithms that are able
to produce exactly the same parameter updates as backprop, with squared loss and on
multilayer perceptrons. [30] then generalized those algorithms to arbitrary directed acyclic
graph networks.

However, there are few results on extending predictive coding algorithms to loss func-
tions other than squared losses. While [25] has formulated and experimentally compared
predictive coding with general distributions (equivalently, general losses) to backprop, to
the best of our knowledge, there do not yet exist mathematical proofs of this correspon-
dence in the literature.

The contribution of this paper is in mathematically proving that predictive coding with
general loss functions and on neural networks that are arbitrary directed acyclic graphs,
under certain conditions of the loss functions, also approximates and approaches backprop
in a certain limit.

We first describe the notation used in this paper in Section 2. In Section 3 we describe
the backprop algorithm (BP), and derive and present the predictive coding algorithms
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PC, PC-SQ, and PC-SQ-e, with PC being able to accommodate general loss functions.
Section 4 is dedicated to discussing the biological plausibility of the presented algorithms.
This culminates in Section 5, where we prove various theorems relating PC to BP. Section
6 concludes the paper.

4



2 Notation
Scalars are written in lowercase italics (𝑥), vectors and arrays in bold lowercase italics
(𝒙), and random variables in their uppercase counterparts (𝑋, 𝑿); sets are written in
uppercase italics (𝑋).

2.1 Data
In the context of supervised learning, let 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛] be a set of paired data — there
are 𝑛 datapoints, indexed by 𝑖 from 1 to 𝑛 — with 𝒙𝑖 ∈ ℝ𝑑𝒙 being the input and 𝒚𝑖 ∈ ℝ𝑑𝒚

being the output of each datapoint, and 𝑑𝒙, 𝑑𝒚 ∈ ℕ being their respective dimensions. We
assume that they are i.i.d. samples from some random variables 𝑿 and 𝒀 . The goal of
the general supervised learning problem is to learn a function that predicts 𝒀 given 𝑿.

In the context of unsupervised learning, let 𝐷 = {𝒙𝑖}𝑖∈[𝑛] be a set of unpaired data,
with 𝒙𝑖 ∈ ℝ𝑑𝒙 for all datapoints 𝒙𝑖. We assume that they are i.i.d. samples from some
random variable 𝑿. The goal of the general unsupervised learning problem is to learn the
distribution of 𝑿, i.e. to estimate the probability density at each value of 𝒙.

2.2 Computational graphs
Computational graphs are a class of functions often used as a general-purpose model
for relationships between observed variables, and are the models used by both backprop
and predictive coding. In a general sense, a computational graph 𝐺 is a tuple

𝐺 = (𝑉 , 𝐴, {(𝑗, 𝑓𝑗)}𝑗∈𝑉hid∪𝑉𝒚
). (1)

In this notation, 𝑉 is the set of nodes, which can be split into 𝑉𝒙, 𝑉𝒚, and 𝑉hid, which are
the set of input nodes (no parents), output nodes (no children), and hidden nodes (has
both parents and children, i.e. all other nodes) respectively. Additionally, 𝐴 is the set of
all arcs (directed edges). We also assume that the underlying graph (𝑉 , 𝐴) is a directed
simple acyclic graph — there cannot be multiple arcs between the same pair of nodes,
and there are no cycles. There are varieties of predictive coding algorithms that work
on arbitrary (including cyclic) computational graph [30]. However, since backpropagation
only works on acyclic graphs, and acyclicity is a useful property, we limit ourselves only
to acyclic computational graphs. Lastly, 𝑓𝑗 is the node function associated with non-input
node 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚.

Given a node 𝑗 ∈ 𝑉 , the nodes that have an arc going to 𝑗 are its parents, and the
nodes that have an arc coming from 𝑗 are its children. These are denoted by the sets pa(𝑗)
and ch(𝑗) respectively.

We assume that the number of input and output nodes |𝑉𝒙| and ∣𝑉𝒚∣ are equal to the
input and output dimensions of the data, 𝑑𝒙 and 𝑑𝒚, respectively. We also assume that
each entry of an input datapoint 𝒙 ∈ ℝ𝑑𝒙 corresponds to a unique input node 𝑗 ∈ 𝑉𝒙 —
the entry corresponding to input node 𝑗 ∈ 𝑉𝒙 is denoted by (𝒙)𝑗. Similarly, each entry of
an output datapoint 𝒚 ∈ ℝ𝑑𝒚 corresponds to a unique output node 𝑗 ∈ 𝑉𝒚, and this entry
is denoted by (𝒚)𝑗.

We often want to have a “value” stored in each node of the computational graph —
we call these node values. While different node values (feedforward values, predictive
coding node values, etc.) will be denoted with different letters, we write 𝑎𝑗 for a general
value at node 𝑗. We assume that node values are scalar real numbers. We use the notation
𝒂pa(𝑗) to denote an array of the node values of the parent nodes of node 𝑗.
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As it is a computational graph, each non-input node 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 is associated with
a node function 𝑓𝑗 ∶ ℝdeg−(𝑗) × Θ𝑗 → ℝ. The function takes as input an array of
dimension equal to the indegree deg−(𝑗) of node 𝑗 — the number of arcs pointing into
𝑗 — and function parameters 𝜽𝑗 ∈ Θ𝑗, which are the parameters to be learned, with Θ𝑗
being the set of all possible parameters at node 𝑗 (usually ℝ𝑘 for some 𝑘). The output
is a scalar. We assume that all node functions are differentiable. However, we also note
that some node functions used in practice are not differentiable everywhere, e.g. the ReLU
function. In such cases, one should define functions that act effectively as gradients, e.g.
𝟙(𝑥 > 0) as the derivative of the ReLU function.

In practice, these node functions are almost always chosen to be of the form

𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗) = 𝜓𝑗⎛⎜
⎝

∑
𝑖∈pa(𝑗)

𝜙𝑗(𝑎𝑖; 𝜽𝑗,𝑖); 𝜽𝑗,𝑗⎞⎟
⎠

, (2)

for some functions 𝜙𝑗 ∶ ℝ × Θ𝑗,𝑖 → ℝ and 𝜓𝑗 ∶ ℝ × Θ𝑗,𝑗 → ℝ. Node functions of
this form are preferred because they are symmetric with respect to permutations of the
parent nodes, can accommodate different numbers of parent nodes, and have a limited
complexity in the interactions between the parent node values. We call node functions of
this form generalized sum node functions. In this class of functions, the parameters
𝜽𝑗,𝑖 for 𝑖 ∈ pa(𝑗) model the strength of the influence of node 𝑖 on node 𝑗 — we call these the
weight parameters of node 𝑗. The weight parameters 𝜽𝑗,𝑖 and the remaining parameters
𝜽𝑗,𝑗 together make up the node parameters 𝜽𝑗.

For example, a commonly used node function in machine learning is

𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗) = 𝜎⎛⎜
⎝

𝜃𝑗,𝑗 + ∑
𝑖∈pa(𝑗)

𝜃𝑗,𝑖𝑎𝑖⎞⎟
⎠

, (3)

where 𝜎 is a non-linear function, often the ReLU function. This is an example of a
generalized sum node function, with 𝜙𝑗(𝑎𝑖; 𝜃𝑗,𝑖) = 𝑎𝑖𝜃𝑗,𝑖 and 𝜓𝑗(𝑥; 𝜃𝑗,𝑗) = 𝜎(𝑥 + 𝜃𝑗,𝑗).

The algorithms in this paper also make use of so called node loss functions, functions
ℓ𝑗 ∶ ℝ × ℝ → ℝ that quantify how much its two arguments differ from each other. Like
for node functions, we also assume that all node loss functions are differentiable.

Since the graph underlying the computational graph 𝐺 is directed and acyclic, there
exists a (usually non-unique) topological ordering 𝜏𝐺 of the nodes 𝑉 : an ordering such
that for each node, its parents come before it in the ordering. In our notation, 𝜏𝐺(𝑘) gives
the 𝑘th node in the topological ordering of the nodes of 𝐺.

We sometimes want to refer to all the function parameters of a computational graph
together. For this, we use the notation 𝜽𝐺 ∈ Θ𝐺 and we call these the graph parameters:
𝜽𝐺 is a concatenation of the parameters 𝜽𝑗 of all non-input nodes 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, and Θ𝐺
is the set of all possible graph parameters. When 𝜽𝐺 and 𝜽𝑗 both occur in an equation,
the node parameters 𝜽𝑗 are assumed to be equal to the entries of the graph parameters
𝜽𝐺 corresponding to node 𝑗.

We can now define the feedforward values 𝑧𝑗 for nodes 𝑗 ∈ 𝑉 . Given an input 𝒙
and graph parameters 𝜽𝐺 ∈ Θ𝐺, they are defined by the recursive relation

𝑧𝑗(𝒙; 𝜽𝐺) ∶= {(𝒙)𝑗 𝑗 ∈ 𝑉𝒙
𝑓𝑗(𝒛pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗) 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚

. (4)

Note that the feedforward values of all nodes only depend on the feedforward values of the
input nodes, which is simply the input 𝒙, and the node parameters of all nodes 𝜽𝐺, hence
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the notation 𝑧𝑗(𝒙; 𝜽𝐺). We use the notation 𝒛pa(𝑗) to denote an array whose entries are the
feedforward values 𝑧𝑖 of the parent nodes 𝑖 ∈ pa(𝑗) of 𝑗. The entries are assumed to be in
the correct order to serve as input in 𝑓𝑗. Similarly, the notation 𝒛𝒙 and 𝒛𝒚 denote an array
whose entries are the feedforward values of the input and output nodes respectively, with
the order of the entries matching that of the input and output data 𝒙 and 𝒚 respectively.

In practice, the feedforward values can be calculated by visiting the nodes in an order
given by a topological ordering, and for every node, evaluating its feedforward value using
(4). In a topological ordering, each node’s parents always come before it, so the right
hand side in (4) is always well-defined, and since computational graphs always have a
topological ordering, their feedforward values are always well-defined.

A computational graph 𝐺 as a whole can be viewed as a single function 𝒇𝐺 that takes
as input an array with dimension 𝑑𝒙, corresponding to the input nodes, and parameters
𝜽𝐺 ∈ Θ𝐺, and that returns an output with dimension 𝑑𝒚. We define this function to output
the feedforward values of the output nodes given the input node feedforward values and
graph parameters:

𝒇𝐺(𝒙; 𝜽𝐺) ∶= 𝒛𝒚(𝒙; 𝜽𝐺). (5)

We note that in the literature, a difference in terminology is often made between
computational graphs learned with backpropagation, termed ANNs (artificial neural net-
works), and computational graphs learned with predictive coding, termed PCNs (predic-
tive coding networks) [21, 34]. In this paper, we call the underlying functions to be learned
“computational graphs” for all algorithms, while the names BP, PC, etc. only refer to the
algorithm and not the underlying function.

The notation is summarized in Table 1.
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Object Type Notation
Probability density function of

distribution 𝒟 with parameters 𝜽 pdf 𝕡𝒟(⋅; 𝜽)

Input data array ℝ𝑑𝒙 𝒙
Output data array ℝ𝑑𝒚 𝒚
Paired datapoint pair of arrays (𝒙, 𝒚)
Dimensionality of input, output data positive integer 𝑑𝒙, 𝑑𝒚
Paired dataset set of paired arrays 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛]
Unpaired dataset set of arrays 𝐷 = {𝒙𝑖}𝑖∈[𝑛]
Number of datapoints positive integer 𝑛
Computational graph computational graph 𝐺 = (𝑉 , 𝐴, {(𝑗, 𝑓𝑗)}𝑗∈𝑉hid∪𝑉𝒚

)
Set of all nodes set of vertices 𝑉 = 𝑉𝒙 ∪ 𝑉hid ∪ 𝑉𝒚
Set of input, hidden, output nodes set of vertices 𝑉𝒙, 𝑉hid, 𝑉𝒚
Node of computational graph vertex 𝑗 ∈ 𝑉
Set of parent and child nodes of node 𝑗 set of vertices pa(𝑗), ch(𝑗)
Indegree of node 𝑗 natural number deg−(𝑗) ∶= |pa(𝑗)|
Outdegree of node 𝑗 natural number deg+(𝑗) ∶= |ch(𝑗)|
Generic node value of node 𝑗 variable in ℝ 𝑎𝑗
Feedforward value of node 𝑗 given

input 𝒙 and graph parameters 𝜽𝐺
function ℝ𝑑𝒙 × Θ𝐺 → ℝ 𝑧𝑗(𝒙; 𝜽𝐺)

Node value of node 𝑗 variable in ℝ 𝑣𝑗
Node error of node 𝑗 variable in ℝ 𝜖𝑗
Input node values array in ℝ𝑑𝒙 𝒂𝒙
Hidden node values array in ℝ|𝑉hid| 𝒂hid
Output node value array in ℝ𝑑𝒚 𝒂𝒚
Node values of parents of node 𝑗 array in ℝdeg−(𝑗) 𝒂pa(𝑗)
Node parameters of node 𝑗 array 𝜽𝑗 ∈ Θ𝑗
Node function of node 𝑗 function ℝdeg−(𝑗) × Θ𝑗 → ℝ 𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗)
Graph parameters array 𝜽𝐺 ∈ Θ𝐺
Graph function function ℝ𝑑𝒙 × Θ𝐺 → ℝ𝑑𝒚 𝒇𝐺(𝒙; 𝜽𝐺)
Node loss function of node 𝑗 with

true value 𝑎 and predicted value 𝑏 function ℝ × ℝ → ℝ ℓ𝑗(𝑎, 𝑏)
Squared node loss function ℝ × ℝ → ℝ ℓSQ(𝑎, 𝑏) ∶= 1

2(𝑎 − 𝑏)2

Cross-entropy node loss function [0, 1] × [0, 1] → ℝ ℓCE(𝑎, 𝑏) ∶= −𝑎 log 𝑏
Likelihood node loss function ℝ × ℝ+ → ℝ ℓLH(𝑎, 𝑏) ∶= − log 𝑏
Datapoint loss function for comp. graph 𝐺 function Θ𝐺 × (ℝ𝑑𝒙 × ℝ𝑑𝒚) → ℝ ℒ𝐺(𝜽𝐺; (𝒙, 𝒚))
Dataset loss function for comp. graph 𝐺 function Θ𝐺 × (ℝ𝑑𝒙 × ℝ𝑑𝒚)+ → ℝ ℱ𝐺(𝜽𝐺; 𝐷)
Learning rate for 𝑣, 𝜖, 𝜽 scalar in ℝ+ 𝜂𝑣, 𝜂𝜖, 𝜂𝜽
Gradient descent step for parameters 𝜽𝑗 array Δ𝜽𝑗
Max number of epochs scalar in ℤ+ 𝑐
Backpropagation algorithm algorithm BP
Pred. coding with general loss algorithm PC
Pred. coding with squared loss and errors algorithm PC-SQ-e

Table 1: Notation used in this paper
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3 From backprop to predictive coding
In this section, we first discuss the backpropagation algorithm, which will lead us to
motivating and deriving our predictive coding algorithms.

3.1 Backpropagation with stochastic gradient descent (BP)
Backpropagation with stochastic gradient descent (BP) is one of the most widely-
used algorithms for performing supervised learning of paired data on computational graphs.
We assume that we have a computational graph 𝐺, a paired dataset 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛],
and initial graph parameters 𝜽𝐺 ∈ Θ𝐺. The idea behind BP is to have a function ℒBP

𝐺
that, for each paired datapoint (𝒙, 𝒚), quantifies how much the graph function value 𝒇𝐺(𝒙)
given input data 𝒙 “deviates” from the output data 𝒚, and the graph parameters 𝜽𝐺 are
adjusted to lower this “deviation”. We call the function ℒBP

𝐺 the datapoint loss function
of BP.

How ℒBP
𝐺 is defined is by first defining a node loss function ℓBP

𝑗 ∶ ℝ × ℝ → ℝ for
each output node 𝑗 ∈ 𝑉𝒚, which quantifies how much the output data (the first argument)
and the graph function value (the second argument) differ at the node 𝑗. The datapoint
loss function is then the sum of the node loss functions of the output nodes:

ℒBP
𝐺 (𝜽𝐺; (𝒙, 𝒚)) ∶= ∑

𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚)𝑗, 𝑧𝑗(𝒙; 𝜽𝐺)), (6)

where 𝑧𝑗(𝒙; 𝜽𝐺) is the feedforward value at node 𝑗 given input 𝒙 and graph parameters
𝜽𝐺. We note that because of the definition of the feedforward values 𝑧, they need to be
computed for all nodes in order to obtain their values at the output nodes. As a result,
they serve as the node values of BP.

We can now derive the node parameter update formulas. BP uses stochastic gradi-
ent descent to learn from a dataset: it iterates through all the datapoints, and for each
datapoint (𝒙, 𝒚), it adjusts the parameters to decrease the datapoint loss function for the
datapoint (𝒙, 𝒚). The node parameter update Δ𝜽BP

𝑗 of the parameters 𝜽BP
𝑗 at non-input

node 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 is proportional to the negative of the gradient of ℒBP
𝐺 with respect to

𝜽BP
𝑗 ,

Δ𝜽BP
𝑗 = −𝜂𝜽

𝜕ℒBP
𝐺

𝜕𝜽𝑗
(𝜽𝐺; (𝒙, 𝒚)), (7)

where 𝜂𝜽 > 0 is the learning rate. The gradient of ℒBP
𝐺 with respect to the node parameter

𝜽𝑗 is then

𝜕ℒBP
𝐺

𝜕𝜽𝑗
(𝜽𝐺; (𝒙, 𝒚)) = 𝜕ℒBP

𝐺
𝜕𝑧𝑗

(𝜽𝐺; (𝒙, 𝒚)) 𝜕𝑧𝑗
𝜕𝜽𝑗

(𝒙; 𝜽𝐺)

= 𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝒙, 𝒚)) 𝜕𝑓𝑗

𝜕𝜽𝑗
(𝒛pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗).

This holds because 𝜽𝑗 can only affect ℒBP
𝐺 through the node value 𝑧𝑗, and because

the feedforward values of non-input nodes are defined using the relation 𝑧𝑗(𝒙; 𝜽𝐺) ∶=
𝑓𝑗(𝒛pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗). The term 𝜕𝑓𝑗

𝜕𝜽𝑗
(𝒛pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗) is readily obtainable, while the term

𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝒙, 𝒚)) can be expressed as a recursive relation using the chain rule. If 𝑗 ∈ 𝑉𝒚
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— an output node — then since output nodes have no children, we get
𝜕ℒBP

𝐺
𝜕𝑧𝑗

(𝜽𝐺; (𝒙, 𝒚)) = ∑
𝑘∈𝑉𝒚

𝜕ℓBP
𝑘

𝜕𝑧𝑗
((𝒚)𝑘, 𝑧𝑘(𝒙; 𝜽𝐺))

= 𝜕ℓBP
𝑗

𝜕𝑧𝑗
((𝒚)𝑗, 𝑧𝑗(𝒙; 𝜽𝐺)),

and if 𝑗 ∈ 𝑉hid — a hidden node — then by the chain rule, we have
𝜕ℒBP

𝐺
𝜕𝑧𝑗

(𝜽𝐺; (𝒙, 𝒚)) = ∑
𝑘∈ch(𝑗)

𝜕ℒBP
𝐺

𝜕𝑧𝑘
(𝜽𝐺; (𝒙, 𝒚))𝜕𝑧𝑘

𝜕𝑧𝑗
(𝒙; 𝜽𝐺)

= ∑
𝑘∈ch(𝑗)

𝜕ℒBP
𝐺

𝜕𝑧𝑘
(𝜽𝐺; (𝒙, 𝒚))𝜕𝑓𝑘

𝜕𝑧𝑗
(𝒛pa(𝑘)(𝒙; 𝜽𝐺); 𝜽𝑘).

Putting the equations together, we get that the gradient descent parameter steps Δ𝜽BP
𝑗

for node 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 is given by

Δ𝜽BP
𝑗 = −𝜂𝜽

𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝒙, 𝒚)) 𝜕𝑓𝑗

𝜕𝜽𝑗
(𝒛pa(𝑗); 𝜽𝑗), where (8)

𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝒙, 𝒚)) =

⎧{{
⎨{{⎩

𝜕ℓBP
𝑗

𝜕𝑧𝑗
((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽𝐺)) 𝑗 ∈ 𝑉𝒚

∑
𝑘∈ch(𝑗)

𝜕ℒBP
𝐺

𝜕𝑧𝑘
(𝜽𝐺; (𝒙, 𝒚))𝜕𝑓𝑘

𝜕𝑧𝑗
(𝒛pa(𝑘); 𝜽𝑘) 𝑗 ∈ 𝑉hid

(9)

In practice, the terms 𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝒙, 𝒚)) for non-input nodes 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 can be

calculated efficiently by calculating them in a reverse topological order, hence the name
“backpropagation”. This works because by following a reverse topological order, each
node’s children are visited before the node itself, so Eq. (9) is always evaluated after all
the terms on the right hand side have been calculated. Hence, in BP, for each observed
datapoint (𝒙, 𝒚), the node values 𝑧𝑗 are calculated in topological order, which we call the
forward pass, and then the parameter updates Δ𝜽BP

𝑗 are calculated in reverse topological
order, which we call the backward pass.

The BP algorithm is described in Algorithm 1. As the focus of this paper is on the
individual update steps, the stopping criteria for 𝜽𝐺 are of less relevance and are not
specified. Additionally, the datapoints 𝑖 ∈ [𝑛] can be traversed in any order.

3.1.1 Backpropagation with squared loss (BP-SQ)

The squared error node loss

ℓSQ(𝑎, 𝑏) ∶= 1
2(𝑎 − 𝑏)2 (10)

is a node loss function often used for regression. If all of the node loss functions of BP
are the squared error node loss, i.e. ∀𝑗 ∈ 𝑉𝒚 ∶ ℓBP

𝑗 = ℓSQ, then simplifying (9), we get for
𝑗 ∈ 𝑉𝒚

𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝒙, 𝒚)) = 𝑧𝑗(𝒙; 𝜽𝐺) − (𝒚)𝑗 (11)

10



Algorithm 1: Backpropagation with stochastic gradient descent (BP)
Input: Computational graph 𝐺, step size 𝜂𝜽, max number of epochs 𝑐
Data: paired data 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛]
Result: 𝜽𝐺
Initialize 𝜽𝐺 randomly;
while 𝜽𝐺 not converged and number of epochs < 𝑐 do

for 𝑖 ∈ [𝑛] do
/* Forward pass */
for 𝑗 ∈ 𝑉 traversed through 𝜏𝐺 do

Calculate feedforward values 𝑧𝑗(𝒙𝑖; 𝜽𝐺) using Eq. (4)
end
/* Backward pass */
for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 traversed through reverse 𝜏𝐺 do

Calculate 𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝒙𝑖, 𝒚𝑖)) using Eq. (9);

Calculate Δ𝜽BP
𝑗 using Eq. (8);

𝜽𝑗 ← 𝜽𝑗 + Δ𝜽BP
𝑗 ;

end
end

end
return 𝜽𝐺

with no changes to the rest of the algorithm. We denote this flavor of backpropagation
with stochastic gradient descent as BP-SQ.
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3.2 Predictive coding algorithm with general loss (PC)
Just as with BP, predictive coding with general loss (PC) is a supervised learning
algorithm for computational graphs: given a computational graph 𝐺 that models the
relationship between input and output variables 𝑿 and 𝒀 , it learns its graph parameters
𝜽𝐺 from a paired dataset 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛]. The predictive coding algorithm is derived
from the predictive coding theory of cognition, and unlike BP, is meant to be a more
biologically plausible algorithm for learning in the brain [12, 10, 11].

3.2.1 Derivation

In this section, we will derive PC as an algorithm to minimize the sum of local node losses.
Let us first recall the main idea behind predictive coding theory. The cortex of the

brain is made up of several layers, with sensory information entering the network at the
lowest, least abstract layer, and this information needs to make its way to the highest,
most abstract layer. Each layer of the cortex predicts the values of the layer below, and
the deviation between the predicted and observed values is used to modify the connections
between the layers so that the deviation is decreased [8].

PC differs from BP in that there is a local loss at each layer that the layer tries to
minimize, whereas in BP, there is a global loss that all layers try to minimize. Thus
instead of having one large computational graph, the idea is to treat each non-input node,
together with its parents, like a small computational graph with its own node loss, and
applying stochastic gradient descent to minimize the node loss of each node separately.

To have a node loss be defined for each non-input node, each non-input node needs
an “output value” to compare with the node function value 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗). For this, we
introduce predictive coding node values 𝑣𝑗 for all nodes 𝑗 ∈ 𝑉 . Each 𝑣𝑗 is a scalar real
value stored at node 𝑗, which can be interpreted as the guess of the “true value” of that
node given the input and output datapoint 𝒙 and 𝒚 for the entire computational graph
𝐺.

In terms of the theory of predictive coding, the node values can be seen as modeling
the guesses of the true values at each cortex layer. However, for each observed datapoint,
we need to find the “best guess” values first before we modify the node parameters. This
is so that the parameters can learn from node values that accurately reflect the observed
datapoint. For input and output nodes, the predictive coding node values 𝒗𝒙 and 𝒗𝒚 are
simply the observed input and output datapoints 𝒙 and 𝒚 respectively. For the hidden
nodes, the node values are guesses of the “true value” of that node, and the node loss
functions serve as our measure of how good that guess is. Hence we aim to find values
𝒗𝑗 for 𝑗 ∈ 𝑉hid that minimize the sum of all node loss functions — this sum of node loss
functions is then our datapoint loss function for PC ℒPC

𝐺 . With the best guess values,
a stochastic gradient descent step can then be performed on the datapoint loss function
with respect to the parameters 𝜽𝐺.

For each node 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, the node loss function ℓPC
𝑗 is applied on the predic-

tive coding node value 𝑣𝑗 and the node function value of the node values of its parents,
𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗):

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)). (12)

The datapoint loss function for PC, ℒPC
𝐺 , is then the sum of the node loss functions ℓPC

𝑗
for all non-input nodes 𝑗, with the input and output node values assigned to the input
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and output datapoints (𝒙, 𝒚):

ℒPC
𝐺 (𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) ∶= ⎡⎢

⎣
∑

𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

. (13)

Notice that unlike the datapoint loss function for BP, the datapoint loss function for PC
also depends on the hidden node values 𝒗hid.

PC thus works in two phases for each datapoint: first to optimize the node values 𝑣𝑗 for
𝑗 ∈ 𝑉hid (the inference phase) and second to adjust the parameters 𝜽𝐺 (the learning
phase) [21], and in both phases ℒPC

𝐺 is the function used for calculating the gradient
descent step.

We can now derive the gradient descent update steps for both the inference and learning
phases. In the inference phase, the gradient of ℒPC

𝐺 with respect to the node value 𝑣𝑗 for
𝑗 ∈ 𝑉hid is

𝜕ℒPC
𝐺

𝜕𝑣𝑗
(𝒗hid, 𝜽𝐺; (𝒙, 𝒚))

= ⎡⎢
⎣

∑
𝑘∈𝑉hid∪𝑉𝒚

𝜕ℓPC
𝑘

𝜕𝑣𝑗
(𝑣𝑘, 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= ⎡⎢
⎣

𝜕ℓPC
𝑗

𝜕𝑣𝑗
(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)) + ∑

𝑘∈ch(𝑗)

𝜕ℓPC
𝑘

𝜕𝑣𝑗
(𝑣𝑘, 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= ⎡⎢
⎣

𝜕ℓPC
𝑗

𝜕𝑣𝑗
(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)) + ∑

𝑘∈ch(𝑗)

𝜕ℓPC
𝑘

𝜕𝑓𝑘
(𝑣𝑘, 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))𝜕𝑓𝑘

𝜕𝑣𝑗
(𝒗pa(𝑘); 𝜽𝑘)⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

,

since 𝑣𝑗 only affects the node losses of the node 𝑗 and the child nodes of 𝑗. Note that only
hidden nodes are optimized. The gradient descent step is then

Δ𝑣PC
𝑗 = −𝜂𝑣

𝜕ℒPC
𝐺

𝜕𝑣𝑗
(𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) (14)

for 𝑗 ∈ 𝑉hid, where 𝜂𝑣 > 0 is the learning rate.
We use 𝑣∗

𝑗 for 𝑗 ∈ 𝑉 to denote the post-inference node values, the node values
obtained at the end of the inference phase and used in the learning phase. Unless otherwise
specified, we assume that the node values have reached equilibrium by the end of the
inference phase, i.e. Δ𝑣PC

𝑗 = 0 for all 𝑗 ∈ 𝑉hid at the post-inference node values.
In the learning phase, the gradient of ℒPC

𝐺 with respect to the node parameters 𝑣𝑗 for
𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 is

𝜕ℒPC
𝐺

𝜕𝜽𝑗
(𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) = ⎡⎢

⎣
∑

𝑘∈𝑉hid∪𝑉𝒚

𝜕ℓPC
𝑘

𝜕𝜽𝑗
(𝑣𝑘, 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= [
𝜕ℓPC

𝑗
𝜕𝜽𝑗

(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))]
𝒗𝒙=𝒙
𝒗𝒚=𝒚

= [
𝜕ℓPC

𝑗
𝜕𝑓𝑗

(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))
𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒗pa(𝑗); 𝜽𝑗)]
𝒗𝒙=𝒙
𝒗𝒚=𝒚

.
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The gradient descent step for node parameters 𝜽𝑗 is then for the gradient evaluated at the
post-inference node values 𝑣∗

𝑗 for 𝑗 ∈ 𝑉 ,

Δ𝜽PC
𝑗 = −𝜂𝜽

𝜕ℒPC
𝐺

𝜕𝜽𝑗
(𝒗∗

hid, 𝜽𝐺; (𝒙, 𝒚)) (15)

for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, where 𝜂𝜽 > 0 is the learning rate.
In summary, the PC gradient descent steps are given by:

Inference phase:

∀𝑗 ∈ 𝑉hid ∶ Δ𝑣PC
𝑗 = −𝜂𝑣 [

𝜕ℓPC
𝑗

𝜕𝑣𝑗
(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)) + (16)

∑
𝑘∈ch(𝑗)

𝜕ℓPC
𝑘

𝜕𝑓𝑘
(𝑣𝑘, 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))𝜕𝑓𝑘

𝜕𝑣𝑗
(𝒗pa(𝑘); 𝜽𝑘)⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

Learning phase:

∀𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 ∶ Δ𝜽PC
𝑗 = −𝜂𝜽

𝜕ℓPC
𝑗

𝜕𝑓𝑗
(𝑣∗

𝑗, 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗))

𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒗∗
pa(𝑗); 𝜽𝑗) (17)

The algorithm is described in Algorithm 2. A few comments: While we assume for
our analysis that the node values converge in the inference phase, in practice there is no
guarantee how many steps it would take for the node values to converge using gradient
descent, so a stopping criterion is employed to stop the inference phase when the values are
“close enough” to an equilibrium. As the focus of this paper is on the individual update
steps, the stopping criteria for 𝜽𝐺 and 𝒗hid are of less relevance and are not specified. The
datapoints 𝑖 ∈ [𝑛] can be traversed in any order. The calculations for Δ𝑣PC

𝑗 for all vertices
can be done concurrently; the same goes for 𝑣𝑗. For-loops involving nodes 𝑗 can be done
for all nodes concurrently.

3.2.2 Predictive coding algorithm with squared loss (PC-SQ)

For predictive coding with squared loss (PC-SQ), we choose in particular the squared
error loss ℓSQ(𝑎, 𝑏) ∶= 1

2(𝑎 − 𝑏)2 for all node loss functions ℓPC-SQ
𝑗 , 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, akin to

BP-SQ. We thus get

ℒPC-SQ
𝐺 (𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) = ⎡⎢

⎣
∑

𝑗∈𝑉hid∪𝑉𝒚

1
2(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))2⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

(18)

for the datapoint loss function of PC-SQ, ℒPC-SQ
𝐺 .

In the inference phase, the gradient of ℒPC-SQ
𝐺 with respect to 𝑣𝑗 for 𝑗 ∈ 𝑉hid then
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Algorithm 2: Predictive coding algorithm
Input: Computational graph 𝐺, learning rates 𝜂𝑣, 𝜂𝜽 > 0 for node values and

parameters respectively, max number of epochs 𝑐
Data: paired data 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛]
Result: 𝜽𝐺
Initialize 𝜽𝐺 randomly;
Initialize ∀𝑗 ∈ 𝑉hid ∶ 𝑣𝑗 ← 0;
while 𝜽𝐺 not converged and number of epochs < 𝑐 do

for 𝑖 ∈ [𝑛] do
𝒗𝒙 ← 𝒙𝑖;
𝒗𝒚 ← 𝒚𝑖;
/* Inference phase */
while 𝒗hid not converged do

for 𝑗 ∈ 𝑉hid do
Calculate Δ𝑣PC

𝑗 using Eq. (16)
end
for 𝑗 ∈ 𝑉hid do

𝑣𝑗 ← 𝑣𝑗 + Δ𝑣PC
𝑗 ;

end
end
/* Learning phase */
for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 do

Calculate Δ𝜽PC
𝑗 using Eq. (17);

end
for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 do

𝜽𝑗 ← 𝜽𝑗 + Δ𝜽PC
𝑗 ;

end
end

end
return 𝜽𝐺
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becomes

𝜕ℒPC-SQ
𝐺
𝜕𝑣𝑗

(𝒗hid, 𝜽𝐺; (𝒙, 𝒚))

= ⎡⎢
⎣

∑
𝑘∈𝑉hid∪𝑉𝒚

𝜕
𝜕𝑣𝑗

1
2(𝑣𝑘 − 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))2⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= ⎡⎢
⎣

(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)) + ∑
𝑘∈ch(𝑗)

(𝑣𝑘 − 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘)) ⋅ −𝜕𝑓𝑘
𝜕𝑣𝑗

(𝒗pa(𝑘); 𝜽𝑘)⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

.

In the learning phase, we get for the gradient of ℒPC-SQ
𝐺 with respect to 𝜽𝑗, for 𝑗 ∈

𝑉hid ∪ 𝑉𝒚,

𝜕ℒPC-SQ
𝐺

𝜕𝜽𝑗
(𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) = ⎡⎢

⎣
∑

𝑘∈𝑉hid∪𝑉𝒚

𝜕
𝜕𝜽𝑗

1
2(𝑣𝑘 − 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))2⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= [−(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))
𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒗pa(𝑗); 𝜽𝑗)]𝒗𝒙=𝒙
𝒗𝒚=𝒚

.

The gradient descent steps of PC-SQ are then

Inference phase:

∀𝑗 ∈ 𝑉hid ∶ Δ𝑣PC-SQ
𝑗 = 𝜂𝑣[ − (𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)) + (19)

∑
𝑘∈ch(𝑗)

(𝑣𝑘 − 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))𝜕𝑓𝑘
𝜕𝑣𝑗

(𝒗pa(𝑘); 𝜽𝑘)⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚
Learning phase:

∀𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 ∶ Δ𝜽PC-SQ
𝑗 = 𝜂𝜽(𝑣∗

𝑗 − 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗))

𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒗∗
pa(𝑗); 𝜽𝑗) (20)

3.2.3 Predictive coding with squared loss and errors (PC-SQ-e)

Predictive coding with squared loss and errors (PC-SQ-e), known in the literature
as inference learning (IL), is the mainstream variety of predictive coding algorithm,
and is described in [4] and [22]. It is a modification to the PC-SQ algorithm with the
introduction of error values.

Notice that when 𝑣𝑗 appears in the gradient descent step equations of PC-SQ, (19) and
(20), it always occurs in the form 𝑣𝑗−𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗). The idea is to simplify the equations by
introducing error values 𝜖𝑗 for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 that are stored at their respective nodes and
that should be equal to 𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗). However, we do not set 𝜖𝑗 directly to that value
in PC-SQ-e. In order to match the update rule of 𝜖𝑗 with that of the node values 𝑣𝑗 and
node parameters 𝜽𝑗, an iterative update scheme is also used for 𝜖𝑗. We would like that at
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convergence in the inference phase, for all 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, the relation 𝜖∗
𝑗 = 𝑣∗

𝑗 − 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗)

be satisfied. This can be done by updating the error with steps
Δ𝜖PC-SQ-e

𝑗 = 𝜂𝜖 (𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) − 𝜖𝑗) ,
where its learning rate satisfies 0 < 𝜂𝜖 < 2. With this, and by replacing 𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)
with 𝜖𝑗 in the gradient descent step equations (19) and (20), we get the PC-SQ-e update
formulas:

Inference phase:
∀𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 ∶ Δ𝜖PC-SQ-e

𝑗 = 𝜂𝜖 [𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) − 𝜖𝑗]𝒗𝒙=𝒙
𝒗𝒚=𝒚

(21)

∀𝑗 ∈ 𝑉hid ∶ Δ𝑣PC-SQ-e
𝑗 = 𝜂𝑣 ⎡⎢

⎣
−𝜖𝑗 + ∑

𝑘∈ch(𝑗)
𝜖𝑘

𝜕𝑓𝑘
𝜕𝑣𝑗

(𝒗pa(𝑘); 𝜽𝑘)⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

(22)

Learning phase:

∀𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 ∶ Δ𝜽PC-SQ-e
𝑗 = 𝜂𝜽𝜖∗

𝑗
𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒗∗
pa(𝑗); 𝜽𝑗) (23)

The PC-SQ-e and PC-SQ algorithms do not have exactly the same inference phase
because of the introduction of the error values 𝜖𝑗. However, the two algorithms have
matching equilibria in the inference phase.
Theorem 1 (Matching inference equilibria for PC-SQ-e and PC-SQ). On the same com-
putational graph 𝐺, graph parameters 𝜽𝐺, and paired datapoint (𝒙, 𝒚), 𝑣𝑗 = 𝑣∗

𝑗 for 𝑗 ∈ 𝑉hid
is an equilibrium for the inference phase of PC-SQ if and only if 𝑣𝑗 = 𝑣∗

𝑗 for 𝑗 ∈ 𝑉hid and
𝜖𝑗 = 𝜖∗

𝑗 = 𝑣∗
𝑗 − 𝑓𝑗(𝒗∗

pa(𝑗); 𝜽𝑗) for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 is an equilibrium for the inference phase of
PC-SQ-e.
Proof. ( ⟹ ) Let 𝑣𝑗 = 𝑣∗

𝑗 for 𝑗 ∈ 𝑉hid be an equilibrium in the inference phase of PC-SQ,
and let us consider the point 𝑣𝑗 = 𝑣∗

𝑗 for 𝑗 ∈ 𝑉hid and 𝜖𝑗 = 𝑣∗
𝑗 −𝑓𝑗(𝒗∗

pa(𝑗); 𝜽𝑗) for 𝑗 ∈ 𝑉hid ∪𝑉𝒚
in the inference phase of PC-SQ-e. First, the gradient descent steps for the errors, from
(21), are zero. Then for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, we get

Δ𝜖PC-SQ-e
𝑗 = 𝜂𝜖 [𝑣∗

𝑗 − 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗) − 𝜖𝑗]𝒗𝒙=𝒙

𝒗𝒚=𝒚

= 𝜂𝜖 [𝑣∗
𝑗 − 𝑓𝑗(𝒗∗

pa(𝑗); 𝜽𝑗) − (𝑣∗
𝑗 − 𝑓𝑗(𝒗∗

pa(𝑗); 𝜽𝑗))]𝒗𝒙=𝒙
𝒗𝒚=𝒚

= 0.
The gradient descent steps for the node values, from (22), would be, for 𝑗 ∈ 𝑉hid,

Δ𝑣PC-SQ-e
𝑗

= 𝜂𝑣 ⎡⎢
⎣

−𝜖∗
𝑗 + ∑

𝑘∈ch(𝑗)
𝜖∗

𝑘
𝜕𝑓𝑘
𝜕𝑣𝑗

(𝒗∗
pa(𝑘); 𝜽𝑘)⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= 𝜂𝑣 ⎡⎢
⎣

−(𝑣∗
𝑗 − 𝑓𝑗(𝒗∗

pa(𝑗); 𝜽𝑗)) + ∑
𝑘∈ch(𝑗)

(𝑣∗
𝑘 − 𝑓𝑘(𝒗∗

pa(𝑘); 𝜽𝑘))𝜕𝑓𝑘
𝜕𝑣𝑗

(𝒗∗
pa(𝑘); 𝜽𝑘)⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= Δ𝑣PC-SQ
𝑗 = 0.
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We thus conclude that 𝑣𝑗 = 𝑣∗
𝑗 for 𝑗 ∈ 𝑉hid and 𝜖𝑗 = 𝑣∗

𝑗 − 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗) for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 is

an equilibrium for PC-SQ-e.
( ⟸ ) Let 𝑣𝑗 = 𝑣∗

𝑗 for 𝑗 ∈ 𝑉hid and 𝜖𝑗 = 𝑣∗
𝑗 − 𝑓𝑗(𝒗∗

pa(𝑗); 𝜽𝑗) for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 be an
equilibrium in the inference phase of PC-SQ-e. Then the gradient descent step for the
node value 𝑣𝑗 in PC-SQ would be, from (19),

Δ𝑣PC-SQ
𝑗

= 𝜂𝑣 ⎡⎢
⎣

−(𝑣∗
𝑗 − 𝑓𝑗(𝒗∗

pa(𝑗); 𝜽𝑗)) + ∑
𝑘∈ch(𝑗)

(𝑣∗
𝑘 − 𝑓𝑘(𝒗∗

pa(𝑘); 𝜽𝑘))𝜕𝑓𝑘
𝜕𝑣𝑗

(𝒗∗
pa(𝑘); 𝜽𝑘)⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= 𝜂𝑣 ⎡⎢
⎣

−𝜖∗
𝑗 + ∑

𝑘∈ch(𝑗)
𝜖∗

𝑘
𝜕𝑓𝑘
𝜕𝑣𝑗

(𝒗∗
pa(𝑘); 𝜽𝑘)⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= Δ𝑣PC-SQ-e
𝑗 = 0.

Hence at 𝑣𝑗 = 𝑣∗
𝑗 for 𝑗 ∈ 𝑉hid, the inference phase of PC-SQ is also at equilibrium.

The following corollary about the resulting parameter update step follows directly from
the above theorem:

Corollary 1. If PC-SQ and PC-SQ-e reach the same equilibrium in the inference phase,
then their parameter update steps in the learning phases are identical.

Proof. The parameter update step for PC-SQ and PC-SQ-e are respectively, for all 𝑗 ∈
𝑉hid ∪ 𝑉𝒚,

Δ𝜽PC-SQ
𝑗 = 𝜂𝜽(𝑣∗

𝑗 − 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗))

𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒗∗
pa(𝑗); 𝜽𝑗) and

Δ𝜽PC-SQ-e
𝑗 = 𝜂𝜽𝜖∗

𝑗
𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒗∗
pa(𝑗); 𝜽𝑗),

from (20) and (23). Since from Theorem 1 we know that at the same equilibrium, it
holds that the equilibrium node values 𝑣∗

𝑗 are identical and 𝜖∗
𝑗 = 𝑣∗

𝑗 − 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗) for all

𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, we conclude that the parameter update steps of the two algorithms are
identical if the same inference equilibrium is reached.

The PC-SQ-e algorithm is given in Algorithm 3. A few comments: As the focus of
this paper is on the individual update steps, the stopping criteria for 𝜽𝐺, 𝝐𝐺, and 𝒗hid are
of less relevance and are not specified. Furthermore, the exact implementation may vary;
for example, [38] chose to always stop the inference phase after 20 steps, while [22] chose
to stop at “convergence”, which took around 100 to 200 inference steps. The datapoints
𝑖 ∈ [𝑛] can be traversed in any order. The calculations for Δ𝜖PC-SQ-e

𝑗 and Δ𝑣PC-SQ-e
𝑗 for all

vertices can be done concurrently; the same goes for 𝜖𝑗 and 𝑣𝑗. For-loops involving nodes
𝑗 can be done for all nodes concurrently.

3.2.4 Other node losses

The squared loss is not the only loss able to be used in predictive coding; PC allows for any
differentiable loss function to be used. Here we illustrate two machine learning tasks — in
addition to regression for PC-SQ-e — that require the use of two different loss functions
in PC: classification and probability distribution fitting.
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Algorithm 3: Predictive coding with squared loss & errors (PC-SQ-e)
Input: Computational graph 𝐺, learning rates for errors, values, and parameters

𝜂𝜖, 𝜂𝑣, 𝜂𝜽, max number of epochs 𝑐
Data: paired data 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛]
Result: 𝜽𝐺
Initialize 𝜽𝐺 randomly;
Initialize ∀𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 ∶ 𝜖𝑗 ← 0;
Initialize ∀𝑗 ∈ 𝑉hid ∶ 𝑣𝑗 ← 0;
while 𝜽𝐺 not converged and number of epochs < 𝑐 do

for 𝑖 ∈ [𝑛] do
𝒗𝒙 ← 𝒙𝑖;
𝒗𝒚 ← 𝒚𝑖;
/* Inference phase */
while 𝝐𝐺, 𝒗𝐺 not converged do

for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 do
Calculate Δ𝜖PC-SQ-e

𝑗 using Eq. (21);
end
for 𝑗 ∈ 𝑉hid do

Calculate Δ𝑣PC-SQ-e
𝑗 using Eq. (22);

end
for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 do

𝜖𝑗 ← 𝜖𝑗 + Δ𝜖PC-SQ-e
𝑗 ;

end
for 𝑗 ∈ 𝑉hid do

𝑣𝑗 ← 𝑣𝑗 + Δ𝑣PC-SQ-e
𝑗 ;

end
end
/* Learning phase */
for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 do

Calculate Δ𝜽PC-SQ-e
𝑗 using Eq. (23);

end
for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 do

𝜽𝑗 ← 𝜽𝑗 + Δ𝜽PC-SQ-e
𝑗 ;

end
end

end
return 𝜽𝐺
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Multiclass classification using PC

Supervised learning of a multiclass classification task can be done using PC through the
use of the cross-entropy node loss. Let 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛] be a paired dataset where the
output data 𝒚𝑖 ∈ {0, 1}𝑑𝒚 is in a one-hot encoded representation of categorical data with
𝑑𝒚 categories — to encode category 𝑘, we have the output data 𝒚 be the 𝟎-vector, with the
𝑘th entry replaced by a 1. Next, let 𝐺 be a computational graph with each of its output
nodes representing the probability that a given input datapoint corresponds to each of
the 𝑑𝒚 categories — this can be done by having the output nodes being the output of the
softmax function applied onto their parent layer of nodes. Then multiclass classification
can be done by having the output nodes 𝑗 ∈ 𝑉𝒚 take the cross-entropy loss as the node
loss ℓPC

𝑗 . The cross-entropy loss ℓCE is

ℓCE(𝑎, 𝑏) ∶= −𝑎 log 𝑏, (24)

where 𝑎 is the node value (the one-hot encoded categorical output data), log is the natural
logarithm, and 𝑏 is the function of its parent nodes (the probabilities of the input data
being of each of the categories). This node loss function leads to multiclass classification
because the sum of the node losses of the output nodes,

⎡⎢
⎣

∑
𝑗∈𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥

⎦𝒗𝒚=𝒚

= ∑
𝑗∈𝑉𝒚

−(𝒚)𝑗 log(𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))

= − log ⎛⎜
⎝

∏
𝑗∈𝑉𝒚

𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)(𝒚)𝑗⎞⎟
⎠

is the negative log-likelihood of observing the output data 𝒚 given that the output node
functions 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) give the likelihood of each of the categories.

It is important to note that only the output node losses need to be the cross-entropy
node loss; there are no additional limitations on what the hidden node losses could be. This
means that the hidden nodes can take the squared loss, and thus multiclass classification
can also be done on PC-SQ-e — the output nodes then take the cross-entropy loss and do
not have error values. This also means that a mixed regression–classification setup is also
possible: some output nodes can take the cross-entropy loss, while others can take other
node losses, e.g. squared loss.

Probability distribution fitting using PC

PC can also be used for the unsupervised learning problem of probability distribution
fitting. Given a dataset 𝐷 = {𝒙𝑖}𝑖∈[𝑛] containing i.i.d. samples of a random variable 𝑿,
and given a class of continuous probability distributions whose probability density function
is represented by a computational graph 𝐺 and parameterized by parameters 𝜽𝐺 ∈ Θ𝐺,
the probability distribution fitting task is to find the parameter values such that the
corresponding probability density given by the output node function best matches the
probability density of the underlying random variable. Since the probability density at a
given point is a scalar, the computational graph 𝐺 only has one output node, which we
denote by 𝑘 ∈ 𝑉𝒚.

The loss function for the output nodes that achieves this can be derived through con-
sidering maximizing the log-likelihood of observing the dataset assuming that the function
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value at the output node, 𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘), gives the probability density:

argmax
𝜽𝐺∈Θ𝐺

log ⎛⎜
⎝

∏
𝑖∈[𝑛]

[𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘)]𝒗𝒙=𝒙𝑖
⎞⎟
⎠

= argmax
𝜽𝐺∈Θ𝐺

∑
𝑖∈[𝑛]

[log (𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))]𝒗𝒙=𝒙𝑖

= argmin
𝜽𝐺∈Θ𝐺

1
𝑛 ∑

𝑖∈[𝑛]
[− log (𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))]𝒗𝒙=𝒙𝑖

.

This optimization problem can thus be seen as doing batch gradient descent — gradient
descent on the average

1
𝑛 ∑

𝑖∈[𝑛]
ℒ𝐺(𝒗hid, 𝜽𝐺; 𝒙𝑖) (25)

of the datapoint loss functions ℒ𝐺 evaluated for each datapoint of the whole dataset —
with the datapoint loss function

ℒ𝐺(𝒗hid, 𝜽𝐺; 𝒙) = [− log (𝑓𝑘(𝒗pa(𝑘); 𝜽𝑘))]𝒗𝒙=𝒙 . (26)

To fit this within the framework of PC, we approximate batch gradient descent with
stochastic gradient descent with the same datapoint loss function ℒ𝐺, and this datapoint
loss function is then equivalent to having the node loss function

ℓLH(𝑎, 𝑏) = − log 𝑏 (27)

on the output node 𝑙 ∈ 𝑉𝒚. We call ℓLH the likelihood node loss function. Notice that
as this is an unsupervised learning problem, this node loss function does not depend on its
first argument, the node value, but only on its second argument, the node function, and
in the datapoint loss function ℒ𝐺, only the input node values are assigned (to the input
data).

3.2.5 Statistical interpretation of PC and PC-SQ-e

Predictive coding also has a statistical interpretation and can be derived from applying
variational inference on a statistical model [4]. In this statistical model, which we denote
by ℳ, the computational graph 𝐺 is interpreted as a Bayesian network: each non-input
node 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 has a random variable 𝐴𝑗 that is modeled as being a sample from a
distribution 𝒜𝑗 — we call this the node value distribution. This distribution is deter-
mined completely by the node loss function ℓ𝑗 and the node function value 𝑓𝑗(𝑨pa(𝑗); 𝜽𝑗)
of the random variables of its parent nodes. With the input nodes assigned to input data
𝒙, a joint distribution across all non-input nodes is defined. This joint distribution is thus
dependent on the input data 𝒙 and the graph parameters 𝜽𝐺.

We can then perform Bayesian inference on this Bayesian network: given the input
and output data (𝒙, 𝒚), we want to infer the probability distribution of the value at each
node. The prior distribution is the unconditioned joint probability distribution of the node
variables 𝐴𝑗 for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚. The posterior distribution is the distribution of the hidden
node random variables 𝑨hid conditioned on observing the output data, 𝑨𝒚 = 𝒚. Thus by
Bayes’s Theorem, we have, under this statistical model ℳ,

𝕡ℳ(𝑨hid = 𝒂hid ∣ 𝑨𝒚 = 𝒚; 𝒙, 𝜽𝐺) = 𝕡ℳ(𝑨hid = 𝒂hid, 𝑨𝒚 = 𝒚; 𝒙, 𝜽𝐺)
𝕡ℳ(𝑨𝒚 = 𝒚; 𝒙, 𝜽𝐺) .
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With arbitrary node functions 𝑓𝑗, the posterior distribution cannot in general be ex-
pressed as a simple, known distribution. Thus we would like to use variational inference
to approximate the posterior. The PC algorithm can be derived as applying variational
inference to fit a point mass distribution (Dirac delta distribution) to the posterior [20].
We derive this now.

We first consider the special case of PC-SQ. This corresponds to the network where
the node value distribution 𝒜𝑗 is a normal distribution centered around the node function
value with variance 1, i.e. 𝐴𝑗 ∼ 𝒜𝑗 = 𝒩(𝑓𝑗(𝑨pa(𝑗); 𝜽𝑗), 1) [4]. The joint likelihood is then

𝕡ℳ(𝑨hid = 𝒂hid, 𝑨𝒚 = 𝒚; 𝒙, 𝜽𝐺)

= ⎡⎢
⎣

∏
𝑗∈𝑉hid∪𝑉𝒚

𝕡𝒩(𝑎𝑗; 𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗), 1)⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

= ⎡⎢
⎣

∏
𝑗∈𝑉hid∪𝑉𝒚

1√
2𝜋 exp (−1

2(𝑎𝑗 − 𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗))2)⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

.

The distribution that we approximate the posterior with is the point mass distribution,
which is centered at hidden node values 𝒗hid that are to be optimized in variational infer-
ence. We denote this distribution by 𝒟(𝒗hid).

We apply variational inference — we want to find the values of 𝒗hid that minimize the
KL divergence between the posterior and the approximating distributions,

𝐷KL[𝕡𝒟(⋅; 𝒗hid) ∥ 𝕡ℳ(⋅ | 𝒚; 𝒙, 𝜽𝐺)]

= 𝔼𝑨hid∼𝒟(𝒗hid)[log 𝕡𝒟(𝑨hid; 𝒗hid)
𝕡ℳ(𝑨hid | 𝒚; 𝒙, 𝜽𝐺)]

= 𝔼𝑨hid∼𝒟(𝒗hid)[ log 𝕡𝒟(𝑨hid; 𝒗hid)] − 𝔼𝑨hid∼𝒟(𝒗hid)[ log 𝕡ℳ(𝑨hid | 𝒚; 𝒙, 𝜽𝐺)].

However, the entropy term 𝔼𝑨hid∼𝒟(𝒗hid)[log 𝕡𝒟(𝑨hid; 𝒗hid)] = log 𝕡𝒟(𝒗hid; 𝒗hid) is infinite,
since the point mass distribution has infinite probability density at its center. To obtain a
meaningful function to minimize, we simply drop this term. We justify this as follows: The
point mass distribution 𝒟 has the property that 𝑫 ∼ 𝒟(𝒅) ⟺ 𝑫′ ∶= 𝑫 − 𝒅 ∼ 𝒟(𝟎) for
all 𝒅 — that is, its parameter simply shifts the distribution. Additionally, all continuous
distributions 𝒞 with this property have an entropy that is a constant independent of its
parameter 𝒄:

∀𝒄 ∶ 𝔼𝑪∼𝒞(𝑐)[ log 𝕡𝒞(𝑪; 𝒄)] = 𝔼𝑪′∼𝒞(𝟎)[ log 𝕡𝒞(𝑪′; 𝟎)],

where 𝑪′ = 𝑪 − 𝒄. Furthermore, the point mass distribution can be constructed as a
limit of continuous distributions with this property. Altogether, this suggests that we can
treat the entropy term of the point mass distribution simply as a constant, meaning that
dropping the term does not change the shape of the KL divergence function. We instead
minimize the term

−𝔼𝑨hid∼𝒟(𝒗hid)[ log 𝕡ℳ(𝑨hid | 𝒚; 𝒙, 𝜽𝐺)] = − log 𝕡ℳ(𝒗hid | 𝒚; 𝒙, 𝜽𝐺).

Doing variational inference with a point mass distribution is thus equivalent to finding
values that maximize the log likelihood of the posterior distribution, with the maximizer
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being the optimal parameter of the point mass distribution. Substituting in the model
probabilities for the PC-SQ case, we get

− log 𝕡ℳ(𝒗hid | 𝒚; 𝒙, 𝜽𝐺)

= − log ⎡⎢
⎣

∏
𝑗∈𝑉hid∪𝑉𝒚

1√
2𝜋 exp (−1

2(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))2)⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

= − ⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

log ( 1√
2𝜋 exp (−1

2(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))2))⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

= − ⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

−1
2(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))2 + const.⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

= ⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

1
2(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))2⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

+ const.

= ℒPC-SQ
𝐺 (𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) + const.

Therefore, minimizing the KL divergence is equivalent to minimizing the datapoint loss
function, done in the inference phase of PC-SQ. Furthermore, the post-inference node
values 𝒗∗

hid — if they converge to the global minimum — are the maximum a posteriori
estimates of the hidden node values in the posterior distribution, as well as parameters of
the point mass distribution that best approximates the posterior.

We can further decrease the KL divergence by adjusting the graph parameters 𝜽𝐺 to
lower the datapoint loss function. This then corresponds to the learning phase of PC-SQ.

In addition to framing it as a variational inference problem, it has been shown that
predictive coding algorithms are also related to the expectation–maximization (EM) algo-
rithm [20].

We can reverse the above steps to determine the node value distribution that corre-
sponds to a general node loss function of the PC algorithm. Recall that the datapoint loss
function of PC is

ℒPC
𝐺 (𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) = ⎡⎢

⎣
∑

𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

.

We posit that this is the negative log-likelihood of some joint probability distribution (up
to an additive constant). Then minimizing this datapoint loss function is then equivalent
to maximizing the joint probability density (up to a positive multiplicative constant)

⎡⎢
⎣

∏
𝑗∈𝑉hid∪𝑉𝒚

exp (−ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)))⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

. (28)

To make this a proper probability density on graph 𝐺, we require that the integral of the
term at each node corresponding to its probability distribution, when integrated over all
possible node values, equals 1. Hence we normalize it to get the probability density of the
node distribution at node 𝑗,

𝕡𝒜𝑗
(𝑣𝑗; 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)) =

exp (−ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)))

∫ℝ exp (−ℓPC
𝑗 (𝑎, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))) d𝑎

. (29)
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It is only when the normalizing integral is finite for all node function values 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)
that the probability density function is well-defined. Hence if this condition is satisfied for
all node losses ℓ𝑗, 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, in a PC algorithm, then its loss-based interpretation has
an equivalent statistical interpretation with node probability density as in (29).
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3.3 Example
We now look at a toy example of a computational graph and compare the results of
executing BP-SQ, PC-SQ, and PC-SQ-e on it. First, let 𝐺 be the following computational
graph:

0 1 2
𝑓1 = 𝜃1𝑎0 𝑓2 = 𝜃2𝑎1

𝐺 has nodes 𝑉 = {0, 1, 2}, with input node 𝑉𝒙 = {0}, hidden node 𝑉hid = {1}, and
output node 𝑉𝒚 = {2}. The node functions are 𝑓1(𝑎0; 𝜃1) = 𝜃1𝑎0 and 𝑓2(𝑎1; 𝜃2) = 𝜃2𝑎1.
The graph parameters are then 𝜽𝐺 = (𝜃1, 𝜃2), and are initialized as 𝜃1 = 𝜃2 = 1. We
perform one iteration of each algorithm on the datapoint (𝑥, 𝑦) = (2, 4), with learning
rates 𝜂𝜽 = 𝜂𝑣 = 𝜂𝜖 = 0.1.

3.3.1 BP-SQ

The BP-SQ datapoint loss function for this example is

ℒBP
𝐺 (𝜽𝐺; (𝑥, 𝑦)) = 1

2(𝑦 − 𝑧2(𝑥; 𝜽𝐺))
2

= 1
2(𝑦 − 𝜃2𝜃1𝑥)

2
.

Forward pass

Given the datapoint (𝑥, 𝑦) = (2, 4), at the end of the forward pass, we get for the feedfor-
ward values 𝑧0, 𝑧1, 𝑧2:

𝑧0 = 2 𝑧1 = 2 𝑧2 = 2
𝑓1 = 𝜃1𝑧0 = 2 𝑓2 = 𝜃2𝑧1 = 2

Backward pass

For the backward pass, substituting the known terms into the backprop equations (8) and
(9), we get

Δ𝜃BP
𝑗 = −𝜂𝜽

𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝑥, 𝑦)) ⋅ 𝑧pa(𝑗), where

𝜕ℒBP
𝐺

𝜕𝑧𝑗
(𝜽𝐺; (𝑥, 𝑦)) =

⎧{
⎨{⎩

𝑧𝑗(𝑥; 𝜽𝐺) − 𝑦 𝑗 ∈ 𝑉𝒚

∑
𝑘∈ch(𝑗)

𝜕ℒBP
𝐺

𝜕𝑧𝑘
(𝜽𝐺; (𝑥, 𝑦)) ⋅ 𝜃𝑘 𝑗 ∈ 𝑉hid

.
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Performing the backward pass, we thus get

𝜕ℒBP
𝐺

𝜕𝑧2
(𝜽𝐺; (𝑥, 𝑦)) = 𝑧2(𝑥; 𝜽𝐺) − 𝑦 = 2 − 4 = −2

𝜕ℒBP
𝐺

𝜕𝑧1
(𝜽𝐺; (𝑥, 𝑦)) = 𝜕ℒBP

𝐺
𝜕𝑧2

(𝜽𝐺; (𝑥, 𝑦)) ⋅ 𝜃1 = −2 ⋅ 1 = −2

Δ𝜃BP
2 = −𝜂𝜽

𝜕ℒBP
𝐺

𝜕𝑧2
(𝜽𝐺; (𝑥, 𝑦)) ⋅ 𝑧1 = −0.1 ⋅ −2 ⋅ 2 = 0.4

Δ𝜃BP
1 = −𝜂𝜽

𝜕ℒBP
𝐺

𝜕𝑧1
(𝜽𝐺; (𝑥, 𝑦)) ⋅ 𝑧0 = −0.1 ⋅ −2 ⋅ 2 = 0.4.

3.3.2 PC-SQ

In PC-SQ, we use the squared node loss function for all (non-input) nodes, so we get for
the datapoint loss function

ℒPC
𝐺 (𝜽𝐺; (𝑥, 𝑦)) = [1

2(𝑣1 − 𝑓1(𝑣0; 𝜃1))
2

+ 1
2(𝑣2 − 𝑓2(𝑣1; 𝜃2))

2
]

𝑣0=𝑥
𝑣2=𝑦

= 1
2(𝑣1 − 𝜃1𝑥)

2
+ 1

2(𝑦 − 𝜃2𝑣1)
2
.

Inference phase

At the start of the inference phase, the node values are initialized such that the input
nodes take the input data values, the output nodes take the output data values, and the
hidden nodes are 0:

𝑣0 = 2 𝑣1 = 0 𝑣2 = 4
𝑓1 = 𝜃1𝑣0 = 2 𝑓2 = 𝜃2𝑣1 = 0

The node value step equation, (19), simplifies to

Δ𝑣PC-SQ
𝑗 = 𝜂𝑣 ⎡⎢

⎣
−(𝑣𝑗 − 𝜃𝑗𝑣pa(𝑗)) + ∑

𝑘∈ch(𝑗)
(𝑣𝑘 − 𝜃𝑘𝑣pa(𝑘)) ⋅ 𝜃𝑘⎤⎥

⎦𝑣0=𝑥
𝑣2=𝑦

for all hidden nodes 𝑗 ∈ 𝑉hid. The only hidden node is 𝑗 = 1, and plugging in the initial
values, we get

Δ𝑣PC-SQ
1 = 𝜂𝑣[ − (𝑣1 − 𝜃1𝑣0) + (𝑣2 − 𝜃2𝑣1) ⋅ 𝜃2]𝑣0=𝑥

𝑣2=𝑦
= 0.1 ⋅ (−(0 − 2) + (4 − 0) ⋅ 1) = 0.6.

After this inference step, the graph looks as follows:

𝑣0 = 2 𝑣1 = 0.6 𝑣2 = 4
𝑓1 = 𝜃1𝑣0 = 2 𝑓2 = 𝜃2𝑣1 = 0.6
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Node value steps of the inference phase are taken until the node values converge to
an equilibrium; in this case, there is only one equilibrium, 𝑣∗

1 = 3. However, in practice,
the node value 𝑣1 only approaches but never exactly reaches the equilibrium. For this
example, we continue onto the learning phase using the equilibrium node value 𝑣∗

1 = 3.

𝑣∗
0 = 2 𝑣∗

1 = 3 𝑣∗
2 = 4

𝑓∗
1 = 𝜃1𝑣∗

0 = 2 𝑓∗
2 = 𝜃2𝑣∗

1 = 3

Learning phase

In the learning phase, the parameter update step equation, (20), simplifies to

Δ𝜃PC-SQ
𝑗 = 𝜂𝜽(𝑣∗

𝑗 − 𝜃𝑗𝑣∗
pa(𝑗)) ⋅ 𝒗∗

pa(𝑗)

for all non-input nodes 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚. This evaluates to

Δ𝜃PC-SQ
1 = 𝜂𝜽(𝑣∗

1 − 𝜃1𝑣∗
0) ⋅ 𝑣∗

0 = 0.1 ⋅ (3 − 2) ⋅ 2 = 0.2
Δ𝜃PC-SQ

2 = 𝜂𝜽(𝑣∗
2 − 𝜃2𝑣∗

1) ⋅ 𝑣∗
1 = 0.1 ⋅ (4 − 3) ⋅ 3 = 0.3.

3.3.3 PC-SQ-e

Applying PC-SQ-e to this example, we initialize the node and error values as follows:

𝑣0 = 2 𝑣1 = 0
𝜖1 = 0

𝑣2 = 4
𝜖2 = 0

𝑓1 = 𝜃1𝑣0 = 2 𝑓2 = 𝜃2𝑣1 = 0

Inference phase

In the inference phase, the error (21) and node value step equations (22) simplify to

Δ𝜖PC-SQ-e
𝑗 = 𝜂𝜖 [𝑣𝑗 − 𝜃𝑗𝑣pa(𝑗) − 𝜖𝑗]𝑣0=𝑥

𝑣2=𝑦

for all 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, and

Δ𝑣PC-SQ-e
𝑗 = 𝜂𝑣 ⎡⎢

⎣
−𝜖𝑗 + ∑

𝑘∈ch(𝑗)
𝜖𝑘𝜃𝑘⎤⎥

⎦𝑣0=𝑥
𝑣2=𝑦

for all 𝑗 ∈ 𝑉hid. The first inference step is then

Δ𝜖PC-SQ-e
1 = 𝜂𝜖 [𝑣1 − 𝜃1𝑣0 − 𝜖1]𝑣0=𝑥

𝑣2=𝑦
= 0.1 ⋅ (0 − 2 − 0) = −0.2

Δ𝜖PC-SQ-e
2 = 𝜂𝜖 [𝑣2 − 𝜃2𝑣1 − 𝜖2]𝑣0=𝑥

𝑣2=𝑦
= 0.1 ⋅ (4 − 0 − 0) = 0.4

Δ𝑣PC-SQ-e
1 = 𝜂𝑣 [−𝜖1 + 𝜖2𝜃2]𝑣0=𝑥

𝑣2=𝑦
= 0.1 ⋅ (−0 + 0 ⋅ 1) = 0,

which results in the following graph at the end of the first inference step:
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𝑣0 = 2 𝑣1 = 0
𝜖1 = −0.2

𝑣2 = 4
𝜖2 = 0.4

𝑓1 = 𝜃1𝑣0 = 2 𝑓2 = 𝜃2𝑣1 = 0

Notice that the node value 𝑣1 has not changed. This is because the errors were all
initialized as 0. We perform another inference step to show a change in node values: the
second inference step is

Δ𝜖PC-SQ-e
1 = 𝜂𝜖 [𝑣1 − 𝜃1𝑣0 − 𝜖1]𝑣0=𝑥

𝑣2=𝑦
= 0.1 ⋅ (0 − 2 + 0.2) = −0.18

Δ𝜖PC-SQ-e
2 = 𝜂𝜖 [𝑣2 − 𝜃2𝑣1 − 𝜖2]𝑣0=𝑥

𝑣2=𝑦
= 0.1 ⋅ (4 − 0 − 0.4) = 0.36

Δ𝑣PC-SQ-e
1 = 𝜂𝑣 [−𝜖1 + 𝜖2𝜃2]𝑣0=𝑥

𝑣2=𝑦
= 0.1 ⋅ (0.2 + 0.4 ⋅ 1) = 0.06.

𝑣0 = 2 𝑣1 = 0.06
𝜖1 = −0.38

𝑣2 = 4
𝜖2 = 0.76

𝑓1 = 𝜃1𝑣0 = 2 𝑓2 = 𝜃2𝑣1 = 0.06

Inference steps are taken until convergence. Since there is only one equilibrium in the
PC-SQ inference phase, by Theorem 1, there is also only one equilibrium in the PC-SQ-e
inference phase, namely 𝑣∗

1 = 3, 𝜖∗
1 = 1, 𝜖∗

2 = 1, which we take as the inference node values:

𝑣∗
0 = 2 𝑣∗

1 = 3
𝜖∗

1 = 1
𝑣∗

2 = 4
𝜖∗

2 = 1
𝑓∗

1 = 𝜃1𝑣∗
0 = 2 𝑓∗

2 = 𝜃2𝑣∗
1 = 3

Learning phase

For the learning phase, by Corollary 1, the parameter update steps of PC-SQ-e are the
same as those of PC-SQ, so we get Δ𝜃PC-SQ-e

1 = 0.2 and Δ𝜃PC-SQ-e
2 = 0.3.

3.3.4 Comparison

To summarize, the parameter update steps of the three algorithms for this example are as
follows:

Algorithm Δ𝜃1 Δ𝜃2

BP-SQ 0.4 0.4
PC-SQ 0.2 0.3

PC-SQ-e 0.2 0.3

First, BP and the predictive coding algorithms do not produce the same parameter update
steps, and the deviation between the update steps is in general different for different
parameters. This also means that after learning on the same dataset, BP and PC in
general produce different parameter values. We also see that with the same parameter
learning rate 𝜂𝜽, the parameter update steps of PC are smaller in absolute value than
those of BP. The reason for this is that the loss in BP is accumulated at the output nodes,
while the loss in PC is spread out throughout the graph, which causes the loss at each
output node to be in general less in PC than in BP (assuming identical output node loss
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functions). For the squared loss function (and many other losses), a smaller loss implies
a smaller (in absolute value) gradient. Since the parameter update steps are obtained by
gradient descent, this explains the smaller (in absolute value) parameter update steps of
PC.

We also note that the inference phase of PC-SQ converges faster than in PC-SQ-e — 𝑣1
is already 0.6 at the end of the first inference step in PC-SQ, while it is only 0.06 at the end
of the second inference step in PC-SQ-e. This is mostly a consequence of the initialization
of the error values 𝜖1, 𝜖2 — they were initialized as 0, which does not accurately reflect
the initial value of the difference 𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗). But even if they are initialized as this
difference, the convergence of PC-SQ-e would still be slower than PC-SQ, as the error
values 𝜖𝑗 lag behind the true difference value. This raises the question: why even consider
PC-SQ-e, when PC-SQ is a more computationally efficient algorithm? The answer is that
PC-SQ-e is, in addition to a learning algorithm for computational graphs, a candidate
model for how the brain learns [20], which we explore in the next section.
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4 Biological plausibility
Neuroscientists search for realistic models of cognition. For a model to be realistic, it is
necessary for the model to reflect our understanding of the brain at all levels, from the
activity potentials of neurons to the connectivity between different regions of the brain
[27, 26]. As the focus of the paper is on learning algorithms for neural networks, we focus
on the level of synaptic plasticity — how the connections between neurons are modified
during learning.

As the development of predictive coding algorithms is motivated by a desire for realistic
algorithms for synaptic plasticity, in this section, we evaluate how realistic the BP and PC
algorithms are. “Realism” for synaptic plasticity is not strictly defined; instead, various
criteria for biological plausibility that the learning process in the brain is believed to satisfy
have been proposed [1, 5]. We list some commonly mentioned biological plausibility criteria
below:

• Local plasticity
Neurons can only be influenced by other neurons that they are connected with.
In particular, changes to a synapse should only be able to be induced by the two
neurons that the synapse joins. This idea is known as local plasticity or locality [4,
38, 34, 5]. However, a precise criterion is still elusive, as our understanding of the
processes that affect a synapse is still incomplete [5]. We refer to [6] for an extended
discussion of these issues and an attempt at mathematically formalizing the idea of
local plasticity.
Nevertheless, we can still attempt to formalize local plasticity within our framework
of computational graphs. Recall from Section 2 that a generalized sum node function
is a node function 𝑓𝑗 that is of the form

𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗) = 𝜓𝑗⎛⎜
⎝

∑
𝑖∈pa(𝑗)

𝜙𝑗(𝑎𝑖; 𝜽𝑗,𝑖); 𝜽𝑗,𝑗⎞⎟
⎠

. (30)

This class of node functions models neuronal activity: the terms 𝜙𝑗(𝑎𝑖; 𝜽𝑗,𝑖) model
the activities of the parent nodes, and the parameters 𝜽𝑗,𝑖 model the correspond-
ing synaptic weights. If a node 𝑗 has a generalized sum node function, it may be
considered to satisfy local plasticity if the updates of each of its parameters 𝜽𝑗,𝑖 for
𝑖 ∈ pa(𝑗) only depend on the current parameter 𝜽𝑗,𝑖 and the node values 𝑎𝑗 and 𝑎𝑖:

Δ𝜽𝑗,𝑖 ↤ 𝜽𝑗,𝑖, 𝑎𝑗, 𝑎𝑖. (31)

• Hebbian plasticity rules
Hebbian plasticity is a general rule for synaptic learning proposed by Hebb in his
book The Organization of Behavior, published in 1949, which states

When an axon of cell A is near enough to excite cell B and repeatedly
or persistently takes part in firing it, some growth process or metabolic
change takes place in one or both cells such that A’s efficiency, as one of
the cells firing B, is increased. [15]

In other words, if (neuronal) cell A is a parent of (neuronal) cell B, and cell A
firing causes cell B to fire, then the synaptic connection between cell A and B is
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strengthened. This idea of plasticity is generally regarded as being important for
biological realism [27].
Hebbian plasticity has been quantified as the change in the weight of a synapse being
proportional to the product of the neuron activities of its two adjacent neurons [39].
However, it has also been quantified as the change in synaptic weight being dependent
on the product [4], or that the product is of monotonic increasing functions of the
two neuron activities [38]. Note that in all of these formulations, Hebbian plasticity
implies local plasticity.
Translated into our framework of computational graphs, if the function at node 𝑗
is a generalized sum node function, then the node has Hebbian plasticity if the
parameter step Δ𝜽𝑗,𝑖 for all 𝑖 ∈ pa(𝑗) is proportional to (or dependent on) the
product of (monotonic increasing functions of) the node values 𝑎𝑖 and 𝑎𝑗:

Δ𝜽𝑗,𝑖 ∝ 𝑎𝑗𝑎𝑖 or Δ𝜽𝑗,𝑖 = 𝑔1(𝑎𝑗)𝑔2(𝑎𝑖), (32)

where 𝑔1 and 𝑔2 are monotone increasing functions.

• Uncoupled forward and backward weights
Synapses are unidirectional: synapses are used to send signals from the parent neuron
to the child neuron, and the child neuron cannot use the same synapse to send
signals to the parent. To send feedback to the parent, the child neuron must create
a separate connection to the parent with a separate synapse. Since the synapses
of the two connections are different, their synaptic weights should be independent
and uncoupled [39, 5]. This criterion is unfortunately not met by many learning
algorithms — this is known as the weight transport problem [23, 18].
Within our framework of computational graphs, if the node function of 𝑗 is a gener-
alized sum node function, then this means that the parameters 𝜽𝑗,𝑖, which are used
to adjust the value 𝑎𝑗 of the child node 𝑗, should not be used to adjust the value 𝑎𝑖
of the parent node 𝑖.

It is generally accepted that BP does not satisfy local plasticity, and this is its main
criticism [5, 34]. Even though the equations used in BP only refer to adjacent nodes,
the parameter steps calculated in the backwards pass are propagated from the end of the
computational graph throughout the graph to each node, and depend on the values and
parameters of all the nodes downstream. Because BP does not have local plasticity, it also
does not have Hebbian plasticity. Additionally, BP does not have uncoupled forward and
backward weights. There have been attempts to resolve this problem. It has been shown
that BP with random synaptic weights in the backwards direction is able to learn from
data, though not as well as unmodified BP [17]. This idea has since been improved upon
to reach a level of performance comparable to BP [32].

PC-SQ-e, on the other hand, was motivated primarily as a model for synaptic learning
and perception, extending from the predictive coding theory of the brain, and so is made
with the goal of being biologically plausible. Unlike PC and PC-SQ, PC-SQ-e contains
error values, which can be interpreted as the activity of “error neurons” in the brain as a
possible neural interpretation [20, 4]. PC-SQ-e satisfies local plasticity [5] and has Hebbian
plasticity rules [4, 39]. However, like BP, it does not have uncoupled forward and backward
weights [5]. Results have been published to address this; for example, a modified version
of PC-SQ-e, named BioCCPC, has been shown to resolve the weight transport problem for
some node functions [14]. There have, however, been other biological plausibility concerns
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for PC-SQ-e, such as the unrealistically large number of error neurons needed in the brain
— one error neuron per node — in some neural interpretations of the algorithm [20].

We conclude that while neither algorithm is fully realistic as a model for synaptic
plasticity in the brain, PC-SQ-e is indeed more biologically plausible than BP, and mod-
ifications to both have been proposed that improve their realism. We refer the reader to
[5] for a further discussion on biological plausible criteria and a comparison of biological
plausibility between several learning algorithms.
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5 Results
Over the past few years, it has been proven that various predictive coding algorithms and
backprop produce approximately or exactly equal parameter update steps. [38] showed
that PC-SQ-e approximates BP-SQ for multilayer perceptrons, and later [34] showed that
Z-IL, a modified algorithm based on PC-SQ-e, produces exactly the same parameter up-
dates as BP-SQ. This latter result was generalized to arbitrary computational graphs in
[30].

Our contribution in this paper is in showing that predictive coding for general node
losses/distributions has approximately the same parameter updates as BP with the corre-
sponding loss function on arbitrary computational graphs. In Subsection 5.1 we first show
that the datapoint loss function always has a minimum in the inference phase of PC. Then
in Subsection 5.2 we show that the parameters that minimize BP and PC are the same
under some conditions. Finally, in Subsection 5.3, we show that the parameter update
steps of BP and PC are approximately equal, and this culminates in a theorem stating
that they are equal in a certain limit.

5.1 Minimization of the inference phase of PC
Many results regarding PC require that the datapoint loss function has a minimum in
the inference phase, and/or assume that a minimum is attained. Furthermore, we would
like to have guarantees about convergence in the inference phase. In this subsection, we
prove that such a minimum is guaranteed to exist, as long as the node loss functions
satisfy certain conditions. Since the proof for PC (for general node loss functions) is quite
technical, we first start with proving the special case of the theorem for squared node loss
— i.e. for PC-SQ-e — which uses the same overall proof idea but is more transparent.

Theorem 2 (PC-SQ-e inference phase minimum existence theorem). Given any computa-
tional graph 𝐺 with parameters 𝜽𝐺 and learning from any datapoint (𝒙, 𝒚) using PC-SQ-e,
the minimization problem of the datapoint loss function ℒPC-SQ

𝐺 w.r.t. the hidden node
values 𝒗hid (corresponding to the inference phase),

inf
𝒗hid∈ℝ∣𝑉hid ∣

ℒPC-SQ
𝐺 (𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) = inf

𝒗hid∈ℝ∣𝑉hid ∣
⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

1
2(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))2⎤⎥

⎦𝒗𝒙=𝒙
𝒗𝒚=𝒚

,

is guaranteed to have a global minimum.

Proof. We prove this as follows. First, to simplify the problem, we remove the 1
2 in the

datapoint loss function and denote the resulting equivalent function to be minimized by
ℎ:

ℎ(𝒗hid) ∶= 2ℒPC-SQ
𝐺 (𝒗hid, 𝜽𝐺; (𝒙, 𝒚)) = ⎡⎢

⎣
∑

𝑗∈𝑉hid∪𝑉𝒚

(𝑣𝑗 − 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))2⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

.

Since each 𝑓𝑗 is continuous, the function ℎ is also continuous. The minimization is thus
on the value of the hidden nodes 𝒗hid over the domain 𝒗hid ∈ ℝ|𝑉hid|. We show that there
is a compact subset 𝑈 ⊂ ℝ|𝑉hid| such that if a minimum exists, it must be in 𝑈 . Then
since 𝑈 is compact and ℎ is continuous, a minimum exists in 𝑈 , and thus also in ℝ|𝑉hid|.

Now the proof. First, let us denote a function value attainable by the function ℎ by
ℎ0. Since ℎ is a sum of squares and so is non-negative, we have that ℎ0 ≥ 0. We now
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construct the 𝑈 such that the function ℎ has a value greater than ℎ0 for all points outside
of 𝑈 . Then according to a topological ordering of the computational graph, we visit each
non-output node 𝑗 ∈ 𝑉𝒙 ∪ 𝑉hid in order and associate with node 𝑗 a closed interval 𝐼𝑗,
whose interpretation is that of a bound for the optimal value of 𝑣𝑗, and is defined as

𝐼𝑗 ∶=
⎧{
⎨{⎩

[(𝒙)𝑗, (𝒙)𝑗] 𝑗 ∈ 𝑉𝒙

[ min
∀𝑖∈pa(𝑗)∶𝑎𝑖∈𝐼𝑖

𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) − √ℎ0, max
∀𝑖∈pa(𝑗)∶𝑎𝑖∈𝐼𝑖

𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) + √ℎ0] 𝑗 ∈ 𝑉hid
.

Since we defined the 𝐼𝑗 following a topological ordering of the computational graph, the
right hand side, which only references the parent nodes of 𝑗, is always defined when defining
𝐼𝑗. Also, the min and max exist because they are extrema of continuous functions on a
compact domains. Hence the 𝐼𝑗 are well-defined. We claim that for all 𝒗hid ∈ ℝ|𝑉hid|, if
the node value of some node is not in its corresponding interval, then ℎ(𝒗hid) > ℎ0. Let
𝑗′ denote the earliest node along the topological ordering such that 𝑣𝑗′ ∉ 𝐼𝑗′ . This implies
that all of its parent nodes 𝑖 ∈ pa(𝑗′) satisfy 𝑣𝑖 ∈ 𝐼𝑖. To not be in the interval, the node
value 𝑣𝑗′ must be less than the lower endpoint or greater than the upper endpoint of 𝐼𝑗′ .
In the case that it is less than the lower endpoint, we get a lower bound for the term in ℎ
corresponding to node 𝑗′:

𝑣𝑗′ < min
∀𝑖∈pa(𝑗′)∶𝑣𝑖∈𝐼𝑖

𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′) − √ℎ0

0 ≤ √ℎ0 < min
∀𝑖∈pa(𝑗′)∶𝑣𝑖∈𝐼𝑖

𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′) − 𝑣𝑗′

ℎ0 < ( min
∀𝑖∈pa(𝑗′)∶𝑣𝑖∈𝐼𝑖

𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′) − 𝑣𝑗′)
2

.

Since all parent nodes 𝑖 ∈ pa(𝑗′) of 𝑗′ satisfy 𝑣𝑖 ∈ 𝐼𝑖, we get that 𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′) ≥
min∀𝑖∈pa(𝑗′)∶𝑣𝑖∈𝐼𝑖

𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′), and as the latter minus 𝑣𝑗′ is non-negative, we get

≤ (𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′) − 𝑣𝑗′)2

= (𝑣𝑗′ − 𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′))2.

Similarly, if 𝑣𝑗′ is greater than the upper endpoint, then we get

𝑣𝑗′ > max
∀𝑖∈pa(𝑗)∶𝑣𝑖∈𝐼𝑖

𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) + √ℎ0

0 ≤ √ℎ0 < 𝑣𝑗′ − max
∀𝑖∈pa(𝑗)∶𝑣𝑖∈𝐼𝑖

𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗)

ℎ0 < (𝑣𝑗′ − max
∀𝑖∈pa(𝑗)∶𝑣𝑖∈𝐼𝑖

𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))
2

≤ (𝑣𝑗′ − 𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′))2.

In either case, we get that ℎ0 < (𝑣𝑗′ − 𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′))2. Since ℎ is a sum of squares, one of
them being (𝑣𝑗′ − 𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′))2, this implies that ℎ0 < ℎ(𝒗hid) if there is a node 𝑗′ such
that 𝒗𝑗′ ∉ 𝐼𝑗′ . Hence if we let 𝑈 = ⨉𝑗∈𝑉hid

𝐼𝑗, then we get 𝒗hid ∉ 𝑈 ⟹ ℎ(𝒗hid) > ℎ0, as
desired.

Since all the intervals 𝐼𝑗 are closed and finite, 𝑈 is a compact subset of ℝ|𝑉hid|. Thus
ℎ attains a minimum value on the domain 𝑈 . And since ℎ0 < ℎ(𝒗hid) for all 𝒗hid ∉ 𝑈 , the
attained minimum on 𝑈 is the minimum of ℎ on all of ℝ|𝑉hid|.
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For the corresponding theorem for general loss functions in PC, we will need the
following definition:

Definition 1 (Proper node loss function). A function ℓ ∶ ℝ × ℝ → ℝ is a proper node
loss function if it satisfies the following properties:

(i) ℓ(𝑎, 𝑏) is differentiable everywhere

(ii) ℓ has a global lower bound

(iii) If 𝑎′ ≤ 𝑎 ≤ 𝑏 ≤ 𝑏′ or 𝑎′ ≥ 𝑎 ≥ 𝑏 ≥ 𝑏′, then ℓ(𝑎, 𝑏) ≤ ℓ(𝑎′, 𝑏′)

(iv) lim𝑏→−∞ ℓ(𝑎, 𝑏) = lim𝑏→∞ ℓ(𝑎, 𝑏) = ∞ for all real numbers 𝑎

(v) lim𝑎→−∞ ℓ(𝑎, 𝑏) = lim𝑎→∞ ℓ(𝑎, 𝑏) = ∞ for all real numbers 𝑏

These properties imply an additional property:

Lemma 1. Let ℓ be a proper node loss function. Then ℓ(𝑎, 𝑎) has the same function value
for all 𝑎 ∈ ℝ.

Proof. We claim that each (𝑎, 𝑎), where 𝑎 ∈ ℝ, must be a critical point of the function ℓ,
i.e. its gradient must be 𝟎. Assume, to be contradicted, that the gradient 𝜕ℓ

𝜕(𝑎,𝑏) is not 𝟎 at
some 𝒂′ = (𝑎′, 𝑎′) where 𝑎′ ∈ ℝ. We then consider the directional derivatives at 𝒂′ in the
directions 𝐻 = {(1, 0), (−1, 0), (0, 1), (0, −1)}. At least one of the directional derivatives
must be strictly negative — we denote this direction by 𝒉 ∈ 𝐻. Then there must exist an
𝛼 > 0 such that ℓ(𝒂′) > ℓ(𝒂′ + 𝛼𝒉). We also note that either

𝑎′ + 𝛼𝒉1 ≤ 𝑎′ ≤ 𝑎′ + 𝛼𝒉2 or 𝑎′ + 𝛼𝒉1 ≥ 𝑎′ ≥ 𝑎′ + 𝛼𝒉2

must hold. Thus by property (iii) of the definition of a proper node loss function, the
inequality ℓ(𝒂′) ≤ ℓ(𝒂′ + 𝛼𝒉). That is a contradition, so the gradient 𝜕ℓ

𝜕(𝑎,𝑏)(𝑎′, 𝑎′) must
be 𝟎 for all 𝑎′ ∈ ℝ.

We now assume, again to be contradicted, that there exist two points (𝑎′, 𝑎′) and
(𝑎″, 𝑎″), with 𝑎′ < 𝑎″, with different values of ℓ. Then by the mean value theorem, there
must exist some ̃𝑎 ∈ (𝑎′, 𝑎″) such that the directional derivative of ℓ at ( ̃𝑎, ̃𝑎) in the
direction (1, 1) is equal to ℓ(𝑎″,𝑎″)−ℓ(𝑎′,𝑎′)

𝑎″−𝑎′ ≠ 0. However, the gradient must be 𝟎 for all
̃𝑎 ∈ ℝ, which is a contradiction. Hence we conclude that ℓ(𝑎, 𝑎) has the same value for all

𝑎 ∈ ℝ.

The squared node loss function ℓSQ(𝑎, 𝑏) = 1
2(𝑎− 𝑏)2 satisfies the definition of a proper

node loss function: It is differentiable everywhere and has the lower bound of 0. If 𝑎′ ≤
𝑎 ≤ 𝑏 ≤ 𝑏′ or 𝑎′ ≥ 𝑎 ≥ 𝑏 ≥ 𝑏′, then |𝑎 − 𝑏| ≤ |𝑎′ − 𝑏′|, and so ℓSQ(𝑎, 𝑏) ≤ ℓSQ(𝑎′, 𝑏′).
Finally, it is easy to see that taking the limit of either argument to ±∞ of ℓSQ gives ∞.
One can show that (𝑎 − 𝑏)2(𝑎2 + 𝑏2) and (𝑎 − 𝑏)4 are also examples of proper node loss
functions

On the other hand, neither the cross entropy node loss ℓCE(𝑎, 𝑏) = −𝑎 log 𝑏 nor the
likelihood node loss ℓLH(𝑎, 𝑏) = − log 𝑏 is a proper node loss function. For both functions,
taking the limit as 𝑎 → ±∞ does not both give ∞. A more fundamental problem, however,
is that neither function is defined for all 𝑏 ∈ ℝ — they are only defined for positive 𝑏.

We now state and prove the generalized theorem.
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Theorem 3 (PC inference phase minimum existence theorem). Given any computational
graph 𝐺 with parameters 𝜽𝐺 and learning from any datapoint (𝒙, 𝒚) using PC, the min-
imization problem of the datapoint loss function ℒPC

𝐺 w.r.t. the hidden node values 𝒗hid
(corresponding to the inference phase) is guaranteed to have a minimum if its node loss
functions satisfy the following properties:

(i) ℓ𝑗 is continuous and has a global lower bound for all output nodes 𝑗 ∈ 𝑉𝒚

(ii) ℓ𝑗 is a proper node loss function for all hidden nodes 𝑗 ∈ 𝑉hid.

The proof follows the same strategy as for the squared node loss case: to show that
a minimum of the function exists, we construct a compact set 𝑈 such that input values
outside the set cannot minimize the function, and then since 𝑈 is compact and the function
is continuous, the function must have a minimum on 𝑈 , which must also be a minimum
on the whole input space.

Proof. We denote the datapoint loss function of PC at the given datapoint (𝒙, 𝒚) and
graph parameters 𝜽𝐺 by ℎ:

ℎ(𝒗hid) ∶= ℒPC
𝐺 (𝒗hid, 𝜽𝐺; 𝐷𝑖) = ⎡⎢

⎣
∑

𝑗∈𝑉hid∪𝑉𝒚

ℓ𝑗(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

.

We assume that all loss functions ℓ𝑗 for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 are lower-bounded by 0. We can
assume this, as one can consider instead new loss functions

̂ℓ𝑗(𝑎, 𝑏) ∶= ℓ𝑗(𝑎, 𝑏) − 𝑐𝑗,

where 𝑐𝑗 ∈ ℝ is a lower bound for ℓ𝑗, and the new function to be minimized,

ℎ̂(𝒗hid) ∶= ⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

̂ℓ𝑗(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

= ℎ(𝒗hid) − ∑
𝑗∈𝑉hid∪𝑉𝒚

𝑐𝑗.

These new node loss functions are then lower-bounded by 0. If the new function ℎ̂ has
a minimum, then so does the original function ℎ, as the two functions only differ by a
constant.

With this assumption, let ℎ0 ∈ ℝ be a function value attainable by ℎ. We then
construct a compact interval 𝐼𝑗 ⊂ ℝ for each non-output node 𝑗 ∈ 𝑉𝒙 ∪ 𝑉hid. We would
like these intervals to have the property that for all 𝑗 ∈ 𝑉hid, if 𝑣𝑗 ∉ 𝐼𝑗 and 𝑣𝑖 ∈ 𝐼𝑖 for all
parent nodes 𝑖 ∈ pa(𝑗), then the function value ℎ(𝒗hid) would exceed ℎ0.

We construct the intervals sequentially in a topological order of the computational
graph. If 𝑗 ∈ 𝑉𝒙, we define 𝐼𝑗 = {(𝒙𝑖)𝑗}, the component of the input datapoint 𝒙𝑖
corresponding to input node 𝑗. The case 𝑗 ∈ 𝑉hid is more involved. Assume that all parent
node values 𝑣𝑖 of node 𝑗 are in their respective compact intervals 𝐼𝑖 (which have already
been defined since they are defined in a topological order). Equivalently, 𝒗pa(𝑗) lies in
a connected and compact set 𝐼pa(𝑗) ∶= ⨉𝑖∈pa(𝑗) 𝐼𝑖. Since 𝐼pa(𝑗) is compact, the function
𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) attains a minimum and a maximum on 𝐼pa(𝑗), and we denote values that
attain them by 𝒗min

pa(𝑗) and 𝒗max
pa(𝑗) respectively. Since 𝐼pa(𝑗) is connected, we can move along

a continuous path in the set from 𝒗min
pa(𝑗) to 𝒗max

pa(𝑗), and since 𝑓𝑗 is continuous, the function
value along this path attains all values between its minimum and maximum on 𝐼pa(𝑗). This
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𝑣

𝑓
ℓ(𝑣, 𝑓) ≤ ℎ0

𝑓 ∈ 𝐹 𝐹

𝑊

𝑊 max

𝑊 min

𝑣min 𝑣max

Figure 1: Illustration of 𝐹 , 𝑊 , 𝑊 min, 𝑊 max, 𝑣min, and 𝑣max used in this proof.

implies that the set of all values of 𝑓𝑗 on 𝐼pa(𝑗) is a compact interval on ℝ — we denote
this set by

𝐹𝑗 ∶= {𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) ∣ 𝒗pa(𝑗) ∈ 𝐼pa(𝑗)} .
We claim that if we define the set

𝑊𝑗 ∶= {𝑣𝑗 ∈ ℝ ∣ ∃𝑓𝑗 ∈ 𝐹𝑗 ∶ ℓ𝑗(𝑣𝑗, 𝑓𝑗) ≤ ℎ0}
and construct 𝐼𝑗 to be a compact interval that is a superset of 𝑊𝑗, then it would have our
desired property. We show this now. Any 𝒗hid with 𝑣𝑗 ∉ 𝐼𝑗 and 𝑣𝑖 ∈ 𝐼𝑖, ∀𝑖 ∈ pa(𝑗) for
some 𝑗 ∈ 𝑉hid would imply 𝑣𝑗 ∉ 𝑊𝑗, meaning that ∀𝑓𝑗 ∈ 𝐹𝑗 ∶ ℓ𝑗(𝑣𝑗, 𝑓𝑗) > ℎ0. Thus we get
that

ℎ(𝒗hid) = ⎡⎢
⎣

∑
𝑗′∈𝑉hid∪𝑉𝒚

ℓ𝑗′(𝑣𝑗′ , 𝑓𝑗′(𝒗pa(𝑗′); 𝜽𝑗′))⎤⎥
⎦𝒗𝒙=𝒙

𝒗𝒚=𝒚

≥ [ℓ𝑗(𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))]𝒗𝒙=𝒙
𝒗𝒚=𝒚

(since all ℓ𝑗′ ≥ 0)

> ℎ0, (since 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) ∈ 𝐹𝑗)

which is our desired property of 𝐼𝑗. Hence it remains to show that the sets 𝑊𝑗 are always
bounded.

We proceed by showing that any set 𝑊 satisfying

𝑊 = {𝑣 ∈ ℝ | ∃𝑓 ∈ 𝐹 ∶ ℓ(𝑣, 𝑓) ≤ ℎ0}
where 𝐹 ⊂ ℝ is a compact set and ℓ is a proper node loss function is bounded from below.
This is illustrated in Fig. 1. We consider the sets

𝑊 min ∶= {𝑣 ∈ ℝ | ℓ(𝑣, min 𝐹) ≤ ℎ0} ,
𝑊 max ∶= {𝑣 ∈ ℝ | ℓ(𝑣, max 𝐹) ≤ ℎ0} .

Since ℓ is a proper loss function, the limits of ℓ(𝑣, 𝑓) as 𝑣 → ±∞ are both ∞ for each fixed
value of 𝑓 . This implies that 𝑊 min and 𝑊 max are bounded. We can then define

𝑣min ∶= {inf 𝑊 min if 𝑊 min is non-empty
min 𝐹 if 𝑊 min is empty

,

𝑣max ∶= {sup 𝑊 max if 𝑊 max is non-empty
max 𝐹 if 𝑊 max is empty

,
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which (as the notation suggests) we claim to be a lower bound and upper bound of 𝑊
respectively.

If 𝑊 min is non-empty, i.e. ∃𝑤 ∈ 𝑊 min, then since 𝑤 ≤ min 𝐹 or 𝑤 ≥ min 𝐹 , we
have that (since ℓ is a proper node loss function) ℓ(min 𝐹, min 𝐹) ≤ ℓ(𝑤, min 𝐹) ≤ ℎ0,
and so min 𝐹 ∈ 𝑊 min, and therefore inf 𝑊 min ≤ min 𝐹 , must hold. This implies that
𝑣min ≤ min 𝐹 .

Similarly, since 𝑣 = max 𝐹 minimizes the function 𝑣 ↦ ℓ(𝑣, max 𝐹), if 𝑊 max is non-
empty, then max 𝐹 ∈ 𝑊 max, and this implies that 𝑣max ≥ max 𝐹 .

Additionally, we claim that 𝑣 < 𝑣min implies ℓ(𝑣, min 𝐹) > ℎ0. If 𝑊 min is empty, then
ℓ(𝑣, min 𝐹) > ℎ0 for all 𝑣 ∈ ℝ. Otherwise, if 𝑊 min is non-empty, then 𝑣min = inf 𝑊 min,
so 𝑣 < 𝑣min would imply that 𝑣 ∉ 𝑊 min, i.e. 𝑣 ∉ {𝑣 ∈ ℝ | ℓ(𝑣, min 𝐹) ≤ ℎ0}. Hence we
conclude that ℓ(𝑣, min 𝐹) > ℎ0 if 𝑣 < 𝑣min.

Similarly, we show that if 𝑣 > 𝑣max, then ℓ(𝑣, max 𝐹) > ℎ0. If 𝑊 max is empty, then
ℓ(𝑣, max 𝐹) > ℎ0 for all 𝑣 ∈ ℝ. Otherwise, if 𝑊 max is non-empty, then 𝑣max = sup 𝑊 max,
so 𝑣 > 𝑣max would imply that 𝑣 ∉ 𝑊 max, i.e. 𝑣 ∉ {𝑣 ∈ ℝ | ℓ(𝑣, max 𝐹) ≤ ℎ0}, and so we
get that ℓ(𝑣, max 𝐹) > ℎ0.

We prove that the set 𝑊 = {𝑣 ∈ ℝ | ∃𝑓 ∈ 𝐹 ∶ ℓ(𝑣, 𝑓) ≤ ℎ0} is lower-bounded by 𝑣min

and upper-bounded by 𝑣max. For the lower bound, we consider the value of ℓ(𝑣, 𝑓) for
𝑣 < 𝑣min and 𝑓 ∈ 𝐹 . Since ℓ is a proper loss function and 𝑣 < 𝑣min ≤ min 𝐹 ≤ 𝑓 , we have
that

ℓ(𝑣, min 𝐹) ≤ ℓ(𝑣, 𝑓).

Since 𝑣 < 𝑣min, we know from two paragraphs earlier that ℓ(𝑣, min 𝐹) > ℎ0, so we further-
more have

ℓ(𝑣, min 𝐹) > ℎ0.

We thus conclude that ℓ(𝑣, 𝑓) > ℎ0, if 𝑣 < 𝑣min.
Similarly, for 𝑣 > 𝑣max, since it holds that 𝑣 > 𝑣max ≥ max 𝐹 ≥ 𝑓 , we have that

ℓ(𝑣, max 𝐹) ≤ ℓ(𝑣, 𝑓).

Since 𝑣 > 𝑣max, we know from two paragraphs earlier that ℓ(𝑣, max 𝐹) > ℎ0, so we
furthermore have

ℓ(𝑣, max 𝐹) > ℎ0.

Hence in this case we also get that ℓ(𝑣, 𝑓) > ℎ0, if 𝑣 > 𝑣max.
Putting the two cases together, this means that 𝑣 < 𝑣min or 𝑣 > 𝑣max implies 𝑣 ∉ 𝑊 ,

thus proving that 𝑣min is a lower bound and 𝑣max is an upper bound of 𝑊 . Thus 𝑊 is a
bounded set, and 𝐼 ∶= [𝑣min, 𝑣max] is a compact superset of 𝑊 .

For this result, we have only assumed that 𝐹 is a compact set and ℓ is a proper loss
function. In particular, since 𝐹𝑗 is compact and ℓ𝑗 is a proper node loss function, we get
that 𝑊𝑗 is bounded, and we can construct a compact interval 𝐼𝑗 that is a superset of 𝑊𝑗,
and as we have shown, all the 𝐼𝑗 then have the desired properties.

To summarize, we have been able to construct, for each non-output node 𝑗 ∈ 𝑉𝒙 ∪𝑉hid,
a compact interval 𝐼𝑗 with the property that if 𝑣𝑖 ∈ 𝐼𝑖 for all parent nodes 𝑖 ∈ pa(𝑗) and
𝑣𝑗 ∉ 𝐼𝑗, then ℎ(𝒗hid) > ℎ0. We now claim that

𝑈 ∶= ⨉
𝑗∈𝑉hid

𝐼𝑗
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has the property that 𝒗hid ∉ 𝑈 implies ℎ(𝒗hid) > ℎ0. Let 𝒗hid ∉ 𝑈 . Note that 𝑣𝑗 = (𝒙)𝑗 ∈ 𝐼𝑗
for all input nodes 𝑗 ∈ 𝑉𝒙, since in predictive coding with general loss, the input node
values are always set to the input datapoint values. Then some hidden node value is not
in its corresponding interval; let node 𝑗′ ∈ 𝑉hid denote the first node in the topological
ordering such that 𝑣𝑗′ ∉ 𝐼𝑗′ . Then 𝑣𝑖 ∈ 𝐼𝑖 for all of its parent nodes 𝑖 ∈ pa(𝑗′). Since all
intervals 𝐼𝑗 have the above property, we can conclude that ℎ(𝒗hid) > ℎ0, as required.

Finally, 𝑈 is compact, and so the function ℎ has a minimum value on 𝑈 . And since
ℎ0 < ℎ(𝒗hid) for all 𝒗hid ∉ 𝑈 , this minimum on 𝑈 is the minimum of ℎ on all of ℝ|𝑉hid|.
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5.2 Approximate dataset loss functions
We investigate the similarity of PC and BP by comparing the topology of their losses on
the entire dataset.

While learning from a dataset with stochastic gradient descent, every datapoint is
iterated through an equal number of times, so effectively, BP searches for graph parameters
𝜽𝐺 ∈ Θ𝐺 that approximately minimize the average of its datapoint loss functions,

ℱBP
𝐺 (𝜽𝐺; 𝐷) ∶= 1

𝑛 ∑
𝑖∈[𝑛]

ℒBP
𝐺 (𝜽𝐺; (𝒙𝑖, 𝒚𝑖)) (33)

= 1
𝑛 ∑

𝑖∈[𝑛]
∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽𝐺)). (34)

This is also the loss function of the corresponding batch gradient descent algorithm. We
call this the dataset loss function of BP. Similarly, we can define a similar function
for PC. Recall that for each datapoint, we find the values 𝑣𝑗 for 𝑗 ∈ 𝑉hid that minimize
the datapoint loss function (the inference phase), then we adjust the parameters 𝜽𝐺 via a
gradient descent step towards minimizing the same datapoint loss function (the learning
phase). Notice that we are only learning after the the inference phase is done — the
datapoint loss function ℒPC

𝐺 has been minimized w.r.t. the hidden values 𝒗hid. We thus
define the dataset loss function as the average of the datapoint loss functions at this
minimum:

ℱPC
𝐺 (𝜽𝐺; 𝐷) ∶= 1

𝑛 ∑
𝑖∈[𝑛]

min
𝒗hid∈ℝ∣𝑉hid ∣

ℒPC
𝐺 (𝒗hid, 𝜽𝐺; (𝒙𝑖, 𝒚𝑖)) (35)

= 1
𝑛 ∑

𝑖∈[𝑛]
min

𝒗hid∈ℝ∣𝑉hid ∣
⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥

⎦𝒗𝒙=𝒙𝑖𝒗𝒚=𝒚𝑖

. (36)

We write “min” instead of “inf” because we know that a minimum exists by Theorem 3
as long as the node loss functions satisfy the conditions in the theorem (and Theorem 2
for the special case of PC-SQ-e).

Comparing the dataset loss functions of BP and PC, we can see that they are not
identical. However, they are approximately equal; we claim that they have the same set
of minimizers if there exist parameters such that the computational graph fits the data
perfectly. Such parameters are called interpolating:

Definition 2 (Interpolating parameters). Parameters 𝜽∗
𝐺 interpolate a computational

graph 𝐺 and a paired dataset 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛] if the predicted and expected outputs are
equal for each datapoint in the dataset, i.e. 𝒚𝑖 = 𝒇𝐺(𝒙𝑖; 𝜽∗

𝐺) for all 𝑖 = 1, … , 𝑛.

Now the theorem and proof.

Theorem 4 (General interpolating minimizer theorem). Let 𝐺 be a computational graph
and 𝐷 = {(𝒙𝑖, 𝒚𝑖)}𝑖∈[𝑛] a paired dataset. Consider BP for training on 𝐺 and 𝐷 with node
loss functions ℓBP

𝑗 for 𝑗 ∈ 𝑉𝒚, and PC with node loss functions

ℓPC
𝑗 (𝑎, 𝑏) = {ℓBP

𝑗 (𝑎, 𝑏) 𝑗 ∈ 𝑉𝒚
ℓ𝑗(𝑎, 𝑏) 𝑗 ∈ 𝑉hid

,

where
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(i) for all output nodes 𝑗 ∈ 𝑉𝒚: ℓBP
𝑗 is continuous and ℓBP

𝑗 (𝑎, 𝑎) for all 𝑎 ∈ ℝ are its
only global minima, and

(ii) for all hidden nodes 𝑗 ∈ 𝑉hid: ℓ𝑗 is a proper node loss function and ℓ𝑗(𝑎, 𝑎) for all
𝑎 ∈ ℝ are its only global minima.

If interpolating parameters exist, then

{𝜽∗
𝐺 ∈ Θ𝐺 | 𝜽∗

𝐺 interpolates 𝐺 and 𝐷} = argmin
𝜽𝐺∈Θ𝐺

ℱBP
𝐺 (𝜽𝐺; 𝐷)

= argmin
𝜽𝐺∈Θ𝐺

ℱPC
𝐺 (𝜽𝐺; 𝐷),

where ℱBP
𝐺 and ℱPC

𝐺 are the dataset loss functions of BP and PC respectively for the
computational graph 𝐺.
Proof. We prove this separately for BP and for PC. Note that the conditions for the node
loss functions imply those in Theorem 3, so a minimum exists for the minimization found
in the PC dataset loss function ℱPC

𝐺 .
BP: The dataset loss function to minimize for BP is

ℱBP
𝐺 (𝜽𝐺; 𝐷) = 1

𝑛 ∑
𝑖∈[𝑛]

∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽𝐺)).

If interpolating parameters exist, then at any interpolating parameters 𝜽∗
𝐺, the function

evaluates to

ℱBP
𝐺 (𝜽∗

𝐺; 𝐷) = 1
𝑛 ∑

𝑖∈[𝑛]
∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽∗

𝐺))

= 1
𝑛 ∑

𝑖∈[𝑛]
∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚𝑖)𝑗, (𝒚𝑖)𝑗).

Since we require that ℓBP
𝑗 (𝑎, 𝑎) be a global minimum for all 𝑎 ∈ ℝ, we get

≤ 1
𝑛 ∑

𝑖∈[𝑛]
∑
𝑗∈𝑉𝒚

min
𝜽𝐺∈Θ𝐺

ℓBP
𝑗 ((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽𝐺))

≤ min
𝜽𝐺∈Θ𝐺

1
𝑛 ∑

𝑖∈[𝑛]
∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽𝐺))

= min
𝜽𝐺∈Θ𝐺

ℱBP
𝐺 (𝜽𝐺; 𝐷).

At the same time, it must also be true that ℱBP
𝐺 (𝜽∗

𝐺; 𝐷) ≥ min𝜽𝐺∈Θ𝐺
ℱBP

𝐺 (𝜽𝐺; 𝐷), so we
conclude that equality is attained for all the above steps, and hence

𝜽∗
𝐺 ∈ argmin

𝜽𝐺∈Θ𝐺

ℱBP
𝐺 (𝜽𝐺; 𝐷).

Now the converse. Assuming that interpolating parameters exist, and some 𝜽′
𝐺 mini-

mizes the dataset loss function, then
1
𝑛 ∑

𝑖∈[𝑛]
∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽′

𝐺)) =∶ ℱBP
𝐺 (𝜽′

𝐺; 𝐷)

= min
𝜽𝐺∈Θ𝐺

ℱBP
𝐺 (𝜽𝐺; 𝐷)

= 1
𝑛 ∑

𝑖∈[𝑛]
∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚𝑖)𝑗, (𝒚𝑖)𝑗),
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from the equality shown above. Since each ℓBP
𝑗 (𝑎, 𝑏) has for all 𝑎 the unique minimizer

w.r.t. 𝑏 that is 𝑏 = 𝑎, we conclude that for all datapoints 𝑖 ∈ [𝑛] and 𝑗 ∈ 𝑉𝒚,

(𝒚𝑖)𝑗 = 𝑧𝑗(𝒙𝑖; 𝜽′
𝐺),

i.e. 𝜽′
𝐺 interpolate 𝐺 and 𝐷. Combining the results, we get that if interpolating parameters

exist for 𝐺 and 𝐷, then

{𝜽∗
𝐺 ∈ Θ𝐺 | 𝜽∗

𝐺 interpolates 𝐺 and 𝐷} = argmin
𝜽𝐺∈Θ𝐺

ℱBP
𝐺 (𝜽𝐺; 𝐷).

PC: The dataset loss function to minimize for PC is

ℱPC
𝐺 (𝜽𝐺; 𝐷) = 1

𝑛 ∑
𝑖∈[𝑛]

min
𝒗hid∈ℝ∣𝑉hid ∣

⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥

⎦𝒗𝒙=𝒙𝑖𝒗𝒚=𝒚𝑖

.

If interpolating parameters 𝜽∗
𝐺 exist, then at the interpolating parameters 𝜽∗

𝐺,

ℱPC
𝐺 (𝜽∗

𝐺; 𝐷)

= 1
𝑛 ∑

𝑖∈[𝑛]
min

𝒗hid∈ℝ∣𝑉hid ∣
⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽∗

𝑗))⎤⎥
⎦𝒗𝒙=𝒙𝑖𝒗𝒚=𝒚𝑖

= 1
𝑛 ∑

𝑖∈[𝑛]
min

𝒗hid∈ℝ∣𝑉hid ∣
⎡⎢
⎣

∑
𝑗∈𝑉hid

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽∗

𝑗)) + ∑
𝑗∈𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽∗

𝑗))⎤⎥
⎦𝒗𝒙=𝒙𝑖𝒗𝒚=𝒚𝑖

.

If we in particular choose 𝒗hid = 𝒛hid, we get

≤ 1
𝑛 ∑

𝑖∈[𝑛]

⎛⎜
⎝

∑
𝑗∈𝑉hid

ℓPC
𝑗 (𝑧𝑗(𝒙𝑖; 𝜽∗

𝐺), 𝑓𝑗(𝒛pa(𝑗)(𝒙𝑖; 𝜽∗
𝐺); 𝜽∗

𝑗)) + ∑
𝑗∈𝑉𝒚

ℓPC
𝑗 ((𝒚𝑖)𝑗, 𝑓𝑗(𝒛pa(𝑗)(𝒙𝑖; 𝜽∗

𝐺); 𝜽∗
𝑗))⎞⎟

⎠

= 1
𝑛 ∑

𝑖∈[𝑛]

⎛⎜
⎝

∑
𝑗∈𝑉hid

ℓPC
𝑗 (𝑧𝑗(𝒙𝑖; 𝜽∗

𝐺), 𝑧𝑗(𝒙𝑖; 𝜽∗
𝐺)) + ∑

𝑗∈𝑉𝒚

ℓPC
𝑗 ((𝒚𝑖)𝑗, 𝑧𝑗(𝒙𝑖; 𝜽∗

𝐺))⎞⎟
⎠

= 1
𝑛 ∑

𝑖∈[𝑛]

⎛⎜
⎝

∑
𝑗∈𝑉hid

ℓPC
𝑗 (𝑧𝑗(𝒙𝑖; 𝜽∗

𝐺), 𝑧𝑗(𝒙𝑖; 𝜽∗
𝐺)) + ∑

𝑗∈𝑉𝒚

ℓPC
𝑗 ((𝒚𝑖)𝑗, (𝒚𝑖)𝑗)⎞⎟

⎠
.

Since we assumed that ℓPC
𝑗 (𝑎, 𝑎) is a global minimum for all 𝑎 ∈ ℝ,

= 1
𝑛 ∑

𝑖∈[𝑛]
∑

𝑗∈𝑉hid∪𝑉𝒚

min
𝑎,𝑏∈ℝ

ℓPC
𝑗 (𝑎, 𝑏)

≤ 1
𝑛 ∑

𝑖∈[𝑛]
min

𝑎,𝑏∈ℝ
∑

𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑎, 𝑏)

≤ 1
𝑛 ∑

𝑖∈[𝑛]
min

𝒗hid∈ℝ∣𝑉hid ∣,𝜽𝐺∈Θ𝐺

⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥

⎦𝒗𝒙=𝒙𝑖𝒗𝒚=𝒚𝑖

≤ min
𝜽𝐺∈Θ𝐺

1
𝑛 ∑

𝑖∈[𝑛]
min

𝒗hid∈ℝ∣𝑉hid ∣
⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗))⎤⎥

⎦𝒗𝒙=𝒙𝑖𝒗𝒚=𝒚𝑖

= min
𝜽𝐺∈Θ𝐺

ℱPC
𝐺 (𝜽𝐺; 𝐷).
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Since it must also hold that ℱPC
𝐺 (𝜽∗

𝐺; 𝐷) ≥ min𝜽𝐺∈Θ𝐺
ℱPC

𝐺 (𝜽𝐺; 𝐷), this implies that equal-
ity is attained at every step, and so we conclude that

𝜽∗
𝐺 ∈ argmin

𝜽𝐺∈Θ𝐺

ℱPC
𝐺 (𝜽𝐺; 𝐷).

Conversely, assuming that interpolating parameters 𝜽∗
𝐺 exist, we let 𝜽′

𝐺 be a minimizer
of ℱPC

𝐺 (⋅; 𝐷). Since equality was attained above, we get that

1
𝑛 ∑

𝑖∈[𝑛]
min

𝒗hid∈ℝ∣𝑉hid ∣
⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

ℓPC
𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽′

𝑗))⎤⎥
⎦𝒗𝒙=𝒙𝑖𝒗𝒚=𝒚𝑖

=∶ ℱPC
𝐺 (𝜽′

𝐺; 𝐷)
= ℱPC

𝐺 (𝜽∗
𝐺; 𝐷)

= 1
𝑛 ∑

𝑖∈[𝑛]
∑

𝑗∈𝑉hid∪𝑉𝒚

min
𝑎,𝑏∈ℝ

ℓPC
𝑗 (𝑎, 𝑏).

Since ℱPC
𝐺 (𝜽′

𝐺; 𝐷) is a sum of the node losses, and is equal to the sum of the minima of the
same node loss functions, this implies that each individual node loss ℓPC

𝑗 (𝑣𝑗, 𝑓𝑗(𝒗pa(𝑗); 𝜽′
𝑗))

must attain its respective minimum value. By our requirement that the node loss functions
ℓ𝑗 must have ℓ𝑗(𝑎, 𝑎) for all 𝑎 ∈ ℝ as the only global minima, this means that the two
arguments must be equal,

𝑣𝑗 = 𝑓𝑗(𝒗pa(𝑗); 𝜽′
𝑗),

for all 𝑖 ∈ [𝑛] and 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚.
Since 𝒗𝒙 is assigned to 𝒙𝑖, the values for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚 must be the feedforward

values, 𝑣𝑗 = 𝑧𝑗(𝒙𝑖; 𝜽′
𝐺), by definition. Then since 𝒗𝒚 is assigned to 𝒚𝑖, we conclude that

𝑧𝑗(𝒙𝑖; 𝜽′
𝐺) = 𝑣𝑗 = (𝒚𝑖)𝑗 for all 𝑗 ∈ 𝑉𝒚 and 𝑖 ∈ [𝑛], i.e. 𝜽′

𝐺 interpolate 𝐺 and 𝐷. Therefore
we have proven that

{𝜽∗
𝐺 ∈ Θ𝐺 | 𝜽∗

𝐺 interpolates 𝐺 and 𝐷} = argmin
𝜽𝐺∈Θ𝐺

ℱPC
𝐺 (𝜽𝐺; 𝐷).

Combining the results from BP and PC gives the theorem.
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5.3 Approximate parameter update steps
We now show that the PC and BP algorithms produce similar — but not identical —
update steps Δ𝜽𝐺 for the parameters 𝜽𝐺.

In order to characterize more precisely how an algorithm “approximates” BP, we in-
troduce the following definition.
Definition 3 (BP-like algorithm). A supervised learning algorithm for computational
graphs is BP-like with loss ℓBP if there exists a function 𝑔 for node values such that
for all computational graphs 𝐺, graph parameters 𝜽𝐺 ∈ Θ𝐺, and datapoints (𝒙, 𝒚), the
corresponding parameter update is equal to the parameter update function of BP with loss
ℓBP

𝑗 for 𝑗 ∈ 𝑉𝒚, namely for all 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚

Δ𝜽𝑗 = −𝑐𝜆𝑗
𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒂pa(𝑗); 𝜽𝑗)

where 𝑐 > 0 is a constant and 𝜆𝑗 satisfies the recursive relation

𝜆𝑗 =

⎧{{
⎨{{⎩

𝜕ℓBP
𝑗

𝜕𝑓𝑗
((𝒚)𝑗, 𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗)) 𝑗 ∈ 𝑉𝒚

∑
𝑘∈ch(𝑗)

𝜆𝑘
𝜕𝑓𝑘
𝜕𝑎𝑗

(𝒂pa(𝑘); 𝜽𝑘) 𝑗 ∈ 𝑉hid

and the node values are given by 𝑎𝑗 = 𝑔(𝐺, 𝑗, 𝜽𝐺, (𝒙, 𝒚)) for all 𝑗 ∈ 𝑉𝒙 ∪ 𝑉hid.
The recursive relation in the definition is exactly the one found in the formula for the

parameter update step in BP. The idea behind this definition is that algorithms with the
same update formulas as BP, with perhaps different values used as the node values, are
approximately the same as BP.

We also need to define a new class of node loss functions:
Definition 4 (Difference node loss function). A function ℓ ∶ ℝ × ℝ → ℝ is a difference
node loss function if it has the representation ℓ(𝑎, 𝑏) = ̃ℓ(𝑎 − 𝑏) for some function
̃ℓ ∶ ℝ → ℝ and for all real numbers 𝑎, 𝑏. The function ̃ℓ is called its difference function.

Definition 5 (Proper difference node loss function). A proper difference node loss
function is a function that is both a proper node loss function (Def. 1) and a difference
node loss function (Def. 4).
Lemma 2 (Properties of proper difference node loss functions). If ℓ is a proper difference
node loss function, then its difference function ̃ℓ satisfies the following properties:

(i) ̃ℓ is differentiable everywhere,

(ii) If 𝑐′ ≤ 𝑐 ≤ 0 or 0 ≤ 𝑐 ≤ 𝑐′, then ̃ℓ(𝑐) ≤ ̃ℓ(𝑐′),

(iii) lim𝑐→−∞ ̃ℓ(𝑐) = lim𝑐→∞ ̃ℓ(𝑐) = ∞
Proof. Recall that proper node loss functions are defined in Def. 1.

(i) is trivial.
For (ii), if 𝑐′ ≤ 𝑐 ≤ 0, then we have 𝑐′ ≤ 𝑐 ≤ 0 ≤ 0; if 0 ≤ 𝑐 ≤ 𝑐′, then we have

𝑐′ ≥ 𝑐 ≥ 0 ≥ 0. These fit the first and second conditions respectively of (iii) of a proper
node loss function, and hence ̃ℓ(𝑐) = ℓ(𝑐, 0) ≤ ℓ(𝑐′, 0) = ̃ℓ(𝑐′).

For (iii), since proper node loss functions have the property lim𝑎→−∞ ℓ(𝑎, 𝑏) = lim𝑎→∞ ℓ(𝑎, 𝑏) =
∞ for all real numbers 𝑏, if we consider in particular 𝑏 = 0, then we get lim𝑐→−∞ ̃ℓ(𝑐) =
lim𝑎→−∞ ℓ(𝑎, 0) = ∞ and lim𝑐→∞ ̃ℓ(𝑐) = lim𝑎→∞ ℓ(𝑎, 0) = ∞.
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The squared node loss function ℓSQ(𝑎, 𝑏) = 1
2(𝑎 − 𝑏)2 is not only a proper node loss

function, but also a difference node loss function: its difference function is ̃ℓSQ(𝑐) = 1
2𝑐2.

Similarly, the proper node loss function (𝑎 − 𝑏)4 is also a difference node loss function.
However, the function ℓ(𝑎, 𝑏) = (𝑎 − 𝑏)2(𝑎2 + 𝑏2), which is a proper node loss function, is
not a difference node loss function, as ℓ(1, 0) = 1 but ℓ(2, 1) = 5.

On the other hand, the function (𝑎 − 𝑏)3 is a difference node loss function, but it has
no lower bound, so is not a proper node loss function. Similarly, neither the cross entropy
node loss ℓCE(𝑎, 𝑏) = −𝑎 log 𝑏 nor the likelihood node loss ℓLH(𝑎, 𝑏) = − log 𝑏 is a difference
node loss function.

We now have all the ingredients needed to prove that PC is BP-like.

Theorem 5. Consider BP with a continuous and finitely lower-bounded loss function ℓBP
𝑗

and PC with loss function

ℓPC
𝑗 (𝑎, 𝑏) = {ℓBP

𝑗 (𝑎, 𝑏) 𝑗 ∈ 𝑉𝒚
ℓ𝑗(𝑎, 𝑏) 𝑗 ∈ 𝑉hid

where ℓ𝑗 for 𝑗 ∈ 𝑉hid are proper difference node loss functions. Then the PC algorithm is
BP-like with loss ℓBP.

Proof. Given arbitrary node loss functions for BP, we would like to find node loss functions
for PC such that it is BP-like.

We investigate the gradient descent step for the parameter 𝜽𝑗 for datapoint (𝒙, 𝒚) for
PC with arbitrary loss functions ℓPC

𝑗 for 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚. We assume that the node values
have converged to an equilibrium point of the datapoint loss function ℒPC

𝐺 by the end of
the inference phase. We recall that the post-inference node values are denoted with a ∗,
and introduce the shorthand 𝑓∗

𝑗 ∶= 𝑓𝑗(𝒗∗
pa(𝑗); 𝜽𝑗). For all hidden nodes 𝑗 ∈ 𝑉hid, we get

0 = 𝜕ℒPC
𝐺

𝜕𝑣𝑗
(𝒗∗

hid, 𝜽𝐺; (𝒙, 𝒚)) = 𝜕
𝜕𝑣𝑗

⎛⎜
⎝

∑
𝑗′∈𝑉hid∪𝑉𝒚

ℓPC
𝑗′ (𝑣∗

𝑗′ , 𝑓∗
𝑗′)⎞⎟

⎠

= 𝜕
𝜕𝑣𝑗

⎛⎜
⎝

ℓPC
𝑗 (𝑣∗

𝑗, 𝑓∗
𝑗 ) + ∑

𝑘∈ch(𝑗)
ℓPC

𝑘 (𝑣∗
𝑘, 𝑓𝑘(𝒗∗

pa(𝑘); 𝜽𝑘))⎞⎟
⎠

=
𝜕ℓPC

𝑗
𝜕𝑣𝑗

(𝑣∗
𝑗, 𝑓∗

𝑗 ) + ∑
𝑘∈ch(𝑗)

𝜕ℓPC
𝑘

𝜕𝑣𝑗
(𝑣∗

𝑘, 𝑓𝑘(𝒗∗
pa(𝑘); 𝜽𝑘))

⟹
𝜕ℓPC

𝑗
𝜕𝑣𝑗

(𝑣∗
𝑗, 𝑓∗

𝑗 ) = ∑
𝑘∈ch(𝑗)

−𝜕ℓPC
𝑘

𝜕𝑣𝑗
(𝑣∗

𝑘, 𝑓𝑘(𝒗∗
pa(𝑘); 𝜽𝑘))

= ∑
𝑘∈ch(𝑗)

−𝜕ℓPC
𝑘

𝜕𝑓𝑘
(𝑣∗

𝑘, 𝑓∗
𝑘)𝜕𝑓𝑘

𝜕𝑣𝑗
(𝒗∗

pa(𝑘); 𝜽𝑘).

This means that

𝜕ℓPC
𝑗

𝜕𝑣𝑗
(𝑣∗

𝑗, 𝑓∗
𝑗 ) =

⎧{{
⎨{{⎩

𝜕ℓPC
𝑗

𝜕𝑣𝑗
((𝒚)𝑗, 𝑓∗

𝑗 ) 𝑗 ∈ 𝑉𝒚

∑
𝑘∈ch(𝑗)

−𝜕ℓPC
𝑘

𝜕𝑓𝑘
(𝑣∗

𝑘, 𝑓∗
𝑘)𝜕𝑓𝑘

𝜕𝑣𝑗
(𝒗∗

pa(𝑘); 𝜽𝑘) 𝑗 ∈ 𝑉hid

. (37)
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Additionally, the gradient step of the parameters 𝜽𝑗 is, from (17),

Δ𝜽PC
𝑗 = −𝜂𝜽 [

𝜕ℓPC
𝑗

𝜕𝑓𝑗
(𝑣∗

𝑗, 𝑓∗
𝑗 ) 𝜕𝑓𝑗

𝜕𝜽𝑗
(𝒗∗

pa(𝑗); 𝜽𝑗)]
𝒗𝒙=𝒙
𝒗𝒚=𝒚

. (38)

We compare this with the BP-like parameter gradient descent step with learning rate
𝑐 > 0 as found in Def. 3,

Δ𝜽𝑗 = −𝑐𝜆𝑗
𝜕𝑓𝑗
𝜕𝜽𝑗

(𝒂pa(𝑗); 𝜽𝑗),

𝜆𝑗 =

⎧{{
⎨{{⎩

𝜕ℓBP
𝑗

𝜕𝑓𝑗
((𝒚)𝑗, 𝑓𝑗(𝒂pa(𝑗); 𝜽𝑗)) 𝑗 ∈ 𝑉𝒚

∑
𝑘∈ch(𝑗)

𝜆𝑘
𝜕𝑓𝑘
𝜕𝑎𝑗

(𝒂pa(𝑘); 𝜽𝑘) 𝑗 ∈ 𝑉hid

.

From these equations, we see that if we have the node loss functions satisfy the condi-
tions

∀𝑗 ∈ 𝑉𝒚 ∶ ℓPC
𝑗 = ℓBP

𝑗 (39)

and

∀𝑗 ∈ 𝑉hid ∶
𝜕ℓPC

𝑗
𝜕𝑣𝑗

(𝑣∗
𝑗, 𝑓∗

𝑗 ) = −
𝜕ℓPC

𝑗
𝜕𝑓𝑗

(𝑣∗
𝑗, 𝑓∗

𝑗 ), (40)

and let 𝜂𝜽 = 𝑐, 𝜕ℓPC
𝑗

𝜕𝑓𝑗
(𝑣∗

𝑗, 𝑓∗
𝑗 ) = 𝜆𝑗, and 𝑣∗

𝑗 = 𝑎𝑗, and if we replace all instances of the terms
on the left with the equivalent terms on the right in (38) and (37), then we get exactly
the BP-like equations.

The condition in (40) is satisfied when the node loss functions of the hidden nodes are
difference node loss functions, i.e.

∀𝑗 ∈ 𝑉hid ∶ ∃ ̃ℓ𝑗 ∶ ℝ → ℝ ∶ ℓPC
𝑗 (𝑣, 𝑓) = ̃ℓ𝑗(𝑣 − 𝑓),

since

𝜕ℓPC
𝑗

𝜕𝑓𝑗
(𝑣∗

𝑗, 𝑓∗
𝑗 ) = 𝜕 ̃ℓ𝑗

𝜕𝑓𝑗
(𝑣∗

𝑗 − 𝑓∗
𝑗 ) ⋅ −1 = − 𝜕 ̃ℓ𝑗

𝜕𝑓𝑗
(𝑣∗

𝑗 − 𝑓∗
𝑗 )

and

−
𝜕ℓPC

𝑗
𝜕𝑣𝑗

(𝑣∗
𝑗, 𝑓∗

𝑗 ) = − 𝜕 ̃ℓ𝑗
𝜕𝑓𝑗

(𝑣∗
𝑗 − 𝑓∗

𝑗 ) ⋅ 1 = − 𝜕 ̃ℓ𝑗
𝜕𝑓𝑗

(𝑣∗
𝑗 − 𝑓∗

𝑗 )

are equal.
Furthermore, since we have assumed that the node values 𝒗hid have converged, we want

our choice of loss function to guarantee that a minimizer 𝒗∗ of ℒPC exists. By Theorem 3,
a value estimation phase minimum is guaranteed to exist if for 𝑗 ∈ 𝑉hid, ℓ𝑗 is proper, and
for 𝑗 ∈ 𝑉𝒚, ℓ𝑗 is continuous and lower-bounded. Hence PC is BP-like if the hidden node
loss functions are proper difference node loss functions.

We now claim that BP can be seen as a limit of a sequence of PC algorithms with
different node loss functions.
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Theorem 6. Consider BP with continuous and finitely lower-bounded loss functions ℓBP
𝑗 ,

𝑗 ∈ 𝑉𝒚, and the class of PC algorithms with the loss function

ℓPC
𝑗 (𝑎, 𝑏) = {ℓBP

𝑗 (𝑎, 𝑏) 𝑗 ∈ 𝑉𝒚
𝑤ℓ𝑗(𝑎, 𝑏) 𝑗 ∈ 𝑉hid

(41)

where 𝑤 > 0, and ℓ𝑗 are proper difference loss functions with difference functions ̃ℓ𝑗(𝑐)
having the unique minimizer 𝑐 = 0. If right before seeing a new datapoint 𝑖 they have
the same graph parameters 𝜽𝐺 and assuming that a minimum is attained in the inference
phase, then at the end of processing datapoint (𝒙, 𝒚), we have that as 𝑤 → ∞, for all
𝑗 ∈ 𝑉hid, 𝑣∗

𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺) and for all 𝑗 ∈ 𝑉hid ∪ 𝑉𝒚, Δ𝜽PC
𝑗 → Δ𝜽BP

𝑗 .

Proof. We simplify the statement by assuming that the unique minimum of the hidden
loss functions is 0. This can be done because adding any constant to any loss function
does not change the resulting PC and BP algorithms, and this is true because the only
terms involving the loss function in the formulas for the value estimation phase as well as
the parameter update phase is its partial derivative.

From Theorem 5, we know that this class of PC algorithms is BP-like with loss ℓBP
𝑗

for output node 𝑗 ∈ 𝑉𝒚. This, and the fact that all functions here are continuous, means
that 𝑣∗

𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺) implies Δ𝜽PC
𝑗 → Δ𝜽BP

𝑗 .
First, trivially, 𝑣∗

𝑗 = (𝒙)𝑗 = 𝑧𝑗(𝒙; 𝜽𝐺) for all input nodes 𝑗 ∈ 𝑉𝒙. Then, to prove that
𝑣∗

𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺) for all hidden nodes 𝑗 ∈ 𝑉hid, we extend from the proof of Theorem 3.
In that proof, we showed that each minimum node value 𝑣∗

𝑗 for 𝑗 ∈ 𝑉𝒙 ∪ 𝑉hid must be
contained in a compact interval 𝐼𝑗 = [𝑣min

𝑗 , 𝑣max
𝑗 ] that we constructed, so we just need to

show that 𝑣min
𝑗 , 𝑣max

𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺) for all hidden nodes.
We show this sequentially with the nodes following a topological order, and hence when

proving this for node 𝑗, we can assume that we have already proven it for its parent nodes
pa(𝑗). We first tackle the lower bound. Recall that 𝑣min

𝑗 is defined as

𝑣min
𝑗 ∶= {min 𝑊 min

𝑗 if 𝑊 min
𝑗 is non-empty

min 𝐹𝑗 if 𝑊 min
𝑗 is empty

,

where

𝐹𝑗 ∶= {𝑓𝑗(𝒗pa(𝑗); 𝜽𝑗) ∣ 𝒗pa(𝑗) ∈ 𝐼pa(𝑗)} ,

and

𝑊 min
𝑗 ∶= {𝑣𝑗 ∈ ℝ ∣ 𝑤ℓ𝑗(𝑣𝑗, min 𝐹𝑗) ≤ ℎ0} ,

where ℎ0 ≥ 0 is any value attainable by the datapoint loss loss function ℒPC
𝐺 . For this
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𝑣𝑗

̃ℓ𝑗

𝛿

𝑊 min
𝑗

min 𝐹𝑗

̃ℓ𝑗(𝑣𝑗 − min 𝐹𝑗)

min 𝐹𝑗 − 𝜖 min 𝐹𝑗 + 𝜖

Figure 2: Illustration of the relationship between 𝑣𝑗, min 𝐹𝑗, ̃ℓ𝑗, 𝑊 min
𝑗 , 𝛿, and 𝜖

used in this proof.

proof, we in particular choose

ℎ0 ∶= ℒPC
𝐺 (𝒛𝑉hid

(𝒙; 𝜽𝐺), 𝜽𝐺; 𝐷)

= ⎡⎢
⎣

∑
𝑗∈𝑉hid∪𝑉𝒚

ℓPC-SQ
𝑗 (𝑣𝑗(𝒙; 𝜽𝐺), 𝑓𝑗(𝑣pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗))⎤⎥

⎦ 𝒗𝒙=𝒙
𝒗𝒚=𝒚

𝒗hid=𝒛𝑉hid

= ∑
𝑗∈𝑉hid

𝑤ℓ𝑗(𝑧𝑗(𝒙; 𝜽𝐺), 𝑓𝑗(𝑧pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗)) + ∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚)𝑗, 𝑓𝑗(𝑧pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗))

= ∑
𝑗∈𝑉hid

𝑤ℓ𝑗(𝑧𝑗(𝒙; 𝜽𝐺), 𝑧𝑗(𝒙; 𝜽𝐺)) + ∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚)𝑗, 𝑧𝑗(𝒙; 𝜽𝐺))

= ∑
𝑗∈𝑉𝒚

ℓBP
𝑗 ((𝒚)𝑗, 𝑧𝑗(𝒙; 𝜽𝐺))

≥ 0.

Notice that we have used that the hidden loss functions evaluate to 0 when the difference
between the arguments is 0. Notice also that with this choice of ℎ0, it is independent of
𝑤.

Since we assume that we have proved 𝑣min
𝑗′ , 𝑣max

𝑗′ → 𝑧𝑗′(𝒙; 𝜽𝐺) for all parent nodes
𝑗′ ∈ pa(𝑗), we get that 𝐹𝑗 → {𝑓𝑗(𝒛pa(𝑗)(𝒙; 𝜽𝐺); 𝜽𝑗)} = {𝑧𝑗(𝒙; 𝜽𝐺)} as 𝑤 → ∞. Hence
min 𝐹𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺) as 𝑤 → ∞ as desired.

For the first case, we then show that if 𝑊 min
𝑗 is non-empty then min 𝑊 min

𝑗 → min 𝐹𝑗,
which combined with the above result, gives min 𝑊 min

𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺). We assumed that
𝑤 > 0 all hidden loss functions are proper difference loss functions, so we can rewrite
𝑊 min

𝑗 as

𝑊 min
𝑗 = {𝑣𝑗 ∈ ℝ ∣ ̃ℓ𝑗(𝑣𝑗 − min 𝐹𝑗) ≤ 𝛿} ,

where ̃ℓ𝑗 is the difference function of ℓ𝑗 and 𝛿 ∶= ℎ0
𝑤 → 0+. This is illustrated in Fig.

2. As ℓ𝑗 is a proper difference node loss function, by Lemma 2, we get that ̃ℓ𝑗 has a
unique minimum at ̃ℓ𝑗(0) = 0 by assumption and is monotone decreasing on (−∞, 0] and
monotone increasing on [0, ∞). This implies that for all 𝜖 > 0 there exists a 𝛿 > 0 such

48



that ̃ℓ𝑗(𝑣𝑗 − min 𝐹𝑗) ≤ 𝛿 implies ∣𝑣𝑗 − min 𝐹𝑗∣ < 𝜖. An explicit example is namely

𝛿 = 1
2 min { ̃ℓ𝑗(−𝜖), ̃ℓ𝑗(𝜖)} ,

as ̃ℓ𝑗(𝑣𝑗 − min 𝐹𝑗) ≤ 𝛿 < ̃ℓ𝑗(−𝜖) and ̃ℓ𝑗(𝑣𝑗 − min 𝐹𝑗) ≤ 𝛿 < ̃ℓ𝑗(𝜖), together with the
monotonicity properties, imply −𝜖 < 𝑣𝑗 − min 𝐹𝑗 < 𝜖. Thus as 𝛿 → 0+, the set 𝑊 min

𝑗
approaches the set {𝑣𝑗 ∈ ℝ ∣ ∀𝛿 > 0 ∶ ∣𝑣𝑗 − min 𝐹𝑗∣ ≤ 𝛿} = {min 𝐹𝑗}, as desired. We can
thus conclude that indeed 𝑣min

𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺) as 𝑤 → ∞.
By the same line of reasoning, we can show that the maximum 𝑣max

𝑗 of the interval
𝐼𝑗 also approaches 𝑧𝑗(𝒙; 𝜽𝐺) as 𝑤 → ∞. Retracing the chain of implications, we can
thus conclude that ∀𝑗 ∈ 𝑉𝒙 ∪ 𝑉hid ∶ 𝑣∗

𝑗 → 𝑧𝑗(𝒙; 𝜽𝐺) and Δ𝜽PC
𝑗 → Δ𝜽BP

𝑗 as 𝑤 → ∞, as
desired.
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6 Discussion and conclusion
In this paper, we have formulated a general predictive coding algorithm with arbitrary
node loss functions, which we call the PC algorithm. We then showed that PC and back-
prop, with corresponding loss functions, have identical minimizers under certain conditions
(Theorem 4). Furthermore, for certain classes of node loss functions, the parameter up-
date steps of PC are approximately equal to those of backprop (Theorem 5), and this
approaches equality in a certain limit (Theorem 6).

Through generalizing to arbitrary losses, our formulation allows predictive coding al-
gorithms to be applied on more complex neural network architectures and a wider range of
machine learning tasks. This further closes the gap between biologically realistic models
of learning and learning in silico. Additionally, our results add mathematical rigor to
the existing literature on the correspondence between predictive coding algorithms and
backprop.

Future work would be to test and evaluate the performance of predictive coding with
general losses used on complex deep learning architectures. Additionally, one can explore
the possibility of extending our predicting coding algorithm framework and results to
graphs that contain cycles, which may be useful for training architectures such as recurrent
neural networks.
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