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Abstract
Machine learning solutions have proven highly effective for various tasks in recent
years. However, their use in an automation environment requires that they run locally
with limited resources, in a setting called Edge Computing. At the same time, there
is a need to facilitate continuous improvements and updates throughout the product
lifecycle to ensure that systems are adaptable to evolving environments and under
performance degradation of machines. For this reason, Incremental Learning models
have become increasingly relevant due to their ability to process data in real-time,
while also lifting the need to store all data in memory. However, efficiency in these
models is often overlooked, with many implementations in Python resulting in a
substantial memory footprint and slow execution, making the usage of such models in
robotic controllers impractical due to the high cost of improving hardware. In this
work, we implement an efficient online learning model called Mondrian Forests using
the Rust language, achieving a 28-fold improvement in execution speed compared to
the Python implementation. Additionally, we apply memory optimizations through
spatial locality caching, further reducing execution time by 18%. Consequently, we
measure performance using datasets from real-world industrial settings, analyzing the
implications for automation.

Keywords edge computing, incremental learning, model efficiency, spatial locality
caching
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1 Introduction
Over recent years, machine learning solutions have proven highly effective for a wide
range of tasks. However, deploying them in an automation environment requires
that they not only run locally with limited computational resources but also facilitate
continuous improvements and updates throughout the product’s lifecycle. In such
settings, what is normal for one robot may be an anomaly for another. Therefore, it is
important to learn the normal behavior of each individual robot to detect deviations
effectively. This adaptability is needed to adjust to changes such as the replacement of a
spare part, or relocation to a different task. Given that typical machine offline learning
models in an automation setting cannot adapt to ever-changing environments, online
learning models have become increasingly relevant due to their ability to continuously
adapt to the environment.

In addition to adaptability, real-time scenarios demand that the learned model
deployed on edge computing devices be executed efficiently. Consider an illustrative
setup where robotic controllers in an automated manufacturing plant monitor and
control welding processes. These controllers, operating with limited computational
resources and energy constraints, must process sensor data in real time to ensure
precise operations and quick responses to anomalies. These tasks already consume
a significant portion of the available computational resources, given the numerous
simultaneous processes running. To achieve low latency and ensure privacy, the
robotic controllers apply machine learning models directly to the raw sensor data. By
optimizing the execution of these machine learning models, we significantly reduce
computational resource consumption, thereby lowering the hardware requirements for
the robot controllers and enabling cost savings.

Given these hardware constraints, decision trees have become a popular choice for
machine learning models in such environments due to their computational efficiency on
CPUs and fast inference capabilities. Other solutions for these tasks include deep neural
networks, which have inherently deep structures requiring extensive calculations during
the training phase, thus exhibiting significantly longer execution times per iteration.
In contrast, decision trees offer a much faster solution for real-time requirements.
Furthermore, while Reinforcement Learning (RL) is inherently suited for real-time
and online learning tasks, its application in small computing environments is limited
due to significant memory requirements. For instance, the survey by Kober et al. [16]
highlights various applications of RL in robotic tasks and notes that one significant
limitation of these models is their substantial memory requirements, rendering them
impractical for deployment on resource-constrained robotic controllers.

However, the current implementations of online decision tree models present
several challenges. At the time of writing, all implementations are in Python, which,
like other interpreted languages, introduces substantial computational overhead. This
makes it computationally expensive to execute interpreted code on the resource-
constrained controllers targeted by this project, thus conflicting with the minimal
resource requirements of an automation environment. Moreover, in a production
context with many processes running on the same controller, it is important to ensure
that the system does not run out of memory, which current implementations cannot



guarantee. Python’s language abstraction and the complexity of its data structures,
along with the libraries built on top of it, make it difficult to precisely measure
memory usage. Technologies that do not rely directly on Python have been proposed.
For instance, TensorFlow Lite [1], a cross-platform framework for efficient model
deployment, and ONNX [4], an open-source format for model interoperability and
deployment, are designed for inference on edge devices. However, these tools are not
suitable for training or further tuning the model in an incremental setting.

For these reasons, the implementation of these models in a non-interpreted language
is necessary. The choice of low-level language involves a trade-off between execution
speed, memory efficiency, and ease of implementation. In this regard, the work from
Pereira et al. [24] studies the overview of different programming languages. The global
implementation of their tests has shown that the languages with the fastest execution are
C, Rust, and C++, with a remarkable difference in performance compared to Python,
being about 45 to 70 times faster. Among these languages, Rust is the best candidate
due to its combination of performance, memory safety, and an existing online machine
learning library, LightRiver [2]. This library facilitates the implementation of online
learning models by allowing developers to build on top of existing data structures and
project frameworks.

As mentioned before, the robotic environment we are working with requires using
resources as sparingly as possible, and better-performing models would translate to
lower hardware requirements and reduced costs. In this regard, the work proposed
by Kuan et al. [6] aims to speed up model execution by applying optimizations
with spatial locality in an inference context. The optimizations in their work have
been applied to models in offline learning methods, but none have extended these
techniques to online learning settings. In this work, we build upon the foundational
work proposed by Kuan et al. by applying their model optimization techniques to online
learning scenarios, thus enabling real-time adaptation and performance improvements
in dynamic environments.
Summary of Our Contributions:

• We implement the Mondrian Forestmodel in Rust for classification and regression
tasks.

• We apply cache-aware optimization to the online learning model.
• We study the correlation between the speedup achieved with optimizations and

the structural properties of the tree.
• We calculate the cost of applying the optimizations and the gain we receive

from them.
• We evaluate the developed model by testing it on two datasets with the industrial

environment, and analyzing its performance.
• We investigate techniques for model reduction and limitation to ensure efficient

performance on resource-constrained devices.

The implementation and results of this work, including all the developed code,
experiments, and analyses, are made accessible in the repository
https://github.com/MarcoDiFrancesco/light-river-cache.
Research questions:
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• RQ1: How does vector sorting optimization on the online implementation of
Mondrian Forest affect the model’s execution time? This research question
investigates whether the vector sorting optimization technique, previously
applied in offline methods, can enhance the execution speed of the Mondrian
Forest model in an online learning context.

• RQ2: What is the optimal frequency for applying optimizations? This question
aims to determine the most effective frequency for applying optimizations in an
online learning environment, balancing the time required for optimization with
the resulting performance improvements.

• RQ3: How does the number of trees impact the memory footprint of the model
in a robotic controller? This question examines the relationship between the
number of trees in the model and its memory usage, providing insights for future
scalability by estimating memory consumption and adjusting hyperparameters
to maintain accuracy while adhering to the memory constraints of various
controllers.

In this work, we explore the background in Section 2, focusing on edge computing
and the associated hardware and learning strategies. We then examine decision tree
models for the edge, comparing various decision tree variants and their suitability
for edge environments. Additionally, we discuss optimization techniques, including
cache-aware optimization and array mapping, to enhance model performance. Finally,
we discuss the different types of drift. Section 3 covers the methodology, including the
implementation of the Mondrian Forest model in Rust, the application of optimizations
to this model, and the evaluation of these models. Section 4 presents the results,
demonstrating significant improvements in execution time and memory usage with
our implementation in Rust, as well as the outcomes of the optimizations and their
evaluation on two industrial datasets. In Section 5, we discuss the broader implications
of our findings. Finally, in Section 6, we suggest directions for future research,
including further optimizations and the development of base models for diverse robotic
environments.
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2 Background

2.1 What is the Edge?
In this section, we explore Edge Computing (EC) and Edge Intelligence (EI) concepts
within the context of robotic systems, focusing on defining the hardware choices
integral to these fields. Additionally, we examine the learning strategies applicable
in Edge Computing environments, highlighting their advantages, challenges, and
practical implications in robotics.

2.1.1 Edge Definitions

Edge Computing Edge Computing (EC) refers to a distributed computing paradigm
that brings computation and data processing closer to the location where it is needed
[26]. This paradigm is related to the concept of the Internet of Things (IoT), which
primarily focuses on data collection. In contrast, EC includes computing capabilities
in the device. The EC approach brings several major benefits, with varying levels of
importance. In the context of automation, the main benefits are ranked in order of
importance as follows:

• Latency: The primary goal of EC is to achieve faster response times by placing
computational resources closer to data sources. High latency in robotic systems
is not acceptable, as it hinders real-time decision-making. Local data processing
mitigates this issue, allowing robots to make real-time predictions with minimal
delay.

• Privacy: EC significantly reduces the transmission of sensitive information over
networks by facilitating local data processing. This is particularly important in
the commercial automation sector, where clients are often against transmitting
robot data that may contain insights from their intellectual property.

• Reliability: System reliability is enhanced by allowing localized data processing
to continue even if connectivity to central servers is lost or irregular. In the
automation context, this is important since downtimes are costly.

• Cost: Robotic systems utilizing EC can achieve significant cost savings by
lowering operational costs for data processing and storage through localized
data processing.

• Energy Efficiency: By reducing the need for long-distance data transmission
and central processing, EC can contribute to overall energy efficiency.

• Bandwidth: EC reduces the load on network bandwidth by processing data
locally. This minimizes the quantity of data sent to central data centers. In the
robotics context, sending thousands of data points per second from sensors to a
centralized location can be resource-intensive.
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Edge Intelligence Edge Intelligence (EI), also known as TinyML [28], is a subset
of EC that specifically involves the integration of Artificial Intelligence (AI) with EC
systems. EI expands on the idea of EC by integrating AI algorithms and machine
learning models at the network’s edge. However, it is important to note that EI
necessitates computational processing at the network edge, i.e., devices like IoT
security cameras employing computer vision that require powerful external GPUs for
processing do not align with this definition, as their operational reliance is primarily
on cloud-based cognitive services [32].

When developing EI systems, in addition to EC variables, we should take into
consideration factors related to the integration of AI and ML models:

• Memory: In an EI setting, computational resources are constrained, thus
optimizing memory usage by choosing lightweight ML models should be done,
possibly without compromising processing capability or accuracy.

• Accuracy: EI necessitates assessing the accuracy and reliability of AI algorithms.
This involves considering the potential effects of model accuracy on the edge
system’s overall effectiveness.

Recent research by Zhang et al. in this field highlights the need for more research
into the trade-off between memory and latency as an open problem in the model
inference space [32]. This is still an area of focus for research, requiring examination
to maximize the trade-off between quick response times (low latency) and effective
memory use in computational models.

2.1.2 Edge Hardware

In the context of Edge Computing system development, it is important to consider the
architecture of the underlying computing units when developing new algorithms. This
classification defines two very different approaches used in the literature: reconfigurable
and fixed instruction set architecture computing units.

Reconfigurable units Reconfigurable computing hardware, such as Field Pro-
grammable Gate Arrays (FPGAs), can be reconfigured after manufacturing to perform
specific tasks, making them adaptable for various specialized computational needs [7].
Application-Specific Integrated Circuits (ASICs) represent a specialized form within
this category. Since ASICs are specifically made for a given task they can provide
even a higher efficiency compared to FPGAs [7]. ASICs are generally more expensive
to develop but once mass-produced they can have an overall lower price per unit. Due
to their highly effective computing capabilities, reconfigurable computing units like
FPGAs have seen an increase in the adoption of EI [25].

Fixed-ISA units Opposed to reconfigurable computing units are units with a fixed
instruction set architecture (ISA). The ISA of a computing machine includes the
definition of the fixed binary instructions, registers, and memory space usable by

10



the unit [29], as opposed to the fully customizable instructions of the reconfigurable
computing hardware units. These kinds of processing units are intended for general-
purpose computing tasks and are constructed on fixed hardware architectures. An
example of such are ARM and Intel processors.

There are two main architectures in this category: reduced and complex ISAs [27].
Reduced Instruction Set Computer (RISC) architectures, such as ARM and RISC-V,
focus on a reduced set of instructions to optimize performance and simplify operations.
Since it requires less power and allows for faster processing speeds it is ideal for edge
devices. Complex instruction set computer (CISC) architectures like x86 and x86_64
are frequently seen in Intel processors and use an increased number of instructions
to carry out a wider range of advanced operations. Both architectures have evolved
with time and can now be applied in EC environments with different computational
requirements.

2.1.3 Edge Learning Strategies

In this section, the analysis of Edge Learning Strategies of Machine Learning models in
Edge Computing environments is conducted. This analysis includes different learning
methods that can be categorized as offline, transfer, incremental, online, and federated.

Offline Learning Traditional deployment of pre-trained models offers simplicity,
low computational overhead, and smaller hardware requirements when deploying
to the edge. These models can be rapidly deployed without ongoing training or
updates, making them ideal for tasks requiring consistent performance and low-latency
responses. One key advantage of offline learning is that models can be verified and
tested before deployment. However, updating offline models requires access to the
entire dataset during the training phase, incurring significant computational costs that
edge devices cannot handle. In automation scenarios, manufacturers may update such
models at fixed intervals, such as annually.

Transfer Learning As explained in the survey by Zhuang et al. [33], transfer
learning involves deploying a pre-trained model, which has been developed on a
comprehensive dataset, and then adapting it to the specific characteristics of the
automation environment. This adaptation uses the computational efficiency of the
pre-trained model while finetuning it to the unique requirements of the task. An
example in the automation context could be training the model with data coming from
many robots, and later finetuning it on a specific robot’s dataset to fit its environment.

Incremental Learning As defined by Losing et al. [19], incremental learning
represents an approach in which a machine learning model is continuously updated as
it receives new data, rather than being trained once on a fixed dataset. Unlike transfer
learning, where a pre-trained model is adapted to a new task only once, incremental
learning involves the model adapting to new patterns and information over time, while
still retaining previously learned knowledge. The model integrates new data patterns
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while maintaining previously acquired knowledge, with the balance between new and
old data being governed by parameters that can control the update rate. Incremental
learning is beneficial in edge computing contexts due to its ability to locally update
models on edge devices with incoming data, without the need for data transfer to
central servers like in the previous techniques.

Online Learning Defined by Losing et al. [19], online learning refers to a strategy
subset of incremental learning. Unlike incremental learning, online learning is
specifically focused on adapting to new data on the fly by incrementally updating
its parameters in response to each new data point. This strategy is pertinent in edge
computing scenarios where data is generated in a continuous stream and requires
immediate processing. In this context, the concept of anytime prediction describes
how the model can provide valid output at any point during its operation, progressively
refining the prediction as more data is processed. Key challenges in this approach
include maintaining model stability during continuous updates and dealing with
potentially non-stationary data distributions, known as drift, later explained in Section
2.4. The main challenge of current online learning algorithms is the necessity for
a larger volume of training data to retain the same predictive performance as their
batch-processed counterparts [17].

Federated Learning First introduced by McMahan et al. [21], federated learning
involves a decentralized machine learning paradigm where model training occurs
across a network of distributed devices, each with its local data. Each edge device
independently computes model updates based on its local data, contributing to a
global model through a process of periodic aggregation on a central server. The
implementation of this method requires efficient coordination and communication
strategies to address the challenges posedby the heterogeneity of data andcomputational
resources. The main challenges include managing asynchronous model updates,
ensuring global model convergence despite data not being Independent and Identically
Distributed (IID), and optimizing communication protocols to mitigate latency.
Moreover, in commercial robotics environments, this approach avoids the issue of
clients having to send potentially sensitive or intellectual property-related data, which
is a significant barrier to training centralized models.

2.2 Models for the Edge
This section explores a machine learning model suitable for incremental learning
tasks. Initially, we discuss the rationale behind selecting decision trees for our domain,
followed by a comparison of different variants of this model.

Decision Tree A Decision Tree (DT) is a fundamental machine learning model
extensively used in both regression and classification problems. Characterized by its
tree-like structure, a decision tree splits the data into subsets based on the values of
input features, creating branches based on decisions to reduce the discrepancy between
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the input and the prediction. Decision trees can handle both numerical and categorical
data, and they are capable of modeling complex, non-linear relationships.

One major difference between decision tree models and other machine learning
models is their ability to exhibit faster training times on CPUs as opposed to GPUs,
which means they are well suited for CPU-only settings like in Edge Intelligence. The
reason behind this characteristic is primarily given by the difficulty involved in the
parallelization of the DT model. The tree-like structure of decision trees impedes
their natural decomposition into equally sized tasks suitable for parallel processing
on GPUs. This structural characteristic leads to inefficiencies in the distribution of
tasks and data across GPU cores, as well as in the aggregation of results, thereby
diminishing the advantages of parallelization.

More specifically, as highlighted by Zhang et al. [31], the major computational
expense in training decision tree ensembles is attributed to the training of individual
trees. The challenge lies in identifying the optimal split for each leaf, necessitating
scans of all training data within the current subtree. Given that tree ensemble algorithms
typically comprise over a hundred trees, each with around ten layers, the computational
process involves thousands of data passes. This makes the training of tree ensemble
algorithms particularly time-consuming for GPUs with datasets with millions of data
points and thousands of features.

Hoeffding trees In the domain of decision trees, a limitation of the traditional batch
learning methods is their requirement for all data to be held in memory for the learning
algorithm to function. This becomes unfeasible when dealing with very large datasets
like in the robotics environment, where it is not possible to store all data points in
memory simultaneously. To address this, online learning models for decision trees like
Hoeffding trees, are used to handle the processing of data sequentially as it becomes
available.

Hoeffding trees [8], also known as Very Fast Decision Trees, are an adaptation of
decision tree algorithms for online learning scenarios. These trees use incremental
learning to make node-splitting decisions based on subsets of data rather than the
entire dataset. The methodology includes the utilization of the Hoeffding bound, a
statistical measure that calculates the number of samples required to decide a node
with a specified level of confidence. Once a decision to split is made and the attribute
to split on is chosen, it is considered final and not revisited. Formula 1 shows the
Hoeffding bound 𝜖 where:

• 𝑛: Number of samples required.
• 𝑅: Range of the variable, i.e. difference between the max and min values it can

take.
• 𝛿: Confidence level, i.e. the certainty about the accuracy of our estimate, e.g.

confidence level of 95%, means 𝛿=0.05.

𝜖 =

√︂
𝑅2ln(1/𝛿)

2𝑛
(1)
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In the context of online learning with decision trees, like Hoeffding trees, an
important factor to consider is concept drift, a concept explained in detail in Section
2.4. Hoeffding Trees, being designed for online learning, encounter concept drift
frequently as they continuously adapt to incoming data. These trees must be able to
detect shifts in data patterns and adapt their decision-making process accordingly. The
effectiveness of a Hoeffding Tree in dealing with concept drift largely determines its
performance in real-world scenarios where data distributions are rarely static.

Hoeffding Anytime Tree Hoeffding Anytime Tree (HATT) model [20], also known
as Extremely Fast Decision Tree, is an extension of the Hoeffding Tree (HT) framework
that aims to address the problem of concept drift by giving the ability to the tree to
revise split decisions. More specifically, unlike HT where a split once made is never
revisited, HATT evaluates the suitability of existing splits. It works by incorporating a
dynamic element that allows for continual adjustment of tree splits. This adjustment
is predicated on the evolving nature of data streams, where new data may reveal
better-splitting criteria over time. Specifically, HATT can revise a split if further
data indicates that the split was not optimal or if a better splitting attribute becomes
apparent as more data is accumulated.

One major known problem of decision tree-based models like HATT is their
tendency for overfitting, especially when dealing with complex data. Random Forest is
an ensemble learning technique that effectively counters this by constructing multiple
decision trees during the training phase. Each tree in a Random Forest is built from
a random subset of the data and features, which introduces variability and reduces
correlation among the trees. This diversity ensures that individual biases or variances
of trees are averaged out in the ensemble, leading to a more generalized model.

Adaptive Random Forest The Adaptive Random Forest (ARF) algorithm [11]
introduces the benefits of random forests together with Hoeffding Trees. The architec-
ture of ARF involves the utilization of the Hoeffding Tree as its primary base learner
to handle streaming data. To enhance its adaptability to evolving data distributions,
ARF incorporates online bagging to facilitate the creation of multiple training subsets,
to increase diversity among the base learners.

More specifically, ARF implements a drift detection and response system. Each
tree within the ensemble has a drift monitoring module, capable of identifying shifts
in data patterns, flagged as warnings. These warnings are preliminary indicators
of potential concept drift. In response to a warning, ARF initiates the training of
background trees, which are developed in parallel to the primary ensemble but remain
inactive in influencing the ensemble’s immediate predictions. This strategy allows
ARF to prepare for significant changes in data distribution without making adjustments
that could compromise model stability. Upon confirmation of a drift, a transition from
a warning to a recognized change in data distribution, the tree that detected the drift is
replaced by its corresponding pre-trained background tree. This method ensures that
the ensemble remains updated with relevant changes in underlying data distribution
while maintaining stability and avoiding unnecessary adjustments that could lead to
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overfitting.

Mondrian Forest A notable limitation of Hoeffding Tree-based models lies in
their processing speed. The inherent slowness can be attributed to their reliance on
the Hoeffding bound for decision-making at each node, which requires a significant
amount of data to achieve the desired confidence level in decision-making. Mondrian
Forests uses another approach for split decisions and shows a speed advantage by
an order of magnitude while matching accuracy with batch random forest methods
trained on identical datasets [17].

Mondrian Forest (MF), developed by Lakshminarayanan et al. [17], uses as
underlying tree structure the Mondrian process, a stochastic process that generates
random partitions of the feature space considering the distribution of the data. Figure
1 shows a visualization of the Mondrian tree, which is similar to decision trees in their
splitting mechanism. The main difference with decision trees lies in the consideration
of the entire feature space for splitting, while Mondrian trees restrict their splits to the
limits defined by the observed data. In other words, if a novel data point falls outside
the hyper-rectangle boundary formed by the existing data points within a category, it
will not be classified under that category, regardless of its proximity to that boundary.
Practically, this helps for the detection and adaptation of drift in the model, since we
do not make assumptions about the space that is unknown to us. The only limitation
of Mondrian Forests compared to Hoeffding-based tree models is the higher space
complexity used by the model [30], which is studied in the next sections.

Figure 1: Visual comparison between Decision Tree (left) and Mondrian Tree (right),
where 𝑥1 and 𝑥2 are the features. The decision tree segments the entire space based on
decision rules (black lines), while the Mondrian tree extends this by creating partitions
(gray rectangles) that capture the maximum extent of the existing data for that split.
Source [17].

2.3 Model Inference Optimization
In this section, we show the techniques used for improving the performance of decision
tree-based models, with a focus on memory footprint and wall time. Wall time, or
real-world time, is the actual duration taken by a process or algorithm to complete
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a task in a computing environment, including all delays like system resource waits
and input/output operations. The goal for many model optimization techniques is to
achieve memory and wall time improvements while keeping the decline in accuracy
non-existent.

This effort intersects two main areas of research: machine learning, which focuses
on refining theoretical models for online learning, and computer systems, which aims
to increase the efficiency of implementation and deployment. We explore potential
optimizations in both domains that might be relevant to our research. In particular, the
investigation looks at decision tree-based models and targets the ARM architecture.

2.3.1 Theoretical model optimization

Hoeffding Trees Memory Optimization Research by Kirkby [15] aims to limit the
memory consumption of the Hoeffding tree algorithm. This is achieved by controlling
the number of tree nodes and deactivating the least promising leaves. Leaves are
evaluated based on their error rates and the probability of examples reaching them. The
tree undergoes periodic memory checks, during which memory usage is evaluated and
adjusted by deactivating the least promising nodes and reactivating more promising
ones to stay within memory limits.

Mondrian Tree Memory Optimization Recent work by Khannouz and Glatard [14]
has advanced the online Mondrian forest classification algorithm for use in scenarios
with limited memory. The authors introduced five strategies to manage out-of-memory
conditions in Mondrian trees, facilitating updates with new data when the memory
limit is reached. Among these, the Extend Node strategy is notable for its performance
over other methods. It works by continuing to update existing nodes while halting
the creation of new ones once the memory limit is reached. Each new data point is
still processed and contributes to the updates of the nodes’ statistical information and
their corresponding dimensional boundaries, i.e. the box of each hyper-rectangle.
Additionally, this paper developed mechanisms for node trimming to improve the
robustness of Mondrian trees against concept drifts. The trimming process selectively
prunes less informative nodes, thus allocating memory to the most relevant parts of the
tree, effectively balancing memory utilization against the need for model adaptiveness
and precision.

2.3.2 Memory layout optimization

Memory layout is an area of interest in studies to optimize CPU cache usage. This
interest arises since accessing the L1 cache is approximately 100 times faster than
accessing DDR memory [3]. Cache layouts leverage spatial and sequential locality.
Spatial locality refers to the tendency of a process to access items that are near those
recently accessed [6]. Sequential locality, a specific type of spatial locality, occurs
when data elements are accessed in a linear sequence, such as iterating through
elements in a one-dimensional array.
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Sequential and spatial locality are beneficial due to the interaction between a
computer’s cache and the memory from which it loads data. This interaction is
based on fixed-size chunks rather than arbitrary-sized requests, which helps streamline
organization and minimize overhead. The chunk size depends on the specific hardware.
For instance, SRAM caches typically use 64-byte "lines," DRAM employs 2-4 KB
"rows," and flash storage or disk drives utilize 4 KB "pages" [5].

The process of loading in chunks allows for the loading of multiple items simul-
taneously if space permits. For example, as shown in Figure 2, when item 1 of the
vector is requested, the block returns items 1 to 8, and these items are loaded if there
is enough space available in the cache.

Figure 2: Example of cache loading a subset of a data block. In the example, when
item 1 is requested, the cache load thes subset item 1 to item 8.

The study by Chen et al. [6] applied memory-locality optimization to the decision
tree model. Specifically, the authors optimized the if-else tree structure by using array
mapping with a Depth-First Search (DFS) approach, in contrast to the Breadth-First
Search (BFS) used in native trees, as shown in Figure 3 . This tree construction
method uses the probabilities of path traversal during inference to optimize cache
behavior, ensuring the most likely paths are prioritized in memory allocation. This
approach results in a reduction of both cache misses and execution time by 70% for
ARM architecture and 75% for Intel servers.

Additional content Appendix B.2 explores additional techniques for decision tree
optimizations. These techniques include Float to Int encoding and Perfect Binary Tree
optimization.

2.3.3 Tree metrics

In this section, we examine the average weighted depth (AWD) metric. This metric is
used to determine the sample distribution of the tree.

Average Weighted Depth The Average Weighted Depth (AWD) helps understand
the distribution of node usage in the tree. As shown in Figure 4, the average depth is
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Figure 3: Naive vs. Optimized memory mapping of decision trees. On the left a
decision tree with node traversal probabilities. On the top right a naive memory
mapping approach where tree nodes are placed consecutively. On the bottom right the
optimized mapping, arranging nodes based on the likelihood of access. Source: [6].

calculated by summing the number of leaves for each layer and computing an average.
In contrast, AWD enhances this calculation by weighting the depth with the node
count at each level. Practically, a high AWD value indicates significant use of the
tree’s deeper layers, whereas a low value suggests that primarily the upper, shallower
layers are used.

Figure 4: Average depth and average weighted depth metrics compared through an
example.

2.4 Drift
One main characteristic in the robotic context to consider while developing a calibration
model is how the behavior of the robot evolves over time. This concept is known as
drift, and more generically it is defined as changes in the underlying patterns of the
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data over time. As explained by Losing et al. [19] there are two types of drift: concept
drift and virtual drift. Figure 5 visually differentiates between these two types.

Figure 5: Concept drift (center) compared to Virtual drift (right). Source: [34].

Concept drift Concept drift, also known as real drift, is characterized by changes
in the distribution of input data. More specifically, it can be defined as the evolution
of data that invalidates the data model. This occurs when the statistical properties of
the target variable, which the model aims to predict, undergo unforeseen shifts over
time. In a robotic setting, this could manifest as gradual wear and tear of mechanical
components or changes in sensor performance. Concept drift can be categorized into
types based on the nature of changes in the data distribution. These include mere
concept shift, where adjustments to the model parameters can be made smoothly to
accommodate the drift, and rapid concept shift, which necessitates the use of active
methods.

Virtual drift Virtual drift differs fundamentally from concept drift in that it involves
variations in the interpretation or perception of data, rather than changes in the data
distribution itself. An intuitive example would be a scenario where a robot repetitively
performs the same movement. The data collected in this case would represent only
that specific movement, not the robot’s full range of capabilities. While such a pattern
might initially seem indicative of concept drift, it’s actually a case of virtual drift.
This occurs because the consistent repetition leads to a narrowed perception of the
robot’s operational scope, giving the illusion of a drift in the underlying concept when
in reality, it’s a drift in data perception or collection scope.
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3 Methods
In this chapter, we outline the different steps of the thesis project, divided into three
phases. The first phase involves model development, focusing on the implementation
of a decision model in Rust. The second phase involves algorithmic optimization,
improving the model’s efficiency. The final phase involves applying this model in a
robotic context.

3.1 Model Development
The implementation work of this project aims to implement the Mondrian Forest model
in Rust. This implementation is based on different existing Python implementations.
Currently, there are two well-known public implementations of the model: River1
and OneLearn2. Both of these implementations are well-established and extensively
tested, but they add a lot of complexity as they implement abstract functions to fit
multiple models throughout the repository. For this reason, a third implementation is
used for guidance. The repository in question is provided by nel2153. This repository
contains a comprehensible code structure and offers examples that help in the practical
application of the algorithm. After the initial porting of the code, adaptation to the
River code structure ensureing it follows the same function calls as the River library,
thereby improving readability for the River team.

Dataset For the development and testing of the new implementation, we use one
synthetic dataset for classification andone for regression, bothgeneratedby ScikitLearn.
Specifically, we utilize the datasets.make_classification and datasets.make_regression
interfaces. This tool allows us to generate a classification dataset by specifying the
number of samples, features, informative dimensions, and clusters per class. For our
tests, the number of informative dimensions matches the number of features, thus
creating an exponentially more difficult problem as the number of features increases.
This methodology is preferred over using standard datasets during development
since it provides the flexibility to control the number of samples and complexity,
enabling the testing of various aspects including overfitting and underfitting. To ensure
reproducibility, the code for generating the datasets used in the experiments is provided
in Appendix C.2.

Evaluation The Rust reimplementation is benchmarked against its Python counter-
part in terms of execution time, specifically measuring wall-time execution. Wall-time
execution refers to the total elapsed time taken for the program to run from start
to finish, including factors such as input/output operations and time spent on other
processes.

1https://riverml.xyz/latest/
2https://onelearn.readthedocs.io/en/latest/
3https://github.com/nel215/mondrianforest
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Performance The performance of the two implementations needs to be comparable,
so we monitor it to ensure neither one significantly outperforms the other. For
classification tasks, we use accuracy as the performance metric, and for regression
tasks, we use mean squared error (MSE).
Accuracy is calculated as:

Accuracy =
Number of Correct Predictions
Total Number of Predictions

Mean Squared Error (MSE) is calculated as:

MSE =
1
𝑛

𝑛∑︁
𝑖=1

(𝑦𝑖 − �̂�𝑖)2

where n is the number of data points, 𝑦𝑖 is the actual value, and �̂�𝑖 is the predicted
value.

We measure these metrics consistently, as any significant deviation indicates a
potential error in the implementation of one or both solutions.

3.2 Model Optimization
In this work, we implement the optimizations described by Chen et al. [6]. We focus
on implementing array optimization techniques by sorting feature vectors to prioritize
sequential access to the most common vector items. This method utilizes spatial
locality caching, which, as explained in Section 2.3.2, reduces cache misses and
execution time of the program. The comparative analysis involves both the optimized
variant and the baseline model developed in the previous iteration.

3.2.1 Tree data structure

In this context, one major part of this phase involves understanding how to best store
the features of the model, e.g., in vectors, arrays, or structures, to adapt the code for
cache optimization techniques. The common data structure implemented in Python,
named tree vector representation, does not take advantage of spatial locality caching.
For this reason, the tree struct representation, presented in the work by Tabanelli et al.
[28], is implemented in our project. Below are the two implementations in comparison.

Vector Representation The memory layout in this data structure consists of
multiple vectors, where each vector represents one attribute of the tree, and each item
of the vector corresponds to one node. For example, as shown in Listing 1, one vector
corresponds to the split value of each node, and another vector represents the split
feature.

Struct Representation The second data structure uses a single vector for the entire
tree, where each item contains a struct of the node. As shown in Listing 2, the struct
contains both the branch feature and the branch split value. When accessing an item
of the vector, all the values needed are available, respecting memory locality.
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Vector<int> left_pnt;
Vector<int> right_pnt;
Vector<float> split_value;
Vector<bool> split_feature;
...

Listing 1: Representation of the tree with vectors.

Struct Node {
int left_pnt;
int right_pnt;
float split_value;
bool split_feature;
...

}
Vector<Node> tree_nodes;

Listing 2: Representation of the tree with struct.

Data Structures Differences As shown in Figure 6, the primary difference between
the two data structures lies in their use of spatial locality. In the first structure, spatial
locality is utilized to load one attribute for many nodes. In contrast, the second
structure loads all attributes for the requested node, along with all attributes from the
neighboring nodes. As a result, the vector representation loads too many items into
the cache, evicting the items before they can be accessed in sequence. This leads to
significantly more data cache misses, causing slower execution. On the other hand,
the struct representation maintains better cache locality, minimizing cache misses and
resulting in faster execution.

3.2.2 Memory footprint

One metric to consider for the optimizations we apply is the memory consumption per
node. Below is the list of attributes taken by each node in a 64-bit architecture for
both data structures:

• parent, left, right pointers: unsigned integer, 8 bytes
• time, threshold: float, 4 bytes
• feature: unsigned integer, 8 bytes
• is_leaf: bool, 1 byte
• range_min, range_max: vectoroffloating points, 4 bytes each, shape[n_features]
• n_labels: unsigned integer, 8 bytes

Classification specific:

• sums, sq_sums: vector of vectors of floating points, 4 bytes each, shape
[n_labels, n_features]

• counts: vector of integers, shape [n_labels]
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Figure 6: Memory block representation of the Vector data structure (top) and Struct
data structure (bottom). The requested item (green) also loads neighboring values
(blue). In this example, the cache line can take up to 8 values. For the Vector data
structure, it loads all 4 items, while for the Struct, it loads 2 items.

• n_features: unsigned integer, 8 bytes

Regression specific:

• count: unsigned integer, 8 bytes

Summing up the space taken by each node. The classification task is dependent on the
number of labels and features, for a total of 57 + 8𝑛features + 8𝑛labels · 𝑛features + 4𝑛labels
bytes. Conversely, the regression task is dependent only on the number of features, for
a total of 57 + 8𝑛features bytes. Taking an example for classification with 20 features
and 5 labels, the size for each element is 557 bytes. For regression with the same
number of features, the size for each element is 137 bytes. Considering an average
consumer CPU, the amount of L1 cache typically embedded per core is 64 KB. Thus,
we can contain 117 nodes in the cache for classification and 478 nodes for regression.
Regarding the number of nodes transferred at once from the memory to the CPU,
considering paging for DRAM varies depending on the technology, either 2 or 4 KB,
we load 3 or 7 nodes for classification and 14 or 29 nodes for regression.

3.2.3 Node access pattern

Mondrian Forest in an online setting differs from the traditional decision tree model as
it does not simply traverse nodes from root to leaf. This necessitates further analysis of
the node access pattern to understand the impact of the optimizations. In this section,
we explore the patterns in different cases of fitting a new record, together with the
impact it has on the sorting performance.
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Simple Visit When fitting a new record without inserting a new node, the sole
action required is updating the node counters. Figure 7 illustrates the steps involved.
Initially, in steps A and B, nodes 1 and 2 are visited. Then, in step C, node 3 is visited
and its counter is increased by one. Following this, in steps D and E, we backtrack
through the stack, incrementing the counters of nodes 2 and 1 by one. Considering
the overall impact of this visit, both in the forward and backward steps, we consider
neighbor values, thus making use of spatial locality caching.

Figure 7: Visited node pattern during a simple visit.

Add a node When fitting a new record and expanding the tree by inserting a new
node, the number of nodes we access increases. Figure 8 shows the steps involved
when expanding the tree upwards. First, in step A, we visit the child node 2. Here, the
algorithm requires that a new node is grown between nodes 1 and 2. Therefore, in step
B, we add a new node 5 as the parent of node 2 and node 6 as its sibling. Afterwards,
in step C, we go back in the stack and update node 5’s counter using the sum of nodes
6 and 2. As a last step, in step D, we update the counter of node 1 using the sum
of nodes 5 and 3. In this progression, we see in steps C and D how the succession
breaks. In detail, in step D, we update the counter of node 1 with the values from
nodes 5 and 3, which means we access three distinct parts of the vector. Generally,
in the forward steps until the creation of the new node, we take advantage of spatial
locality for caching, while we do not make use of it during the backward steps.

Impact of node access patterns The number of simple visits and visits that
require adding a new node are not constant throughout the execution of the algorithm.
Online Mondrian forests require the creation of new nodes depending on the additional
size of the space we split. The smaller the volume we include in a new split, the less
likely we are to split. This translates into having a smaller number of splits later in the
execution of the program. If we apply sorting of the nodes to optimize caching at the
point where the program creates a negligible number of new nodes, we can still have
the benefits of cache optimizations even in the fitting steps of the algorithm.
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Figure 8: Visited node pattern during insertion of a new node. The new node is
inserted as a parent of an existing node.

3.2.4 Evaluation

Evaluation of this method considers the number of L1 cache misses and wall time
execution. Additionally, a secondary criterion is the model’s accuracy, which we
measure to ensure consistency across various versions of the project.

Time Measurement When measuring execution time, we record the wall time. For
each iteration, we consider only the time for the fit and predict steps, excluding steps
like loading values from memory and sorting the vector.

Removing Variability To accurately measure the impact of caching optimization in
this project, certain parameters of the model are fixed. We limit the number of trees to
one and set a maximum number of nodes, allocating space for them at the beginning
of the execution. This approach prevents the inclusion of the time-consuming process
of reallocating the vector when it exceeds its maximum size, which could skew the
results. These measures ensure that the results are not affected by such anomalies and
eliminate outliers that might otherwise occur in the findings.

Removing stochasticity When measuring time execution and cache misses to
measure performance improvements in online machine learning methods, consistency
across tests is important. In offline methods, the most widely used strategy, as used by
[6], is to separate training and validation, measuring the performance gap only in the
latter. Specifically, they fully train the model on the training dataset and then apply the
optimizations only in the inference phase, which yields consistent results across runs
in decision trees. In online learning, this is not possible since an iteration includes
prediction followed by fitting of that same sample. The Mondrian Tree involves a
random process during training, which means we generate a different tree for each
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run, making fair benchmarking between optimized and non-optimized versions of
the model impossible. Specifically, the Mondrian Process involves stochasticity by
sampling values from a distribution. To ensure consistent results from sampling, we
calculate, instead of sampling, the expected value of that distribution. For instance,
instead of using Exponential(𝜆) we use 1/𝜆. This does not have any impact on the
accuracy of the model if we use only one tree during the execution of the program,
and enables consistency between runs.

3.3 Robotic Application
The goal is to understand if we can use the developed model in production and motivate
the choices behind it. We test models for regression on one dataset, study the behavior,
and discuss techniques needed to run the model on a small compute with techniques
regarding model reduction and model limitation.

Data Both versions of the models, regression and classification, are tested on robotics
data. The goal is to understand if this model has a low footprint and performs well
in terms of accuracy, not only in general tasks, as studied in the previous sections,
but specifically in the automation environment. We have one dataset per task, chosen
to be large enough to have a measurable impact on performance. Tests show that the
regression model processes more than 50,000 samples per second, so datasets smaller
than one million samples take a negligible amount of time to execute. However, the
implemented model currently processes a single CSV file for execution and must fit in
memory. To evaluate the model’s effectiveness, we consider both its memory footprint
and its accuracy.

Memory Footprint One measurement taken into consideration in this part is the
memory footprint of the model. We measure memory footprint using the massif tool
by Valgrind. This tool creates snapshots throughout the execution of the program,
recording the Useful Heap Memory, used for the program’s data structures and dynamic
allocations, the Allocator Overhead, overhead added by the memory allocator, and
the total memory usage that sums the two. In the experiments, we are interested in
measuring the total allocated memory.

The parameters studied in the memory footprint study are based on the number of
trees and the number of features. Moreover, for the classification task, the number of
labels is considered.
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4 Result
In this chapter, we present the results. All results presented here are obtained on a
system running Ubuntu 22.04 within WSL2. The hardware configuration includes an
Intel i7-13800H CPU. Each physical core of this CPU has 480 KB of L1d cache, 320
KB of L1i cache, 12.5 MB of L2 cache, and a shared 24 MB L3 cache.

4.1 Model Development
Time Execution We evaluate the Python and Rust models using the synthetic
dataset, with reproduction details provided in Appendix C.1. The synthetic dataset
generates 2 informative dimensions, 1 cluster per class, 2 features, and 100,000
samples. The test is conducted 40 times to calculate the average and variance. As
illustrated in Figure 9, the Rust implementation’s execution time for classification
with a 95% confidence interval is 2.87 ± 0.01 seconds, compared to Python’s 10.48
± 1.23 seconds. For regression tasks, Rust records an execution time of 0.47 ± 0.01
seconds, while Python takes 13.34 ± 0.18 seconds. This equates to approximately
35,000 samples per second for classification and 213,000 for regression.

(a) Regression (b) Classification

Figure 9: Wall-time execution of Rust compared to Python.

Rust Throughput A common metric in assessing online machine learning models is
throughput, measured in terms of records processed and memory usage. We calculate
the throughput of the Rust application, assuming that the program inputs CSV files
with each float containing 16 digits. For classification, each record includes two
features, each requiring 18 bytes, and the label requiring one byte, totaling 37 bytes
per record. In regression, we have the same number of features, but the output value is
one float, resulting in 54 bytes per record. Based on the average execution times, the
throughput for classification in Rust is 1.29 MB/sec, and for regression, it is 11.49
MB/sec.
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4.2 Model Optimization
In this section, we examine the results of the model optimization strategy. The details
for reproducing these experiments are provided in Appendix B.1.

The results are based on a synthetic dataset designed so that the number of nodes
in the decision tree grows linearly, as illustrated in Figure 10. We adopt this strategy to
ensure that any correlation between execution time and the number of nodes in the tree
can be excluded in subsequent results. Both datasets comprise 500,000 samples. At the
end of the training, the classification task tree results in 79,127 nodes, while regression
generates a tree of 739,599 nodes. This indicates that the probability of adding a new
split, which introduces two new nodes, is approximately 8% for classification and
about 74% for regression.

(a) Regression (b) Classification

Figure 10: Node count during program execution with the synthetic dataset. Data is
measured every 1,000 records.

Sequential Accesses The impact of our algorithm is measured by the number of
nodes accessed sequentially during execution. Sequential access is defined as visiting
two nodes that are neighbors in the vector during tree traversal. For instance, visiting
the node at position 5 in the vector followed by the node at index 6 is sequential,
whereas visiting index 5 followed by index 7 is non-sequential. This metric is measured
during the inference step for each record processed, from root to leaf. Figure 11 shows
that sequential accesses increase from 2% to 94% for classification and from 8% to
66% for regression.

4.2.1 Time execution per iteration

In this section, we present results regarding the execution time for each iteration, which
involves two steps: training and inference. To visualize the execution time throughout
the program, the data is grouped into chunks of 50,000 iterations. This chunk size is
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(a) Non-optimized - Regression (b) Non-optimized - Classification

(c) Optimized - Regression (d) Optimized - Classification

Figure 11: Ratio of sequential node accesses during execution.

selected to balance having a small window size while avoiding excessive variability
between chunks. In these experiments, the algorithm applies optimizations for every
1,000 samples, and the time taken to apply these optimizations is not included in the
iteration time. Moreover, the results are not biased by variations in the tree’s shape
since the process is deterministic; thus, the tree generated in all the experiments is
the same, making the median value shown in the plots a highly accurate performance
metric.

Optimization overall impact The total execution time for each iteration is shown
in Figure 12. The total execution time includes both training and inference steps.
Throughout the program’s execution, the time taken by both the base model and the
optimized version increases. In the last iteration, there is a median improvement
of 18.5% for regression and 8.2% for classification with the optimized version. To
understand the reason for this performance gap between the two tasks, it is necessary
to separate the training and inference steps.
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(a) Regression (b) Classification

Figure 12: Execution time per iteration, including both training and inference.

Optimization in Training The impact of our optimization algorithm on the training
step is shown in Figure 13. The results indicate a relatively small improvement between
the optimized and non-optimized versions of the algorithms, with an improvement of
7.1% for regression and 5.8% for classification.

(a) Regression (b) Classification

Figure 13: Impact of optimization on the training step.

Optimization in Inference The optimizations for the inference step demonstrate
considerable improvements in performance, with a 34.4% enhancement observed in
the regression task and an 11.2% improvement in the classification task.
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(a) Regression (b) Classification

Figure 14: Optimization impact in the inference step.

Optimization Cost and Gain Results shown in Figure 15 present the time required
to implement the optimizations and the resulting performance gains relative to the
number of nodes in the decision tree. This experiment uses the regression model, with
optimizations applied every 100,000 iterations. At each optimization point, the time
required to update the model is recorded, and the cumulative performance gain since
the last optimization is plotted. The results indicate that at the 400,000th iteration,
applying the optimization results in a vector sorting time of 0.298 seconds, with a
total time gain of 0.092 seconds over iterations 400,000-499,999. Considering that the
regression model adds nodes 74% of the time for our synthetic dataset, and assuming
a linear relationship between the number of nodes and both time gain and time cost,
we achieve a gain in execution time if nodes are added less frequently than 16% of the
iterations.

4.2.2 Motivation behind optimization

In this section, we present the depth metrics necessary to understand the behavior
behind the performance observed in the execution time plots and the performance gap
between regression and classification.

Depth Metrics The shape of the tree is analyzed using three depth metrics: maximum
depth, average depth, and optimal depth. Maximum depth is the length of the longest
path from the root to a leaf. Average depth represents the mean depth of all nodes
in the tree. Optimal depth is the theoretical minimum depth for a perfectly balanced
binary tree, which is the upper bound of the logarithm base 2 of the number of nodes.
As illustrated in Figure 16, the maximum depths are 32 for classification and 192 for
regression, the average depths are 22 and 32, respectively, while the optimal depths
are 20 and 17, respectively.

31



(a) Time spent (b) Time gained

Figure 15: Sorting time gained vs. spent.

(a) Regression (b) Classification

Figure 16: Depth metrics including optimial depth, average depth and max depth.

Average Weighted Depth The following hypothesis examines the potential corre-
lation with average weighted depth (AWD). As shown in Figure 17, the AWD shows
an overall upward trend in both instances, following the trend of the maximum depth.

4.3 Robotic Application
This section evaluates the model’s memory footprint and performance within a robotic
application context. We use one dataset for each task: regression and classification, to
assess the model’s performance in different predictive scenarios. The experiments run
the model across the entire dataset, taking periodic snapshots to measure the memory
footprint throughout the program’s execution. The memory consumption reported in
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(a) Regression (b) Classification

Figure 17: Average weighted depth.

the plots represents the total memory at the snapshot with peak usage. The datasets
used in these experiments, along with the data cleaning and feature engineering steps,
can be reproduced following the instructions provided in Appendix C.4.

The regression task includes the One Year Industrial Component Degradation
dataset4. This dataset predicts the degradation of cutting blades in a Vega shrink-
wrappermachine over the span of a year. The configuration usedduring the experiments,
detailed in Appendix C.4, comprises 200,000 records and 8 features. Each tree
generated has 384,070 ± 140 nodes. For the classification task, we use the Genesis
demonstrator dataset5, which predicts the operational state of the machine. This dataset
includes 16,221 samples with 9 labels and 19 features.

Results in Figure 18 address both memory footprint and performance for each task.
The analysis indicates that memory consumption increases linearly with the number
of trees. Within a 95% confidence interval, each tree consumes 121.3 ± 3.1 MB for
classification and 5.6 ± 0.7 MB for regression. Performance, measured in terms of
accuracy for classification, is 0.127 and 0.096 for 1 and 10 trees, respectively. For
regression, the mean squared error is 0.888 and 0.936, respectively.

4https://www.kaggle.com/datasets/inIT-OWL/one-year-industrial-component-degradation
5https://www.kaggle.com/datasets/inIT-OWL/genesis-demonstrator-data-for-machine-learning
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(a) Memory Footprint for Regression (b) MSE for Regression

(c) Memory Footprint for Classification (d) Accuracy for Classification

Figure 18: Performance and memory footprint as a function of forest size. Perfor-
mance is quantified using Mean Squared Error for regression tasks and Accuracy for
classification tasks. Forest size is represented by the number of trees.
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5 Conclusion
In this chapter, we present the discussion on model development, optimization, and
the robotic application of the model.

5.1 Model Development
Time Execution and Throughput The Rust implementation significantly out-
performs the Python version, being 3 times faster for classification and 28 times
faster for regression. This performance difference can be attributed to the nature of
compiled languages like Rust, which generates optimized machine code, in contrast to
interpreted languages like Python, which introduces runtime overhead. The throughput
results reflect the efficiency of Rust in processing large datasets quickly, particularly
in scenarios involving regression tasks. The disparity in speed between regression and
classification models is further analyzed in subsequent sections.

These numbers represent the lower bound of performance that we can guarantee. It
is important to note that these throughput figures are not fixed and can vary depending
on the model’s hyperparameters, such as the number of features and labels. Follow-up
tests show that the model’s speed is not significantly affected by an increase in the
number of features. In fact, there is almost a fivefold increase in throughput with five
times more labels, indicating that the throughput does not diminish significantly with
additional features. This metric is chosen as the guaranteed lower bound for processing
speed. Therefore, much better throughput could be achieved with real-world datasets.

5.2 Model Optimization
Sequential Accesses The implementation of the vector sorting algorithm results in
a substantial increase in sequential accesses, with improvements of 58% for regression
and 92% for classification. This demonstrates that the algorithm provides a significant
enhancement in both cases. From the plots, it is evident that the ratio of sequential
accesses stabilizes early in the program’s execution: around 2,000 iterations for
classification and about 30,000 iterations for regression. This suggests that it may not
be necessary to sort as frequently as every 1,000 iterations. However, even if sorting is
delayed until after the ratio of sequential accesses has converged, any newly appended
nodes may still remain unsorted, potentially affecting performance.

Optimization time result To evaluate the impact of vector sorting optimization on
the execution time of the Mondrian Forest, we address RQ1: How does vector sorting
optimization on the online implementation of Mondrian Forest affect the model’s
execution time? The results indicate that the optimization yields an 8% speedup for
classification and an 18% speedup for regression. This enhancement in performance
can be primarily attributed to improved utilization of spatial locality.

Why is Classification Slower? The disparity in speed between regression and
classification can be attributed to several factors:

35



• The amount of computation required to process one sample in classification
is higher, as each node must store and process statistics for all classes present
in the dataset. The optimized models indicate that, on average, a full iteration
for classification takes 65.1 ms, compared to 9.6 ms for regression, showing a
substantial slowdown in the classification model.

• The inference step in the Mondrian Forest for classification involves variance-
aware estimation to account for data variability, which requires multiple vector
multiplications. This is reflected in the results, where the inference step is, on
average, 5 times slower than the training step.

• The classification task generates significantly deeper decision trees compared
to regression. In our experiments, the average depth and optimal depth are 20
and 22, respectively, for regression, while they are 17 and 32, respectively, for
classification. This means that the model for this task generates a tree that is
much more unbalanced, which may affect the performance of the model.

These factors contribute to the following outcomes:

• The computational time significantly outweighs the time saved through spatial
locality caching. Although the optimization technique reduces the iteration time
by 2 to 5 ms, this saving is minimal compared to the total computation time of
around 60 ms per iteration.

• Due to the larger node size in classification, fewer nodes can be loaded into
memory with spatial locality. As explained in Section 3.2.2, the average node
size for classification is four times greater than for regression. This results in a
lower number of nodes stored in the cache and cache lines, necessitating more
frequent access to RAM.

Node Access Pattern Analyzing the breakdown of processing times for training
and inference in the regression model reveals that both steps benefit from better
utilization of spatial locality. Specifically, for the training step, the non-optimized
model starts at 6.0 ms and shows an 11% improvement, while the inference step
begins at 5.8 ms with a 27% improvement. This indicates that the processing times
for training and inference are roughly the same for the non-optimized model. The
primary difference in performance gain is due to the node access pattern. As discussed
in Section 3.2.3, inference has a much higher rate of sequential accesses compared to
training, which results in greater benefits from optimization for the inference step.

Variability The analysis of execution time per iteration reveals significant variability
in the results, as shown by the long whiskers in the box plots. This variability arises
from the structure of the tree, where the path from root to leaf can vary substantially
based on the number of nodes encountered. Specifically, iteration length is directly
influenced by the depth of the tree: deeper paths result in longer iteration times, while
shallower paths correspond to shorter iterations. Therefore, this high variance is not
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due to an insufficient sample size but rather to the inherent differences in path lengths
within the tree. The median value is thus used as a representative measure of the tree’s
average depth.

How Often to Apply the Optimizations? Addressing RQ2: What is the optimal
frequency for applying optimizations? The results show that in our experiment, it is
beneficial to sort the nodes if we add nodes in less than 16% of the iterations. In
real-world datasets, we expect the number of nodes added after 100,000 iterations
to be much below 1%, thus making the gains multiple times higher compared to the
costs of applying the optimizations. In a more general automation context, we should
optimize the model once the tree is stable and does not grow many more leaves. To
give a safe estimate, we benefit from sorting the model when it is adding nodes in less
than 1% of the iterations.

Motivation Behind Optimization An important observation is that the performance
improvement from the sorting optimization technique is correlated with the tree’s
structure. Specifically, the speedup is not linked to the number of sequential accesses
but rather to depth metrics such as maximum depth and average weighted depth. As
explained in Section 2.3.3, this behavior indicates that the leaves in the bottom layers
of the tree are actively used. This suggests that the memory layout optimization has
the most significant impact when the tree grows and the bottom layers are frequently
accessed. The increased average traversal length in such scenarios enhances the
benefits of memory locality, thereby improving the algorithm’s performance.

Optimization Limitation

• The optimizations we propose are closely tied to the number of features and, for
classification tasks, the number of labels in the datasets we are training on. In
cases where there is a very large number of features, such as 100, the paging
size may only be able to load one node at a time. This negates the benefits of
spatial locality caching, rendering our algorithm ineffective. Therefore, when
choosing datasets to apply these optimizations, we must consider the number
of features, the number of labels, and the paging size, as explained in Section
3.2.2. It is important to determine in advance if the paging can load multiple
nodes simultaneously to ensure the effectiveness of the optimizations.

• The optimizations should also consider the CPU load, especially if multiple pro-
cesses are running concurrently. In scenarios where other processes frequently
interrupt, memory and cache could be overwritten often, leading to diminished
optimization results. This necessitates evaluating the operational environment
to balance the optimization frequency and the overall system performance.
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5.3 Robotic Application
With experiments on real-world datasets, the results show that the model works
effectively for various robotics tasks. The two implications regard both performance
and memory footprint.

Performance The performance in both tasks exhibits a pattern of diminishing
returns. In the context of edge computing, this means that we can choose the forest
size based on the performance we expect from the model. In our experiments, the
models achieve good results with just 6 trees, with minimal improvements in terms of
MSE and accuracy beyond this forest size.

Memory Footprint Addressing RQ3: How does the number of trees impact the
memory footprint of the model in a robotic controller? We examine the results in a
real-world context. The memory taken by the model increases linearly with the size
of the forest. This simplifies deployment options significantly, as we can accurately
calculate the memory footprint in the controller. We can deploy the model only if
there is sufficient space, and if the controller is expected to undergo a high load, we
can trade off some accuracy by loading a model with a smaller forest.
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6 Future works
In this chapter, we explore follow-up studies that can complement our work. This
chapter presents ideas for future testing regarding model optimization steps and
techniques that could be applied to further adapt the model for deployment in a robotic
environment.

6.1 Model development
Tradeoff to Maximize Throughput A follow-up study could measure the tradeoff
between the number of features and throughput maximization. As explained in Section
4.1, the observed throughput is low because it represents the guaranteed minimum
throughput for every dataset. Therefore, by increasing the number of input features,
the throughput should increase correspondingly.

6.2 Model Optimization
Multiple Tree Setting In our experiments, we limit the number of trees to one.
Future work should involve testing with multiple trees to determine if the sorting
optimizations remain effective in this scenario. We hypothesize that even with multiple
trees executed on a single core, the cache locality benefits will persist if the execution
order follows that shown in Listing 3. The benefits should remain since both the
predict and fit functions run from root to leaf within each specific tree, thus continuing
to utilize cache-locality advantages.

for each sample:
for each tree:

tree.predict(sample)
for each tree:

tree.fit(sample)

Listing 3: Multiple Tree Setting

One necessary algorithmic change in the implementation to support multiple tree
settings is to reintroduce stochasticity so that each tree returns different values. As
explained in Section 3.2.4, we replace these variables with expected values to achieve
consistent results across different runs. Removing the debug statements in the code is
the only step necessary to achieve this.

Export/Load Weights In this project, we measure execution time during the
program by computing the wall time. This measurement is effective, but it does
not account for the total execution time across all processors when libraries use
multi-processing, known as CPU time. To measure CPU time, we cannot rely on
in-code measurements as we do for wall time, and instead need a utility like the time
Linux utility. For this utility to function correctly, the entire program execution must
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be included in one executable file. Currently, the program applies optimizations within
the same executable file, which means the utility would also count the time taken for
these steps.

As shown in Figure 19, the solution is to implement the ability to export and load
the weights of the model. This approach effectively splits the program execution into
two phases. In the first phase, we fit the model for a fixed number of iterations, then
either sort or do not sort the nodes in the tree, and export the weights. In the second
phase, we load the weights and continue fitting the tree for a fixed number of iterations.
The execution time results from the second phase are then benchmarked, allowing us
to compare the performance between the optimized and non-optimized versions.

Figure 19: Export and load weights to measure CPU execution time in optimized and
non-optimized versions.

6.3 Robotic Application
Support for streaming data In this project we could not process a very large
amount of data. Efforts were made to process a large dataset of 3B rows, the Newyork
city Taxi Trip Records Dataset6, but in the process of tranforming Parquet files to
CSV, the size of the dataset made in impossible to load the entire dataset in memory.
In the future we expect this model to either have the functionality to load partially the
file, or streaming the file with a message queuing service such as Apache Kafka.

Base Model In the industrial context, generalization to multiple environments is
needed. The optimal scenario involves a model that performs well without prior

6https://www.kaggle.com/datasets/microize/nyc-taxi-dataset

40

https://www.kaggle.com/datasets/microize/nyc-taxi-dataset


experience in the specific environment where it is deployed. The base model would
need to be trained offline, with a limitation on the number of layers. We should deliver
a base model with fixed parameters, which necessitates implementing a model export
and import functionality in Rust.

Adaptive Environment Even with a pretrained base model, decision models like
Mondrian Trees do not adapt to new environments as their decisions, once made,
remain static during program execution. To address this, models such as Hoeffding
Anytime Trees [20] and Adaptive Decision Forests [11] have been proposed, which
can revise splits and adapt to new environments. In a robotic context, these adaptive
models may yield better results by continuously adjusting to changing conditions.

Model Reduction To further optimize our model, we propose model reduction
techniques, which address the challenge of reducing the number of nodes after
convergence without losing accuracy. The Multi-Valued Decision Diagrams (MDD)
method can be implemented to further optimize the model, improving both memory
footprint and execution time.

MDD is a modeling technique developed by Nakahara et al. [22] that restructures
the decision model to reduce the size in terms of memory. It works by representing
multiple decision paths within a single diagram, effectively collapsing redundant
nodes and edges to streamline the decision process. As shown in the example in
Figure 20, we can represent the decision boundaries more compactly using MDDs
compared to binary decision trees. This compact representation reduces both the
model complexity and the number of steps required from root to leaf, resulting in a
significant performance improvement.

Figure 20: Comparison between BDT (middle) and MDD (right) in a classification
space (left). Source [22].

In the Mondrian Forest model used in our study, this approach is not directly
applicable in an online learning context but can be suitable for offline methods.
Considering the online setting scenario, as shown in Figure 21, during the fitting
procedure, the Mondrian Tree model would need a class "unclassified" to store the
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volume that does not fall under a specific class. At this point, in order to classify the
new record, we would require the information from the hyperbox we fall inside to
decide how to split the tree, which we are not storing in the MDD. For this reason,
Mondrian forests in an online setting are not implementable. However, we could
implement this technique if we eventually switch from online to offline learning. In
an automation context, this could happen if we use the online learning algorithm to
converge to a certain threshold, transforming the tree into an MDD, and then use
that only for inference. This approach could benefit from both the fine-tuning to the
environment provided by online learning and the memory savings the MDD provides
once we fit the new environment.

Figure 21: Multi-valued decision diagrams applied to Online Mondrian Tree.

Model Limitation Another approach for reducing the memory footprint of the tree
is model limitation, where we limit the growth of the tree. Limiting the depth of a
decision tree is an effective way to ensure the model does not grow infinitely. Mondrian
Forest already balances the tree well in most cases since it calculates the probability
of splitting based on the space it is partitioning, making it less likely to have a split in
the deeper layers, especially in real-world datasets. However, there are still datasets
that can make the tree grow indefinitely, as shown in our experiments in Figure 10. In
our results, the model shown in the plots has been trained on the Synthetic dataset,
and in this case, it is not converging given the random sampling characteristics of the
dataset. In such cases, limiting the depth of the tree to a fixed height is required so
that the robotic compute does not run out of memory.
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A Robotic
In this appendix, we explore related works regarding robot calibration techniques.

Why calibrating? One goal of this project is to apply the incremental learning model
to improve the robot’s calibration model. The calibration model in a robot ensures that
the robotic arms’ movements align precisely with programmed coordinates, mitigating
the risk of errors caused by factors such as vibrational disturbances. The calibration
model improves accuracy in robotic arm movements in specific tasks, such as assembly
lines, where even minor deviations can lead to significant product defects.

Robot position measurement Calibration methods primarily focus on pinpointing
the position of the robot’s end-effector, the component at the tip of a robotic arm
utilized for tasks like spraying, welding, and handling. One common tool used for
measuring the robot’s end-effector is the laser tracking system, as shown in Figure A1.
This system operates by projecting a laser beam onto a target, typically a sphere fixed
to the end-effector, then calculating the end-effector’s position in 3D space based on
the time taken for the laser light to reflect back. An example of a laser tracking system
is by Jiang et al. [13], conduct a study using the Leica tracking system. This system,
depending on its specific model, exhibits an uncertainty range between 10-300 𝜇𝑚

and is capable of collecting data at a rate of up to 1,000 points per second.

Figure A1: Experimental Setup. Laser tracking system (left), Robot (right). The laser
tracking system captures the position of the robot’s end-effector. Source: [13].

A.1 Error sources
End-effector error types When we talk about robot calibration, we need to consider
the different types of errors that we try to compensate for with the calibration model.
As mentioned by Gadringer et al. [10], the two distinct errors that should be considered
in this regard are positioning error and orientation error:
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• Positioning Error: Refers to the difference between the intended or programmed
position of the robot’s end-effector and its actual position.

• Orientation Error: Refers to the difference between the intended or programmed
orientation (angle) of the robot’s end-effector and its actual orientation.

Error sources When building a calibration model, we should take into account
different error sources. Li et al. [18] divides these sources of errors into three major
categories:

• Deterministic Error: Remains constant over time and can be measured in
advance, e.g., geometric errors in joint connections.

• Time-Varying Error: Changes over time according to predictable patterns, e.g.,
errors induced by temperature fluctuations in the machine.

• Random Error: Non-predictable and can’t be measured beforehand and typically
fixed with statistical methods, e.g., external vibration or operational errors.

Each error source brings different challenges that require different models to
address them. In the next section, we examine state-of-the-art models that aim to fix
deterministic errors.

A.2 Calibration method approaches
In this section, we explore the different existing calibration models to adjust for
calibration errors. According to Eletta et al. [9], calibration models can be classified
into model-based and model-free approaches.

Model-based calibration This method involves creating a detailed mathematical
model of the robot, which includes parameters like joint angles, link lengths, and other
geometric factors. It may also incorporate non-geometric factors like joint stiffness.
The model predicts the robot’s behavior and is refined based on calibration data to
improve accuracy.

Model-free calibration This approach, also known as non-parametric calibration,
doesn’t rely on a detailed model of the robot. Instead, it focuses directly on the
measurement data from the robot’s performance to make necessary adjustments. This
approach may use methods like polynomial approximations to compensate for errors
directly based on observed data, without needing to consider the underlying physical
or geometric model of the robot.

A.3 Calibration models
Various model-based calibration frameworks exist. In this section, we examine the
two predominant models used in the literature: kinematic and dynamic.
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Kinematic model Serial robots are composed of a series of linked segments
connected by joints. The kinematic model describes the relationship between the joints
by applying geometry to study the movement. One example of a kinematic model is
the D-H model, which according to Li et al. [18], is the most used kinematic model as
of 2021. It works by fixing the link coordinate system at the link joint, allowing for a
simplified representation of joint movements and link orientations.

Dynamics model In practical applications, robotic operations are influenced by
forces and torques, diverging from the kinematic model’s assumption of rigidity and
its exclusion of flexibility or external forces. The dynamics model, which builds
upon the foundational kinematic model, incorporates additional layers of physical
interactions. These interactions include not only the forces and torques but also account
for factors such as inertia, friction, and interrelations among the robot’s components.
One example of a dynamics model is the stiffness model. As explained by Nubiola
and Bonev [23], this model is designed to characterize the elasticity of a robot. This
model includes the behavior of each joint as a variable, specifically omitting joints
that are oriented along the gravitational axis, thus focusing on those components most
affected by elastic deformations under operational loads.
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B Extra model optimization
In this appendix, we explore additional model optimizations.

B.1 Model optimization
In this section, we detail how to reproduce the results for model optimization. These
steps require the generation of the dataset. The version used to generate these results
is commit 51969627. Below are the instructions to run the four cases, which include
classification/regression and optimized/non-optimized scenarios.
# Classification - Not optimized
# Set line 55 in ’examples/classification/synthetic.rs’ to:
# const CACHE_SORT: bool = false;
RUSTFLAGS=-Awarnings cargo run --release --example synthetic

# Classification - Optimized
# Set line 55 in ’examples/classification/synthetic.rs’ to:
# const CACHE_SORT: bool = true;
RUSTFLAGS=-Awarnings cargo run --release --example synthetic

# Regression - Not optimized
# Set line 55 in ’examples/regression/synthetic_regression.rs’ to:
# const CACHE_SORT: bool = false;
RUSTFLAGS=-Awarnings cargo run --release --example synthetic -

regression

# Regression - Optimized
# Set line 55 in ’examples/regression/synthetic_regression.rs’ to:
# const CACHE_SORT: bool = true;
RUSTFLAGS=-Awarnings cargo run --release --example synthetic -

regression

Listing 4: Script Execution for Synthetic Model Testing

B.2 Model optimization
Float to Int encoding The recent work by Hakert et al. [12] introduces FLInt, an
operator that eliminates the need for floating-point hardware by performing floating-
point comparisons using only integer and logic operations. The researchers provide a
formal proof demonstrating its ability to preserve model accuracy while eliminating
floating-point computations during inference. The implementation of FLInt in low-
level realizations of random forests maintains model accuracy, and experimental
evaluations on ARMv8 architectures show execution time reductions of approximately
30%.

Perfect Binary Tree One modification we can introduce is the redistribution of the
tree nodes. Typically, the tree in this model tends to grow asymmetrically, meaning

7https://github.com/MarcoDiFrancesco/light-river-cache/tree/5196962
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it develops more branches on one side than on another. Our approach precludes
adding more nodes at runtime; instead, we establish a perfect binary tree by allocating
the necessary memory at the start of execution and fixing the tree size based on the
maximum height it can reach. For instance, a height of 10 would yield 1023 nodes.
This strategy imposes a limitation on the original algorithm since it restricts the
maximum depth that can be achieved. Furthermore, given that trees in real-world
datasets often grow non-symmetrically, this results in a larger memory footprint
compared to traditional Mondrian Forests.

Figure B1: Two decision trees, one binary perfect (left) and one asymmetric (right).
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C Reproducibility
In this appendix, we explore the repository structure and commands in detail for
reproducibility. This appendix contains only the code that is not already in the
repository.

C.1 Model development
Time execution The script runs for 40 iterations. A flag is set for the program
execution to avoid showing warnings during the testing of the model. This does
not change the performance of the model execution and only makes the script more
readable. The flag release is set to avoid memory safety features running in the
background. We noticed a 45x speed slowdown during tests if we do not set this flag.
In the repository, this command is run at commit ec2109a8. In the Python script, the
prints for accuracy and count nodes were removed, keeping only the one to print the
execution time.
# Classification
for i in {1..40}; do
echo "RUN: ${i}" >> run_synthetic_clf_rust.txt
RUSTFLAGS=-Awarnings cargo run --release --example synthetic >>
run_synthetic_clf_rust.txt

echo "RUN: ${i}" >> run_synthetic_clf_python.txt
python python_baseline_synthetic_clf.py >>
run_synthetic_clf_python.txt

done

# Regression
for i in {1..40}; do
echo "RUN: ${i}" >> run_synthetic_reg_rust.txt
RUSTFLAGS=-Awarnings cargo run --release --example synthetic -
regression >> run_synthetic_reg_rust.txt

echo "RUN: ${i}" >> run_synthetic_reg_python.txt
python python_baseline_synthetic_reg.py >>
run_synthetic_reg_python.txt

done

Listing 5: Script Execution for Synthetic Model Testing.

C.2 Dataset generation
Here are the two variants for generating the classification and regression datasets. In
both classification and regression, the number of features and informative features
is the same. The number of redundant features is fixed to zero, and the clusters per
class are set to one for all the tests conducted for this project. The reason we keep the
dataset simple is that the goal of this project is not to measure accuracy extensively

8https://github.com/online-ml/light-river/tree/ec2109a
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but rather to evaluate performance. Generating more complex datasets would only
result in longer wait times during experimentation. Although we also test a higher
number of parameters, we found a reasonable waiting time with these parameters.
from sklearn.datasets import make_classification
from sklearn.datasets import make_regression
import pandas as pd

# Comment either Classification of Regression
# Classification
n_features = 2
X, y = make_classification(

n_samples=100000,
n_features=n_features ,
n_informative=n_features ,
n_redundant=0,
n_clusters_per_class=1,
n_classes=3,

)

# Regression
X, y = make_regression(

n_samples=100000,
n_features=n_features ,
n_informative=n_features ,

)

# Create DataFrame
df = pd.DataFrame(X, columns=[f"feature_{i}" for i in range(1,

n_features+1)])
df["label"] = y

# Classification
df.to_csv("syntetic_dataset_v?.csv", index=False)
# Regression
df.to_csv("syntetic_reg_dataset_v?.csv", index=False)

Listing 6: Dataset generation for classification and regression of the synthetic dataset.

C.3 Valgrind
Valgrind is a programming tool used for memory debugging, memory leak detection,
and profiling. The following command runs Valgrind with the Massif tool to analyze
the heap memory usage of the program. The output is saved to a file, which can later
be interpreted using the ms_print utility.
valgrind --tool=massif --massif-out-file=massif.out target/release/

examples/machine_degradations ms_print massif.out

Listing 7: Valgrind command for heap analysis.

The results of the heap memory analysis look like this:
-------------------------------------------------------------------
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n time(i) total(B) useful-heap(B) extra-heap(B)
-------------------------------------------------------------------
77 17,234,778,062 126,234,488 117,305,727 8,928,761
78 17,395,228,840 126,529,408 117,512,171 9,017,237
79 17,555,679,528 126,799,728 117,701,395 9,098,333
80 17,716,131,842 127,093,568 117,907,083 9,186,485
81 17,764,227,659 127,193,648 117,977,139 9,216,509

Listing 8: Result of the heap analysis.

C.4 Robotics Dataset
Regression For the regression test, we merge multiple CSV files containing data
on industrial component degradation, preprocess the data by removing the timestamp
column, and limit the dataset to 100,000 rows. We then train a RandomForestRegressor
with one tree on a subset of 10,000 rows to predict motor torque. The mean squared
error (MSE) for this model is 0.0704.
import pandas as pd
import os
from sklearn.model_selection import train_test_split
from sklearn.ensemble import RandomForestRegressor
from sklearn.metrics import mean_squared_error , r2_score

csv_dir = ’one-year-industrial -component -degradation’
csv_files = [f for f in os.listdir(csv_dir) if f.endswith(’_mode1.
csv’)]

dataframes = []
for file in csv_files:

file_path = os.path.join(csv_dir, file)
df = pd.read_csv(file_path)
dataframes.append(df)

merged_df = pd.concat(dataframes , ignore_index=True)
merged_df = merged_df.drop("timestamp", axis=1)
merged_df = merged_df.iloc[:100000]
merged_df.to_csv(’one-year-industrial -component -degradation.csv’,
index=False)

X = merged_df.drop(columns=[’pCut::Motor_Torque’])[:10000]
y = merged_df[’pCut::Motor_Torque’][:10000]
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size
=0.2, random_state=42)

regressor = RandomForestRegressor(random_state=42, n_estimators=1)
regressor.fit(X_train, y_train)
y_pred = regressor.predict(X_test)
mse = mean_squared_error(y_test, y_pred)
r2 = r2_score(y_test, y_pred)
print(mse, r2)

Listing 9: Dataset generation for regression.
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Classification For the classification test, we use a dataset containing state machine
labels. We preprocess the data by separating features from labels and split it into
training and testing sets. We train a simple RandomForestClassifier with one tree and
achieve an accuracy of 0.9238 on the test set.
import pandas as pd
from sklearn.model_selection import train_test_split
from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import accuracy_score , classification_report

state_machine_labels = pd.read_csv(’data/Genesis_StateMachineLabel.
csv’)

X = state_machine_labels.drop(columns=[’Label’])
y = state_machine_labels[’Label’]
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size
=0.2, random_state=42)

rf_classifier = RandomForestClassifier(random_state=42)
rf_classifier.fit(X_train, y_train)
y_pred = rf_classifier.predict(X_test)
accuracy = accuracy_score(y_test, y_pred)
classification_rep = classification_report(y_test, y_pred)
print("Accuracy:", accuracy)

Listing 10: Dataset generation for classification.
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