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ABSTRACT

This research investigates the impact of lexical alignment in a healthcare chatbot on the user’s
understanding of the provided information and their trust in the chatbot providing this informa-
tion during an information-seeking task. Previous research shows alignment to be essential
for successful communication and leads to enhanced interaction and evaluation of agents in
human-agent dialogue, therefore, this research explores the potential benefits of lexical align-
ment in addressing discrepancies in language use between healthcare professionals and pa-
tients due to varying health literacy levels (referring to the ability to obtain, understand, and use
health information and services to make appropriate decisions regarding one’s health).

In order to do so, a chatbot was developed to answer questions related to a hypothetical diag-
nosed disease and proposed treatment, with its responses either lexically aligning with the user
or not. An experiment was conducted with a total of n = 24 participants, randomly assigned to
either the lexically aligning chatbot or the non-aligning chatbot. Lexical alignment was realised
by replacing predefined placeholders in the chatbot’s responses with the participant’s preferred
term, obtained through a questionnaire done at the start of the experiment. The interaction
between participant and chatbot was based on a predefined scenario explaining the hypotheti-
cal diagnosed disease and proposed treatment for the participant, about which they could ask
questions to the chatbot. After this, an understanding test on the content discussed with the
chatbot as well as a questionnaire on perceived trust were conducted.

Results showed that participants often preferred different terms than the original terms used
as placeholders, highlighting the relevance of alignment. However, no statistically significant
differences in understanding and trust between conditions were found. This can be explained
by several limitations of this research, including the educational background of the participants,
which could haveminimised health literacy level discrepancies between chatbot and participant.
Future research should consider the limitations and explore alternative alignment strategies to
confirm or reject the findings of the current research. Post-experiment interviews revealed that
participants in the non-aligning condition perceived the chatbot’s language as difficult and ex-
pressed not having asked for clarification in case they needed it, whereas those in the aligning
condition perceived the chatbot’s language as less difficult and indicated they asked for clar-
ification if needed. The lack of lexical alignment was suggested to potentially decrease trust
in chatbots based on a study indicating lower health literacy levels lead to decreased trust
in professional health-information sources and the observed difficulties in understanding and
obtaining information without lexical alignment in the current research. Additionally, trust in
the chatbot was found to be closely related to epistemic authority, which is attributed to doc-
tors based on their qualifications, titles, and expertise. This was demonstrated by participants
preferring to use healthcare chatbots over platforms such as Google to ask health-related ques-
tions based on the perceived reliability and accuracy of the sources used by the chatbot.

In conclusion, while the research did not find significant effects of lexical alignment on under-
standing and trust, valuable insights into the perception of language use, its influence on the
interaction with a healthcare chatbot, trust, and the concept of epistemic authority were gained.
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1 INTRODUCTION

Chatbots, and especially human-agent dialogue, are a popular field of research in which a com-
puter programme is designed to have a conversation with a human being, usually in written form
over the internet. Currently, chatbots are used in a variety of different fields, from well-known
applications in e-commerce as customer service chatbots such as Billie from Bol.com [1] to var-
ious applications in other fields, with a rapid increase in using chatbots in the field of healthcare
[2, 3, 4].

Despite the broad applications of chatbots, they are not perfect yet. One area of interest to
potentially improve human-agent dialogue is alignment, a well-researched concept in human-
human dialogue that has gained interest in human-agent dialogue as well. Alignment describes
how interlocutors in a conversation naturally agree on using similar linguistic representations
[5]. This can be on the lexical level, which means two interlocutors start using similar words or
phrases; the syntactic level, meaning two interlocutors start using similar speech patterns; and
the semantic level, meaning two interlocutors start to share higher levels of representations,
such as dialogue acts [6]. Alignment has been argued to be an essential aspect of successful
communication, leading to an increased interest in implementing this feature in human-agent
dialogue (e.g., [6, 7, 8, 9, 10, 11]). Various studies on the implementation of lexical alignment in
human-agent dialogue yield promising results, enhancing both the interaction between humans
and agents as well as the evaluation of the agents.

Considering the various domains in which chatbots are employed, challenges arising due to the
use of chatbots can differ. Considering the rapid increase in the use of healthcare chatbots,
challenges related to the exchange of information between healthcare professionals and pa-
tients become important to consider in the development of chatbots in the domain of healthcare
[2, 3, 4]. A common problem present in the exchange of health-related information between
healthcare professionals and patients includes patients experiencing problems understanding
the information provided by healthcare professionals, which can often be attributed to the dif-
ference in health literacy levels between patients and professionals [12]. More specifically,
the patient is unable to properly understand the specialised vocabulary and complex language
used by the healthcare professional in the information that is conveyed [12, 13, 14]. Research
focusing on this specific issue suggests adjusting the language used to convey health-related
information to match the everyday language used by the patient [12, 13]. However, by doing
this, difficulties arise related to whether the everyday language is the same across different cul-
tural groups. More specifically, the interpretation of such everyday language can be different
across various cultural groups, influencing the understanding of the provided information [13].
Furthermore, trust has shown to be a relevant concept regarding the problems in the health-
related information exchange between professionals and patients, as research has shown a
trustful relationship between healthcare professionals and patients can enhance information
exchange [15, 16]. Additionally, trust is positively linked to better access and understanding
of information, as well as influencing how individuals use various health-related information
sources, further highlighting the important role of trust in the context of health-related informa-
tion exchange [17, 18]. Another important aspect to consider related to trust is the limited trust
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both healthcare professionals and patients are known to already have regarding the potential
use of healthcare chatbots [2, 19, 20].

Based on that, this research will explore how the lexical alignment of a healthcare chatbot with
the user during an information-seeking task impacts both the user’s understanding of the pro-
vided information as well as their trust in the chatbot providing the information. This leads to
the following research question:

How does the lexical alignment of a healthcare chatbot with the user during an information-
seeking task impact the user’s understanding of the information provided and their trust in the
chatbot providing the information?

In order to answer the research question, an experiment was conducted in which participants
were asked to chat with a chatbot to obtain information about a hypothetically diagnosed dis-
ease and proposed treatment. The experiment had a between-subject design in which partic-
ipants interacted with either the chatbot lexically aligned with their language or with the chat-
bot responding with template answers that were similar to how medical information is usually
conveyed by healthcare professionals. Participants took part in two questionnaires. One ques-
tionnaire is designed to test the participant’s understanding of the information provided by the
chatbot, and another is designed to measure the participant’s perceived trust in the healthcare
chatbot. By answering the research question, new insights are obtained to help with the devel-
opment of chatbots, especially in the context of a healthcare chatbot. Moreover, this research
provides insights about the way health-related information could be conveyed.

In the upcoming chapters, a detailed description of the process of this research will be pro-
vided. Chapter 2 offers background information on chatbots, including their history as well as
the common challenges and considerations. In addition to this, the chapter has a particular
focus on the use of chatbots in healthcare, describing the current landscape as well as the spe-
cific challenges and considerations in this context. Moreover, the concepts of health literacy
and epistemic authority are introduced. Chapter 3 reviews related work in the on alignment,
examining both alignment in human-human dialogue as well as alignment in human-agent di-
alogue. Chapter 4 discusses the relevant aspects of the experiment, followed by the details of
the chatbot implementation and pilot testing in Chapter 5. Then, the experimental results are
presented in Chapter 6, followed by a discussion on the main contributions and suggestions
for future research in Chapter 7. Finally, Chapter 8 provides the conclusion of this research.
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2 BACKGROUND

In this chapter, relevant background information for this research is provided. To begin with,
a general introduction to chatbots, including their history, challenges, and considerations, is
provided. Following this, an overview is provided of chatbots specifically used in healthcare,
starting with a description of the current landscape, after which the challenges and considera-
tions are addressed. Additionally, the concepts of health literacy as well as epistemic authority
are being discussed.

2.1 Chatbots

Over the years, people have been interacting more and more with chatbots [2, 3, 21]. Within
the domain of e-commerce, the integration of customer service chatbots has become partic-
ularly prevalent [2]. Some well-known examples include the IBM Watson assistant and Billie
the chatbot from Bol.com [1, 22]. The Cambridge dictionary defines a chatbot as a computer
programme designed to have a conversation with a human being, usually over the internet [23].
They can differ in the purpose they are designed to fulfil. Chatbots with the goal of providing the
appropriate information to the user’s questions are called informative chatbots [2, 24, 25]. This
can, for example, include providing a schedule of the movies that play in the cinema when the
user asks for information on movies in the cinema. Chat-based or conversational chatbots are
designed to have more humanlike conversations, hence, to behave more as a human compan-
ion during the conversation [2, 24]. Lastly, task-based or transactional chatbots are created to
help the user carry out certain tasks, for example, buying a cinema ticket [2, 25]. These diverse
purposes of chatbots highlight the large range of applications chatbots can be used for, besides
the well-known e-commerce applications.

To accomplish communication with the user, the chatbot relies on natural language processing
(NLP) [2]. NLP can be seen as the part of artificial intelligence that focuses on making ma-
chines understand human languages [26]. NLP consists of natural language understanding
(NLU) and natural language generation (NLG) [2, 26]. NLU allows the machine to understand
the provided human language by extracting the meaning and relevant information [2, 26]. Sub-
sequently, the extracted meaning and relevant information obtained by NLU is used in NLG
processes to provide the user with meaningful human-like responses [2, 26].

2.1.1 History of chatbots

The first chatbot, ELIZA, was already established in 1966 by Joseph Weizenbaum [27]. ELIZA
is a chatbot designed to simulate text-based conversations between humans and agents [3, 27].
It made use of simple pattern matching and a template-based response mechanism, enabling
a comparison of the given input with predefined patterns stored in its database to then select
an appropriate response from a predefined set of responses [27, 28].
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Already, with this rather rudimentary chatbot, people seemed to believe they were conversing
with a real human. This, in combination with the increased popularity of the Turing Test, re-
sulted in a rise in building more advanced chatbots [28]. In the Turing Test, developed in 1950
by Alan Turing, a participant interacts with a human and a machine. By asking written ques-
tions, without knowing which is which, the participant must guess which is the machine and
which is the human [29]. In the case where the machine ”passes” the Turing Test, it is good
enough to trick the participant and, hence, mimic human behaviour [28, 29].

With the increased interest in building more advanced chatbots, A.L.I.C.E., inspired by ELIZA,
was built by Wallace in 1995 [30]. A.L.I.C.E. is like ELIZA in the way that it makes use of
pattern-matching to understand what the user is saying [27, 30]. However, it is extended with a
new language called Artificial Intelligence Markup Language (AIML) [30]. AIML can be seen as
a collection of rules in the NLU in order to let the chatbot reply appropriately to the input [2, 31].

Since then, advances in artificial intelligence and NLP have made notable improvements pos-
sible since ELIZA and A.L.I.C.E. [2, 3, 21]. This resulted in smart personal assistants such
as Amazon’s Alexa, Apple’s Siri, or Microsoft’s Cortana that are well-known nowadays [3, 21].
Moreover, in the last couple of years, another significant advancement occurred: OpenAI’s
Generative Pre-trained Transformer (GPT), emerging as a widely used chatbot made by Ope-
nAI [32].

Currently, GPT-4 is capable of human-level performance on several professional and academic
assessments [32]. GPT-4 is a large-scale multimodal model that provides users with a textual
answer to either text- or image-based inputs. By being able to understand context, coherent
and contextually relevant responses are generated, resulting in a high level of mimicking hu-
man conversation [32].

2.1.2 Challenges and considerations

The evolution of chatbots over the years also comes with challenges and considerations. In
the following, some of them will be highlighted to provide the reader with insights into issues
that are still relevant within the context of this research.

As new technologies, such as chatbots, become more widely used, trust emerges as an impor-
tant concept [15, 33, 34, 35]. Research in human-computer interaction highlights the fact that
people tend to attribute human characteristics to computers and form trusting relationships with
them [35]. This trusting relationship plays an important role in the acceptance and adoption of
novel technologies such as chatbots [33, 34, 36, 37]. Considering the challenge associated
with the adoption of chatbots, namely, the expected behavioural shift of users, the importance
of this trusting relationship is emphasised. Such a behavioural shift expected of users may
include a transition from well-known behaviours such as sending emails or making phone calls
to chatting with a chatbot instead [2]. It is necessary to consider that it might take time for
someone to adjust to the advancements chatbots bring along. Furthermore, the ”old” way of
doing things should not disappear completely, instead, one should be encouraged to make use
of the new type of interaction (chatbot), but should be able to fall back on the well-known way
of doing things (e.g., making a phone call to the helpdesk) [2].

For a chatbot to be successful, the ability to effectively communicate with humans is essen-
tial [2, 21]. Despite the enormous amount of research done in the field and the technological
advancements, quite some chatbots are not able to comply with the expectations users have
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regarding effective communication, which results in frustration and dissatisfaction [2, 21]. An
important aspect here is that most current chatbots still suffer from issues regarding intent
recognition [2, 21]. Intent recognition is an important aspect of a successful conversation, as
it is the part in which the chatbot extracts the relevant meaning and information from the input
provided by the user in order to understand what the user wants and what should be responded
to [2, 26]. In the case that the chatbot recognises the wrong intent or no intent at all, it is not able
to respond appropriately to the user. This leads to frustration and, depending on the domain in
which the chatbot is used, other detrimental effects [21]. For example, in the case of customer
service, when the chatbot is not able to help the customer properly with his or her complaint
or question, the chance of the customer coming back might decrease compared to a helpful
interaction.

Furthermore, in human-human conversation, one can talk with informal and non-standard lan-
guage, which still causes problems such as misunderstandings during or breakdown of the
dialogue between human and agent [8]. Often, agents struggle to understand and generate
the inherent natural dialogue that humans possess, including aspects such as situatedness,
context awareness, expressing social functions, and non-standard language [8]. Situatedness,
for instance, is when one asks a chatbot about movies playing in the nearby cinema, the chat-
bot provides a list of movies in the cinema relevant to the user’s location. Context awareness
allows the chatbot to adjust its response to previously provided information by the user. For
example, when the user has shared a preference for Pathé cinemas over Kinepolis cinemas,
the chatbot can adjust its search accordingly. Chatbots being able to express social functions,
are for example, those in customer service designed to express empathy during interactions.
Lastly, the use and understanding of non-standard language includes the use of emojis, slang,
or other informal language.

2.2 Chatbots in healthcare

In Section 2.1, the large range of applications in which chatbots can be used was already dis-
cussed. While chatbots might be well-known in the realm of e-commerce, where they fulfil a
role in customer service, they can also play an important role in healthcare [2]. At present, the
use of chatbots in healthcare is experiencing a rapid increase [3, 4]. The current main use of
chatbots in healthcare is focused on alleviating the workload of healthcare professionals (in-
cluding physicians, nurses, and other clinicians) in various ways [2, 4].

2.2.1 Current landscape of healthcare chatbots

The chatbots used in the healthcare domain serve various purposes. Each type of chatbot is
designed to fit a specific need or challenge a user could encounter in the field of healthcare. A
rather large group of chatbots is designed to assess the symptoms of the user. These chatbots
are usingmedical databases in combination with healthcare professionals to evaluate the health
of a user based on the specific symptoms the user is experiencing [38, 39, 40, 41, 42]. Taking
into account the various types of chatbots discussed in Section 2.1 (informative, chat-based, or
task-based), these healthcare chatbots will be typically described as informative chatbots. The
main aim of these chatbots is to provide the user with relevant information and guidance related
to the assessment of the user’s health, which fits the aim of an informative chatbot [2, 25].

Another group of healthcare chatbots focuses solely on accessing health-related information.
These chatbots are designed to make information access easier and, in this way, help cer-
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tain patients or groups of people, for example, cancer patients or cancer survivors [43]. By
making relevant information for a user more accessible and actionable, the constant reliance
on healthcare professionals is decreased, which will increase independence in making health-
related decisions. Similarly to the previously discussed types of chatbots, these chatbots fit the
type of informative chatbots, as the primary goal is to provide the user with the information they
are looking for [2, 25].

Yet another group of chatbots takes a more coach-like role regarding the user’s health, this in-
cludes increasing emotional health or reaching a certain body weight goal [44, 45]. This is done
by having a conversation between chatbot and user in which several psychological techniques
are applied to, for example, improve the user’s emotional and psychological health [44, 45].
These chatbots are an example of chat-based chatbots as the user is engaged in human-like
dialogues where the chatbot takes on the role of a human companion [2, 25].

It is important to note that many of these chatbots were not designed to replace the entire role
of a professional, but rather as an addition. For example, often a feature is incorporated to
be able to talk to a healthcare professional every hour of the day [43, 46]. Another commonly
implemented function is to help the user find the closest relevant medical resources (e.g., a
doctor’s office, a pharmacy, or relevant apps) [39, 42, 47]. These chatbots clearly share in-
formative elements that are key for informative chatbots, however, the primary focus is not to
provide information to the user. The goal of these chatbots is to provide the relevant information
necessary to assist the user in completing certain actions, such as being able to communicate
with a healthcare professional or going to the pharmacy, which fit with task-based or transac-
tional chatbots [2, 25].

2.2.2 Challenges and considerations

The use of chatbots in healthcare is a factor that increases challenges arising from both health-
care professionals and patients [2]. Well-known challenges or difficulties, as discussed in Sec-
tion 2.1.2, will also apply to chatbots used in healthcare. However, similar or new difficulties
are even more relevant in this domain.

In Section 2.1.2, the importance of the concept of trust related to the overall acceptance and
adoption of novel technologies such as chatbots was already discussed. With the use of a
chatbot in the context of healthcare, additional challenges related to trust play an important
role [15, 18, 35, 48]. Both healthcare professionals and patients experience difficulties regard-
ing trust in the use of healthcare chatbots. Healthcare professionals lack confidence in chat-
bots taking on roles involving decision-making for which typically medical advice is necessary,
whereas patients often lack trust in the information provided by the chatbot. More specifically,
they worry about the possibility of the chatbot making unreliable predictions, e.g., providing in-
correct or inaccurate information [2, 19, 20]. Additionally, empirical research done by Clayman
et al. [48] looking into the differences in use of health information and trust in this information
highlighted that people base their attitudes, beliefs, and behaviours on the health information
sources that they trust [48].

Where healthcare professionals have served as the primary source of health information for a
long time, the rise of internet use has diversified the sources of health information available to
patients [16]. The various types of healthcare chatbots that are currently available for patients
show that chatbots play a role in the transfer of health information, see Section 2.2.1. With this,
the important aspect of communication in healthcare, especially the exchange of health-related
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information, becomes relevant in chatbots as well [12, 49]. Problems in the communication of
health-related information can adversely impact a patient’s health outcomes [12, 50, 16]. These
problems can often be attributed to patients misinterpreting or misunderstanding the provided
information [12, 49, 50, 51]. This is generally a result of a disparity in the level of communication
the healthcare professional utilises and the patient’s level of understanding, emphasising a
gap between communication strategies used in health-related information exchange between
healthcare professionals and patients and the successful communication of such information
[12, 14].

2.3 Health literacy

Considering the importance of communication and especially the information exchange in health-
care and the problems associated with it, health literacy emerges as an important concept as it
can facilitate effective communication between healthcare professionals and patients [12, 14,
50, 51]. Health literacy can be defined as the ability to obtain, understand, and use health infor-
mation and services to make appropriate decisions regarding one’s health [12, 14, 50, 51]. Sev-
eral studies demonstrate the detrimental effects of limited health literacy on health outcomes,
such as worse health status, increased hospitalisation rates, medication errors, or missed ap-
pointments [12, 14, 52]. The likelihood that healthcare providers will encounter problems related
to the health literacy of patients is highlighted by a systematic review conducted in the United
States that discovered that 26% of subjects had an insufficient health literacy level and 20%
had marginal (minimal) health literacy [14].

2.3.1 Understanding

A person’s health literacy level depends on various factors, including their general literacy skills
(ability to read, write, and understand written material), cultural factors, the complexity of the
information provided, and their experience in the healthcare system, with general literacy skills
being the most important factor [12, 50, 51]. While most people with rather low general literacy
skills often have limited health literacy as well, it is important to note that limited health literacy
is not exclusive to individuals with low general literacy. Individuals with average literacy levels
and even highly literate individuals experience difficulties understanding information provided
by healthcare professionals. These difficulties are often attributed to the use of vocabulary and
concepts that are unfamiliar to those outside the medical profession or study, as well as the
more complex language with which the information is written [12, 13, 14]. This results in in-
dividuals often not being able to properly understand the provided health-related information,
leading to poor health outcomes [12, 49, 50, 51].

Several studies related to health literacy and health information exchange propose to adjust the
language used in conveying information to the patient in order to limit these difficulties [12, 13].
Egbert and Nanna [13] propose to do this by using plain language in information exchange,
which means substituting medical and technical terms with everyday language. However, by
applying this strategy, the question arises whether the everyday language of one cultural group
is the same for another cultural group. Egbert and Nanna [13] underscore the significance of
recognising the differences in meaning of words across different ethnic and age groups. With
this, the cultural sensitivity of communication strategies and the importance of considering ad-
justing communication strategies in order to be able to effectively convey information across
different cultural groups are highlighted. A manual for clinicians on health literacy proposes ba-
sic steps to improve communication between healthcare professionals and patients [12]. These
include conveying the information at a slower pace, using plain or non-medical language, mak-
ing use of pictures or drawings, limiting the amount of information provided at once, asking
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questions to confirm whether the patient understands what was said, and making sure the pa-
tient feels comfortable asking questions. Here, the plain or non-medical language is explained
as ”living-room language” or ”the language of the family”, which is often referred to as the way
in which one would explain something to a family member rather than a colleague [12]. How-
ever, in this case, similar problems as with the solution of Egbert and Nanna [13] will arise,
namely, what can be seen as ”living-room language” or ”the language of the family” across
different cultural groups. More specifically, challenges related to whether the meaning of cer-
tain words is consistent across different groups and whether these groups eventually have the
same understanding of the concept explained arise. Where both of these methods try to im-
prove the patient’s understanding of medical information provided by a healthcare professional
by using plain, non-medical language, both highlight the possible problems in understanding
this information due to possible variable interpretations of words used across different cultural
groups.

2.3.2 Trust

As discussed in Sections 2.1.2 and 2.2.2, trust is an important concept in the application of
chatbots in general as well as in the field of healthcare. As described in the domain of human-
computer interaction, trust consists of both interpersonal trust as well as technological trust
[33]. Interpersonal trust is related to the social connections between the trustor and trustee
[33, 53]. For example, in the case of a chatbot, interpersonal trust refers to the bond between
the user (the trustor) and the chatbot (the trustee), which is shaped based on the experiences
during the interaction. Technological trust, on the other hand, is related to the technological
structure underlying the chatbot that is required to have successful outcomes during the inter-
actions [33, 53]. In the case of a chatbot, technological trust refers to the confidence the user
has in the underlying technological infrastructure that is necessary for the chatbot to be able to
provide the service that is expected.

Within the field of healthcare, interpersonal trust between doctors and patients plays an im-
portant role. If this relationship is good, it allows the patient to rely on the doctor as, among
other things, a main source of information regarding health-related matters [15, 16]. By creat-
ing a trusting relationship between doctor and patient, information exchange can be enhanced
[15]. Besides this relationship, the trust one has in the provided health-related information is
positively associated with the level of ease in accessing, locating, and understanding the infor-
mation [17].

Accessing, locating, and understanding are closely related to the concept of health literacy,
which is explained as the ability to obtain, understand, and use health information and services
to make appropriate decisions regarding one’s health [12, 14, 50, 51]. Accordingly, Chen et al.
[18] investigated whether there is an association between an individual’s health literacy level
and the individual’s use and trust in several health information sources. The results indicate
that a lower health literacy level was associated with less trust in the information provided by
healthcare professionals. On the other hand, this lower health literacy level was associated
with increased trust in information provided by less professional platforms such as television or
social media [18]. This, in combination with the notion that a trustful relationship can increase
the success of information exchange, shows the connection between trust, health literacy, and
the exchange of health-related information.
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2.4 Epistemic Authority

In the context of communication in healthcare, particularly in the exchange of health-related
information, epistemic authority should be understood. Epistemic authority refers to the as-
sessment of the knowledge a certain source has within a specific domain, which limits possible
uncertainties in the abilities of that source [54, 55]. For example, the knowledge a cardiotho-
racic surgeon has on heart and chest surgery [56]. Sources that have this epistemic authority
can often be seen as sources on which individuals tend to rely [55]. Related to the relationship
between doctor and patient, patients will rely most on the doctors that have this authority in
order to acquire medical information or knowledge [55]. The concept of epistemic authority is
not limited to doctors, any source can become an epistemic authority [54]. Moreover, various
characteristics contribute to the perceived epistemic authority of a source [54, 55]. Within the
field of healthcare, the fact that doctors are often perceived as possessing this authority can be
attributed to their qualifications, titles, and expertise [54, 55]. This is in line with the original pa-
ternalistic approach known in the field of healthcare, where it is assumed that the doctor always
knows what is best for the patient [57]. In this approach, the doctor is perceived to have a high
level of authority, resulting in having a large role in decision-making processes related to the
patient’s health, whereas the role of the patient is very limited [54, 55, 58]. However, over the
last few years, there has been a shift towards a more patient-centred approach [54, 55]. In this
approach, the patient has a more prominent role in decisions related to their health compared to
the paternalistic approach [54, 55]. With the patient having more authority in decision-making
regarding their own health, the role of the doctor transitions to one focused on providing in-
formation instead of making the decisions. The perceived epistemic authority of the doctor
remains an important aspect even in this more patient-centred approach, as it shapes the way
in which the individual will rely on the doctor to obtain health-related information.

2.5 Conclusion

In this chapter, a general overview of the evolution, applications, and prevalent challenges of
chatbots was provided, with a particular focus on their integration within the healthcare sector.
Due to the advancements in chatbot development, the application possibilities have increased,
going beyond the well-known applications in e-commerce. However, despite the advance-
ments made, several challenges are still present. Difficulties related to the concept of trust,
which can be linked to the acceptance and adoption of chatbots, as well as effective commu-
nication, including intent recognition, and the ability of people to use non-standard language,
are still challenges that need consideration in the adoption and utilisation of chatbots.

Given the general increase in usage of chatbots, an increase in the adoption of chatbots in the
field of healthcare is present. Various types of healthcare chatbots were discussed, each with
the purpose of being informative, chat-based, or task-based. Considering the challenges that
are present in the use of chatbots, the importance of the concept of trust is underscored by
its application within the field of healthcare. More specifically, trust issues on the side of the
healthcare professional as well as the patient are discussed. With the prevalence of chatbots
in the field of healthcare taking on the role of informative chatbots, the relevance of consid-
ering the difficulties present in the exchange of health-related information between healthcare
professionals and patients in the use of chatbots in the field of healthcare is highlighted. This
leads to the relevance of understanding the concept of health literacy, which is known to facili-
tate effective communication between healthcare professionals and patients in cases of similar
health literacy levels.

Understanding is a prominent aspect of the definition of health literacy, which is the ability to
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obtain, understand, and use health information and services to make appropriate decisions
regarding one’s health [12, 14, 50, 51]. By explicitly exploring the reasons behind the lack of
understanding patients have of the health-related information provided by a healthcare pro-
fessional, an important issue is highlighted. Specifically, patients often experience problems
understanding the provided information due to the healthcare professional using words, con-
cepts, and overall language that is unfamiliar to people outside the healthcare field. In order
to address this issue, researchers propose to use plain language in communication between
healthcare professionals and patients. However, this strategy encounters challenges, particu-
larly regarding what can be seen as plain language across various cultural groups. More specif-
ically, research recognised cultural sensitivity in communication strategies as various cultural
groups might have different interpretations of words or attribute different meanings to words.
Diving into the concept of trust, the interpersonal trust between doctor and patient is highlighted.
Especially the positive impact a trusting relationship can have on the information exchange. Be-
sides this, it is highlighted how trust can be related to the concept of health literacy by discussing
the influence of one’s health literacy level on the trust one has in the provided information and
the influence of the sources providing the information on this trust.

In the exchange of health-related information, doctors have traditionally been the main source
of information and decision-making authority regarding a patient’s health. The epistemic au-
thority a doctor is recognised to have based on their expertise shows to be an important aspect
in this view, as patients tend to rely on doctors that have this authority. The shift towards a
more patient-centred approach changes the way in which patients rely on doctors, as patients
are becoming more active in the decision-making process, shifting from the doctor having a
decisive role to a more informative role regarding the patient’s health.

This chapter showed the way in which chatbots can be used, especially in the field of healthcare,
and the common challenges that accompany their application in this field. With this overview,
the relevance of this research is highlighted by the increased use of healthcare chatbots in
combination with the challenges related to trust and information exchange. Considering these
challenges, the concept of health literacy is discussed as well as epistemic authority. In the
next chapter, an overview of related work will be given.
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3 RELATED WORK

This chapter will focus on the related work on alignment. In order to do this, this chapter is
divided into two parts. The first part focuses on the concept of alignment in human-human
dialogue, and the second part will focus on the relevant literature on alignment in human-agent
dialogue.

3.1 Alignment in human-human dialogue

In a conversation between two interlocutors, it is well established that both interlocutors will
align on their ways of speaking by starting to use similar linguistic representations [5]. For ex-
ample, when one interlocutor refers to an object as sofa, the other interlocutor will also refer to
the object as sofa, even if normally the word couch would have been their reference for that
object. This is an example of lexical alignment, which is one of the linguistic levels at which
alignment can occur.

In 2004, Pickering and Garrod [5] proposed the interactive alignment model that underlies di-
alogue. This model describes how interlocutors in a conversation naturally align on different
levels of linguistic representations with the ones of the other interlocutor. This results in having
shared linguistic representations, which is an essential feature of successful communication
[5, 8]. Pickering and Garrod made the assumption that alignment is an automatic process
happening unconsciously [5]. This means that alignment does not occur due to pre-existing
knowledge or assumptions interlocutors have about each other, but rather through priming pro-
cesses. Priming processes entail the activation of certain representations that are associated
with the perceived utterance. For example, if one uses the word bike, then this might activate
the following representations: bicycle, cycle, ride, ride a bike.

Alignment can be observed across different linguistic levels, including the example of lexical
alignment, in which two interlocutors begin to use the same words or phrases, such as the use
of the word sofa instead of couch [6]. In addition to lexical alignment, alignment can also occur
at the syntactic and semantic levels. Syntactic alignment occurs when two interlocutors start
to use similar speech patterns. For example, one interlocutor says, I want to watch Star Wars,
and then the second interlocutor says, I am excited to see Star Wars, instead ofWatching Star
Wars seems exciting [6]. Third, semantic alignment is when the interlocutors start to share sim-
ilar higher levels of representations, e.g., dialogue acts [6]. It is important to note that alignment
on one of these three levels promotes alignment on other levels [5].

3.2 Alignment in human-agent dialogue

While alignment is a well-established phenomenon in human-human dialogue and, according to
the interactive alignment model proposed by Pickering and Garrod [5], considered an essential
aspect for successful communication, it is also a relevant concept in human-agent dialogue.
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The following will dive into the presence of alignment in human-agent dialogue, the different
types of alignment in human-agent dialogue, as well as the effects of alignment by examining
relevant research.

3.2.1 Presence of alignment in human-agent dialogue

The mechanism of alignment in human-agent interactions has been studied by Koulouri et al.
[7] using a Wizard-of-Oz experiment. Participants took part in a visual task with the goal of
navigating a robot in an urban environment using a text-based interface. In the Wizard-of-Oz
approach, another participant without predefined scripts or guidelines was pretending to be the
robot and had to communicate with the other participant to obtain navigation guidelines. The
results showed the presence of alignment in human-agent dialogue, resulting in stabilising and
gradually reducing vocabulary, highlighting its reciprocal nature. Moreover, little alignment dur-
ing the dialogue resulted in less successful interactions. Later, Sinclair et al. [6] looked into
alignment between students and a tutor in a language learning context in both human-human
and human-agent dialogue. More specifically, it was researched whether students learning a
second language would align with an automated dialogue agent (taking the role of a tutor). In
addition, Sinclair et al. [6] looked at the nature of this human-agent alignment to see whether
there exist differences compared to alignment in human-human dialogue, especially focusing
on the degree of engagement the student had during the dialogue. Results indicated the pres-
ence of alignment in human-agent dialogue, but not stronger than in human-human dialogue,
confirming the presence of alignment in human-agent dialogue found by Koulouri et al. [7].
In addition to the evidence provided for the presence of alignment in human-agent dialogue,
the results indicated differences in alignment across dialogues, showing increased variabil-
ity in human-agent alignment compared to human-human alignment. Therefore, Sinclair et al.
[6] suggest different levels of alignment can be related to various levels of student engagement.

3.2.2 Types of alignment in human-agent dialogue

In addition to the research on the presence of alignment in human-agent dialogue, several stud-
ies focusing on human-agent alignment further investigate the types of alignment present.

Suzuki and Katagiri [59] looked into the alignment of prosody in human-agent interactions.
More specifically, the alignment of the user to the prosodic features of a computer was ex-
amined by means of an experiment in which participants took part in a question-and-answer
session with a computer. The prosodic features that were investigated include the loudness of
voice as well as the response latency (the duration of a pause between the end of the utter-
ance of the participant and the start of the utterance of the computer, or vice versa). The results
showed unidirectional prosodic alignment of the participant’s speech during the interaction with
the computer. In cases of increased loudness from the computer, the participant also increased
the volume of their speech. However, this adjustment did not occur in reverse. Similar results
were found for the latency response, where, in the case of a shorter latency response from
the computer, the participant adjusted their latency response as well, but no similar adjustment
was found in the case of a longer latency response from the computer. These results provide
evidence for the presence of prosodic alignment in human-agent dialogue [59].

Stoyanchev and Stent [60] examined both lexical and syntactic alignment in human-agent dia-
logue. They did this by means of an experiment using the Let’s Go! telephone-based spoken
dialogue system that participants interacted with in order to get route information for the bus
[60]. Lexical alignment was examined by analysing how the choice of verbs used by the sys-
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tem influenced the verb form used by the participant in response. Similarly, syntactic alignment
was explored by examining whether participants used action verbs and prepositions in their re-
sponses to the system in case the system used them. The results showed that the participants
were both syntactically and lexically aligned with the system, which provides evidence for the
presence of syntactic and lexical alignment in human-agent dialogue [60].

Research by Cowan et al. [61] examined the presence of syntactic alignment in human-agent
interaction, together with the effect of the conversational partner being a computer or a human,
as well as the influence of voice anthropomorphism on the degree of syntactic alignment. This
was done with a controlled experiment in which participants took part in a game where the
participant and the conversational partner needed to describe and match pictures. The results
showed the presence of syntactic alignment, as well as the alignment being independent of the
conversational partner being a human or a computer, or the level of voice anthropomorphism.
Hence, this research provides evidence for the presence of syntactic alignment in both human-
human dialogue as well as human-agent dialogue [61].

Spillner and Wenig [8] investigated three different levels of alignment: no alignment, lexical
alignment, and lexical alignment together with syntactic alignment. This was done by creating
a chatbot capable of simple information retrieval in the film domain. The chatbot used in the
research utilises templates and rule-based methods to provide answers to the user. To achieve
this, the chatbot either responded with a static answer or an answer where the requested in-
formation was inserted. Three different levels of alignment were implemented: baseline (no
alignment), substitution (lexical alignment), and transformation (lexical alignment as well as
sentence structure alignment). The overall results showed alignment to be beneficial for the
level of frustration and perceived workload. This is in line with research in human-human dia-
logue showing alignment decreases the perceived workload [62].

3.2.3 Effects of alignment in human-agent dialogue

The review of the existing research so far underscored the presence of alignment in human-
agent dialogue and highlighted the different types of alignment that can be implemented. How-
ever, the impact of the implementation of alignment should also be considered.

The research discussed by Spillner andWenig [8] showed some specific effects of lexical align-
ment on interaction outcomes (frustration level and perceived workload). Similarly, research
by Huiyan and Min [9] investigated what influence lexical alignment in human-agent interaction
has on the evaluation of the conversational partner and the interaction itself. This research
employed a text-based interaction where participants had to name and match pictures. In
the aligned condition, the same word as the participant was used, whereas in the misaligned
condition, a different word was used. The findings demonstrated an improved assessment of
the interaction in terms of perceived cognitive demand and response accuracy. Furthermore,
the aligned condition showed an increased liking for the conversational partner. Additionally,
Levitan et al. [63] highlighted the effects of alignment after the validation of an architecture
to incorporate acoustic-prosodic alignment in spoken dialogue systems. Validation of this ar-
chitecture through experimental contexts and pilot testing revealed participants to perceive in-
creased reliability and likability of the system in cases where it showed alignment. In addition
to the previously discussed studies, Nuñez et al. [10] specifically investigated the influence of
lexical alignment on the side of the agent in human-agent dialogue. This was done by means
of an object-naming-matching game in which the virtual agent aligned with the words used by
the user in the first round. However, in the second round of the game, the virtual agent did
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not align with the user. Note that the reversed order was also investigated: the first round of
no alignment and the second round of alignment. The influence of alignment on the perceived
likability, competence, and autonomy of the agent was examined, and the results showed the
competence of the agent to be rated more positively when the agent displayed alignment in the
second round of the game as opposed to only in the first round of the game [10].

Another effect that has been researched is the influence of alignment on the trust between two
interlocutors. Scissors et al. [64] looked into the influence of lexical alignment on the level of
trust between interlocutors in a social dilemma investment game. Participants played several
rounds of an investment game, and after every five rounds, they could communicate with their
partner. In the study, lexical alignment was defined as the recurrence of a word or word phrase
in the dialogue by both the participant and their partner. The results showed that partners
with greater trust exhibited a higher level of lexical alignment compared to partners with lower
trust [64]. Succeeding research by Scissors et al. [65] explored the different forms of linguistic
similarity that influence trust between interlocutors in a social dilemma investment game. This
research extended the previous research by highlighting, for example, that similarity in terms
having positive content, such as happy, had a different influence on trust than the similarity
between terms with more negative content, such as hate. Specifically, the results showed that
the use of similar positive terms during dialogue between interlocutors enhanced trust, whereas
using similar terms with negative content during dialogue diminished trust [65]. Drawing inspi-
ration from this research on alignment and trust, Hoegen et al. [66] developed a voice-based
conversational agent capable of naturalistic multi-turn dialogue with the user as well as the abil-
ity to align with the conversational style of the user. Participants interacted with this agent by
discussing several tasks that were provided to them, for example, scheduling a lunch meeting
with the agent. In order for the agent to align with the conversational style of the participant,
the word choice and utterance length, as well as the prosody and speech rate, were adjusted
to match those of the participant. Results showed that participants exhibiting a conversational
style characterised by higher levels of consideration perceived the agent as more trustworthy
in cases where the conversational styles matched. On the other hand, participants exhibiting
a conversational style characterised by high levels of involvement did not perceive the agent
to be more or less trustworthy, regardless of whether the conversational styles matched or not
[66].

Aside from research investigating the effects of lexical alignment on the perception of the agent
and the interaction, research done by Srivastava et al. [11] investigated the effects of lexical
alignment on the understanding of an explanation provided by a conversational agent. The
explanation provided by the conversational agent was in the context of causes and effects of
lung cancer [11]. In the first stage of the experiment, the users got to see images representing
the concepts used in dialogue in a later stage of the experiment. For each image, the partic-
ipants had to choose the most appropriate word describing it from a drop-down menu. This
word (prime) was used during the dialogue stage of the experiment. The participants either
interacted with an agent aligning with the user, an agent misaligning with the user, or a con-
trol condition in which no dialogue was present. Alignment with the user was implemented by
using the primes the user chose in the first stage of the experiment to describe the specific con-
cept. In the case of misalignment, on the other hand, the answers did not include this prime.
In the case of alignment and misalignment, the users interacted with the agent by having a
dialogue in order to obtain information on the context and causes of lung cancer. In order to
draw conclusions about the understanding of the explanation, measures of recall were used.
The results indicated positive effects of alignment in conversational agents; participants inter-
acting with the agent that incorporated alignment showed a higher information recall compared
to the participants who interacted with the misaligning agent or did not take part in dialogue [11].
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3.3 Conclusion

The discussed research on alignment in human-agent interaction revealed promising results re-
garding its influence on human-agent dialogue. More specifically, alignment has been shown
to lead to more successful interactions as well as an enhanced evaluation of both the con-
versational agent and the conversation itself. Additionally, research was discussed in which
alignment was shown to aid in the participant’s understanding of explanations provided by a
conversational agent about a health-related topic by means of greater information recall.

Despite the limited research done on alignment in the context of healthcare, alignment offers
a valuable concept to address challenges in the exchange of health-related information aris-
ing from differences in health literacy levels. More specifically, alignment makes it possible
to create tailored communication strategies for the dialogue between healthcare professionals
and patients by aligning with the health literacy level of the patient. This is expected to limit
problems in understanding the provided information due to a disparity in health literacy levels
between healthcare professionals and patients or problems related to cultural sensitivity in the
current proposed solutions for the problems in health-related information exchange related to
differences in meanings of words across various cultural groups.

The research discussed on trust and alignment underscored that both concepts are related, as
increased trust between two interlocutors leads to an increased degree of alignment between
the two interlocutors. Additionally, trust has been shown to be closely related to the concept of
health literacy by means of the health literacy level influencing the trust one has in the source
providing the health-related information based on the source’s professionalism, as discussed
in Section 2.3.2. Both of these findings highlight the potential positive influence of alignment
on trust.

Based on the discussed literature, hypotheses are formed for the understanding of the provided
information and the perceived trust in the chatbot. The following hypothesis is set regarding
understanding:

• Integrating lexical alignment with the user in a healthcare chatbot will increase the under-
standing the user has about the provided information by the chatbot.

And the hypothesis for the perceived trust is:

• Integrating lexical alignment with the user in a healthcare chatbot will increase the per-
ceived trust in the chatbot.
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4 METHODS

The discussed research on alignment in human-agent dialogue yields promising results re-
garding communication. However, there is limited research focusing on the implementation of
alignment in chatbots in the healthcare domain. Given the challenges that exist regarding infor-
mation exchange in the field of healthcare, the combination of both appeared to be a valuable
area for research. Therefore, this research aimed to evaluate the effect of lexical alignment in
a healthcare chatbot during an information-seeking task on the understanding the participant
has of the provided information and the perceived trust in the chatbot providing the information.
More specifically, the information provided to the user was adjusted to the user’s vocabulary as
opposed to being written at a high health literacy level typically used by healthcare profession-
als. This was done by implementing lexical alignment in the chatbot, as in most of the research
done on alignment in agents (see the discussed research in Section 3.2), lexical alignment
yields promising results related to enhanced communication between humans and agents.

4.1 Research design

The participants that have agreed to take part in the experiment were first asked to partici-
pate in a questionnaire on (medical) terminology. More information about this questionnaire
can be found in Section 4.1.1. After completing the questionnaire, the participants received
a document explaining the hypothetical diagnosed disease and proposed treatment, which is
explained in Section 4.1.2. After this, they were asked to chat with a healthcare chatbot to ask
possible questions they had about the hypothetically diagnosed disease and proposed treat-
ment. See Section 4.1.3 for more information on this disease and treatment. Participants either
chatted with a chatbot using lexical alignment with the user or with a chatbot that did not. After
the participant felt sufficiently informed about their new treatment or stopped their conversation
alternatively, they were asked to take part in two questionnaires. One questionnaire was de-
signed to test the participant’s understanding of the information provided by the chatbot, and
the other questionnaire was designed to measure the participant’s perceived trust in the health-
care chatbot. Then, after this, the participants took part in a short, semi-structured interview to
get a better understanding of the experience they had with the chatbot. An in-depth description
of the measurements will be provided in Section 4.7.

Note that the participant was not told beforehand that there would be a small test on their under-
standing of the provided information at the end of the conversation. On the one hand, telling
the participant about this would potentially increase their motivation to ask questions during
the interaction. On the other hand, this would potentially change the nature of the interac-
tion towards a more learning-like setting in which the participant would pay more attention to
certain details or try to remember the information way more in depth compared to the normal
information-seeking task the experiment was aiming to represent. Therefore, it was chosen to
not tell the participants, which was the case for both conditions (interacting with the aligning or
non-aligning chatbot). Note that a soft threshold of a minimum number of questions, to be at

22



least three, was incorporated. In the case where less than three questions were asked, a mes-
sage would appear clarifying that the participant asked a rather limited number of questions,
and a few directions for possible questions were proposed (these were based on the defined
intents of the chatbot, see Section 5.4.1). In case the participant still wanted to stop the interac-
tion, this was allowed, and the interaction was stopped. The decision to incorporate a threshold
of a minimum number of questions as a soft requirement was made because the conversation
should be as natural as possible and the participants should not be forced to ask questions
they do not genuinely have. In the real-life scenario of a conversation between a healthcare
professional and patient, there is not a minimum number of questions to be asked either. By
providing the participant with some possible question directions, a true interaction between the
participant and chatbot is encouraged, even if the participant lacks ideas for questions.

4.1.1 Questionnaire on (medical) terminology

The first part of the experiment consisted of filling out a questionnaire, which was used to
infer the terms used by the participants for relevant concepts or terminology that might be
the topic of conversation with the chatbot in the later stage of the experiment. Note that the
participant was not aware of the specific purpose of this questionnaire. This questionnaire
consisted of 25 questions in which the participant was asked to select the term they would
most likely use to describe the concept in the provided picture or to fill in the [blank] in the
sentence. The participant was able to pick a term from a set of possible answers, including
the options I do not know and Other. For the last option, they were required to enter the term
they would use alternatively. It is important to note that all the answer options were ordered
in alphabetical order. This was chosen to increase the neutrality of the answer options and
to avoid bias or favouritism towards a certain position in the answer list when creating the
questionnaire. The questions were accompanied with images that are free stock images (e.g.,
from Pexels) [67]. In addition to these stock images, the image used to infer the term used for
oronasal mask was obtained from Aviv Clilics using this image in an explanation on hyperbaric
oxygen therapy [68]. Moreover, two figures were created to support the questions relating to
the terminology of the ear anatomy. These figures were created based on several images of
the anatomy of the ear and used colouring and arrows to highlight relevant parts of the ear for
the accompanying question. These two images can be found in Figure 4.1 [69]. The first (left)
figure is accompanying questions 22 to 24, inferring the term for the outer ear (A), middle ear
(B), and inner ear (C). The second (right) figure accompanies question 25, inferring the term
for the eardrum (D). The questionnaire was filled out on an online webpage using Qualtrics
[70]. It was chosen to have a different interface for the questionnaire(s) and the chatbot, as the
interaction with the chatbot should be focused on the information the participant wants to obtain
related to the disease and proposed treatment. Additionally, the chatbot was represented as
a professional medical source for this information, as will be discussed in Section 5.3. If the
questionnaire had been in the same environment as the interaction with the chatbot, this could
interfere with the role of the chatbot as a medical expert. An overview of the questions asked
in the questionnaire can be found in Appendix A.

4.1.2 Summary report on the diagnosis and treatment

On the side of the participant, the goal of the interaction with the healthcare chatbot was to
obtain all the information they wanted about a new treatment that was proposed to them for
their diagnosed disease by a healthcare professional. Therefore, the participants first received
a document, referred to as summary report, in which their diagnosis was described along with
the new proposed treatment. This document represents a summary of the findings and ob-
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Figure 4.1: Overview of the ear

servations of the healthcare professional and was created in collaboration with a professional
in the field, see Section 4.4. This ensures that the document contains correct information, is
written using the correct and relevant medical terms and concepts, and is written in equivalent
language as would be the case in real life. The document described the participant’s hypo-
thetical complaint, physical examinations that were already done, diagnosis, treatment plan,
and follow-up. This provided the participant with a global idea about the scenario while leaving
enough room for questions related to the disease and proposed treatment, as it was not an
in-depth explanation about the disease or the proposed treatment and included medical termi-
nology. The document can be found in Appendix B.1. In addition to the information provided in
the interview, several sources were consulted in order to create this document and as a source
of inspiration for what elements and content should be in it. These include a database for guide-
lines on care for people with hearing loss and the positioning of the Dutch National Health Care
Institute on the treatment of hyperbaric oxygen therapy [71, 72]. More detailed information on
the chosen diagnosis of acute acoustic trauma and the treatment of hyperbaric oxygen therapy
can be found in Section 4.1.3. The choice of this particular treatment was based on its relative
novelty, which increases the likelihood that participants truly required the chatbot to explain
certain aspects of it [73, 74]. The diagnosis, on the other hand, is rather easy to interpret when
understanding the information properly. Consequently, it was expected that participants would
genuinely need to interact with the chatbot in order to acquire information about the treatment
in combination with the diagnosis.

4.1.3 Diagnosis and treatment

As already explained, the diagnosis and proposed treatment were carefully chosen in order to
create a proper interaction between the participant and the chatbot, given the fictitious nature of
the scenario. The chosen diagnosis is called acute acoustic trauma, and the chosen treatment
is called hyperbaric oxygen therapy. Acute acoustic trauma is the result of a brief exposure
to extreme high levels of noise, such as noise coming from an explosion or a shooting firearm
[73, 74]. Aside from acute acoustic trauma due to an acoustic trauma such as explained before,
one can experience sudden loss of hearing in one of the ears. Both of these problems share
issues with blood flow in the inner ear [74]. The use of hyperbaric oxygen therapy has proven
to be a successful treatment for these issues. Hyperbaric oxygen therapy was first discovered
by the Amsterdam surgeon professor Ite Boerema and is further investigated in collaboration
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with the Dutch military [73]. Currently, this treatment is solely available for military personnel
and policemen that suffer from severe hearing loss after an acoustic trauma, such as described
before [73, 74].

Here, a short description of the disease and treatment will be given in order to provide the
reader with a basic understanding of the treatment the participants in the experiment will con-
verse about with the chatbot.

Acute acoustic trauma is a type of hearing loss due to a so-called acoustic trauma [71, 72,
73, 74, 75, 76, 77]. This acoustic trauma refers to an injury to the inner ear that is caused by
a loud noise. Note that this can be due to (even a brief) exposure to loud noise such as an
explosion or gunshot but also to prolonged exposure to, e.g., music. The treatment options for
acute acoustic trauma are limited and often include a combination of corticosteroids (to limit
the swelling in the ear) and hyperbaric oxygen therapy (see Appendix C). Patients allowed
to make use of this hyperbaric oxygen therapy must go to one of several locations where a
recompression chamber (hyperbaric chamber) is available. Such a room is well-known in the
diving world and now also more and more in the healthcare world. The patient enters the
room, after which the doors will be closed and the pressure in the chamber will slowly become
equivalent to that experienced by a diver at a depth of 14 metres (pressurisation) [73]. Then,
the patient will inhale pure oxygen for approximately two hours. This treatment consists of ten
consecutive sessions in order to have the most effective results of the treatment [74].

4.2 Conditions

There were two conditions in the experiment. Condition A entailed that the participant interacted
with the chatbot aligned with the participant, whereas in condition B, the participant interacted
with the chatbot without alignment. In condition B (without alignment), the answers provided by
the chatbot were template answers that were created together with healthcare professionals.
In condition A (the aligning condition), the chatbot adjusted these template answers to the
vocabulary of the user. The experiment had a between-subject design. A between-subject
design was chosen to see how the two different conditions were separately perceived by the
participants. This means that each participant was randomly assigned to either one of the
conditions. Aside from this, the setup of the experiment was identical.

4.3 Participants

The research’s participant group consisted of n = 24 men and women between the ages of 18
and 30, who had the ability to speak, read, and write in English and were recruited via study
acquaintances, friends, and acquaintances via friends. The age group was chosen based on
studies showing that, compared to older age groups, this age group has more experience with
computers and is more skilled [78, 79]. This is relevant to the research as the participant was
required to interact with a chatbot via a web page. Note that the age is irrelevant for the de-
scribed illness and treatment that the participant conversed about in the experiment [73, 74].
Within the research, there were two conditions, i.e., the chatbot aligned with either the user
or not, resulting in 12 participants for each condition. Beforehand, the participants were in-
formed about the level of English required for the experiment: being able to properly converse
in English. Note that none of the participants taking part in the experiment were native English
speakers. Furthermore, participants did not require any previous knowledge in order to be able
to participate in the experiment.
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4.4 Professionals

In several parts of the research, the knowledge or experience of healthcare professionals was
an important aspect, considering I do not have the required background in medical studies to
be able to replicate the way in which medical information is usually provided to patients myself.
First, the document provided to the participant explaining the scenario of their hypothetically
diagnosed disease and proposed treatment was adjusted and improved with the help of a pro-
fessional. Secondly, in order to be able to generate template answers for the chatbot, the
experience of a professional in the field was essential.

The professional assisting in this research was a military nurse of the Royal Netherlands Navy
with relevant expertise in the treatment and disease [80]. The nurse that assisted in this re-
search brings extensive expertise, having fulfilled roles as both a nurse for divers as well as
a diving medical supervisor for the Royal Netherlands Navy for three years at the time of this
research. Within these three years, the nurse has gained experience and knowledge in the
application of hyperbaric oxygen therapy, not only for military divers but also for patients suffer-
ing from acute acoustic trauma. In the case of applying hyperbaric oxygen therapy, the nurse
serves as the patient’s first point of contact and creates a treatment plan in close collaboration
with the diving doctor. Additionally, the nurse needs to be within the chamber during treatment
to ensure safety and conduct medical checks when needed.

In order to obtain the relevant information needed in the design of the chatbot as well as the
summary report discussed in Section 4.1.2, an interview was designed and conducted. The
interview consisted of four subsections. The first consisted of some general questions related
to the steps that need to be taken when someone gets diagnosed with acute acoustic trauma
and the treatment of hyperbaric oxygen therapy is proposed. The second consisted of some
questions related to the disease. The third consisted of questions related to the treatment.
Finally, the fourth consisted of questions related to the word use and language style used by
the professional during the conversation with the patient. The transcription of this interview can
be found in Appendix C.

4.5 Procedure

The procedure of this experiment was the same for both conditions in order to limit the differ-
ences between the two. The procedure could be described by the following steps, where the
steps in italics are for the researcher:

1. In case of the online setup: Setup online environment using Microsoft Teams or Google
Meet

2. Information letter and consent

3. Questionnaire on (medical) terminology

4. Reading summary report

5. In case of the aligning chatbot: Export and import the correct file for alignment in the code
(results of the questionnaire on (medical) terminology)

6. In case of the online setup: Setup online connection and provide link to interact with
chatbot (see Section 5.1 for more information on this)

7. Interaction with MedWiseBot
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8. Select the appropriate questions for understanding test

9. Test on understanding

10. Questionnaire on trust

11. Semi-structured interview

12. Debriefing

At first, the participant was asked to read and sign the consent form accompanied by the in-
formation letter. Then, the participant was asked to take part in the questionnaire on (medical)
terminology via a weblink leading to the questionnaire. After this, the participant received the
document explaining the scenario, including the disease and proposed treatment, at the start of
the experiment (referred to as the summary report, which can be found in Appendix B). Then,
after the participant finished reading this document, they were asked to interact with the chatbot,
MedWiseBot, via a web page that they could access on the same laptop as the questionnaire.
The chatbot started with some small introductory messages to clarify the goal of the interac-
tion, which was to ask all the questions the participant had regarding the diagnosed disease
and proposed treatment. During the dialogue, the participant could end the conversation at any
given time by typing ”stop” which was indicated at the start of the conversation. Note that in the
case the participant asked less than three questions, a message appeared indicating this to the
participant and proposing possible question directions as explained in Section 4.1. After the
interaction was stopped by the participant, participation in two questionnaires was asked. For
the questionnaire on understanding, the researcher first had to select the relevant questions,
as will be explained in Section 4.7.1. To enter the questionnaires, the participant had to simply
open the link that was provided to them by the researcher. At the end of the questionnaires,
a short, semi-structured interview was done. This required the experiment to take place either
at the same location as the researcher, in a public space where the participant was able to
focus properly, or via an online meeting (using Microsoft Teams or Google Meet). The second,
an online meeting, allowed for more flexibility in conducting the experiment, which increased
the number of people wanting to participate. Note that in the case of the online setup, the re-
searcher had to set up the online environment of either Microsoft Teams or Google Meet, as
well as the online connection for the chatbot. After the questionnaires and interview, the par-
ticipant got a small debriefing in which the purpose of the experiment was explained as well as
whether they interacted with the aligning chatbot or not. Next to this, the participant was asked
whether they had any questions related to the experiment or research.

4.6 Data collection

During the experiments, several data were collected. All the data were anonymised to limit
possible biases during the analysis of the results. Anonymisation was done by using a unique
ID per participant in order to make data analysis possible during the analysis of the results
later in the research. This unique ID per participant was created by combining a randomly
generated number between zero and 100 with a random letter of the alphabet. At the start of
the experiment, participants received a consent form that required some personally identifiable
information. However, during the rest of the experiment, no personally identifiable information
was required. This included the answers to the questionnaire on (medical) terminology, dia-
logues from the interaction with the chatbot, the answers from the two questionnaires after the
interaction, as well as the answers from the short, semi-structured interview.
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4.7 Measures

This research used both quantitative and qualitative measures to obtain an insight into the
influence of the independent variable of the implemented lexical alignment on the dependent
variables of the understanding the user has of the information provided by the chatbot as well
as their perceived trust in the chatbot. After the research was conducted, statistical tests were
utilised for hypothesis testing, which will be discussed in Chapter 6. In the following, more
information on the quantitative and qualitative measures is discussed.

4.7.1 Quantitative measures

Here, the relevant quantitative measurements for this research based on literature are dis-
cussed. First, the quantitative measurements to assess the participant’s understanding of the
provided information by the chatbot will be explained. Second, a scale to measure the per-
ceived trust participants have in the chatbot will be discussed.

Understanding

In order to obtain an insight into the understanding the participant has of the information pro-
vided by the chatbot, a test was created to verify whether the participant grasped the key as-
pects of the provided information. In order to do this, methods to check for understanding (CFU)
were used [81]. CFU offers various strategies to check for understanding, mainly used in edu-
cational settings. These strategies can be categorised into three main types: asking questions
that need to be answered verbally, asking questions that need actions or demonstrations, and
asking questions that need to be answered in a written format. For the questions that need to
be answered verbally, an answer type includes choral responses, where a question is asked
and after a given sign, everyone is asked to respond simultaneously [81]. The questions that
are answered by actions or demonstrations include response cards, where one needs to show
the card with the appropriate answer to the question (e.g., yes-or-no cards or A, B, C answers)
[81]. Finally, the questions that need to be answered verbally include quick write, where one
needs to write a short paragraph on the discussed subject [81]. For this research, inspiration
was drawn from the response card method, in which one must choose between the responses
true or false, yes-or-no, several multiple-choice answers, or which is the odd one out. Several
questions related to the treatment and disease were defined and presented in a questionnaire
format where the participant needed to choose the correct answer. Besides this, fill-in-the-blank
questions, Cloze test, were created where participants needed to choose the appropriate an-
swer from a set of options. This is based on the research of Srivastava et al. [11], where
the Cloze test was employed to investigate participants’ information recall and understanding
gain when interacting with an aligning agent, misaligning agent, or having no interaction at all,
as already explained in Section 3.2.3. Additionally, Paus and Jucks [82] employed the Cloze
test in their research on human-human communication to gain insights into participants’ un-
derstanding, in terms of learning gain, after dyadic conversations focused on either aligning or
misaligning learning materials.

Since the topics covered and discussed in the interaction with the chatbot varied among partic-
ipants and the aim was to gain an insight into the understanding of the information provided by
the chatbot, the test was tailored according to the topics discussed during the interaction. This
was done by keeping track of the information provided by the chatbot (in terms of recognised
intents) and incorporating only those questions into the test for understanding that could be
answered based on the provided information. In total, 35 questions were created, consisting of
yes-or-no questions, multiple-choice questions where one answer was correct, and fill-in-the-
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blank questions. For all types of questions, the answers included the option ”I do not know”
and all the answer options were ordered alphabetically. This was chosen to increase the neu-
trality of the answer options and to avoid bias or favouritism towards a certain position in the
answer list when creating the questionnaire. For the fill-in-the-blank questions, the participant
was presented with the text with blank(s) as well as the answer options. In the case of multiple
blanks in one question, the answer options contained answers for all the blanks, and a separate
question was asked for each blank.

Note that the language used in the questions did not incorporate the alignment or non-alignment
strategy used by the chatbot, and therefore, the questions may not always match the specific
terms for placeholders participants have seen during the interactions. However, the answer
options typically included the more common term for the placeholders (e.g., Eardrum instead
of Tympanic membrane). Additionally, some answer options included a brief clarification, such
as for the term Pressurisation where the text ”increasing the pressure” was added to ensure
participants from both conditions would understand the answer option. Additionally, participants
could have asked for clarification of terms used by the chatbot during the interaction in case they
did not understand them, which leads to the assumption that participants understand the more
common terms for placeholders used in the test. Therefore, any differences in terminology
between the questions in the test and the terms used during the interaction were not expected
to pose a significant problem. An overview of all the questions defined for the test can be found
in Appendix D.1. Note that these are all the questions, and only the relevant questions based on
the provided information by the chatbot were selected and presented to the participant, again
using Qualtrics to create the questionnaire [70].

Trust

In order to be able to draw conclusions about the perceived trust in the chatbot with which
the participant interacted, the Human-Computer Trust Model (HCTM) scale to measure trust
in human-computer interaction developed by Gulati et al. [34] was used. Empirical results
obtained using the HCTM scale showed its validity, reliability, and predictive power, suggesting
its usefulness in human-computer research with trust as a primary outcome [34, 83]. The HCTM
scale consists of 12 questions where participants rate each item on a 5-point Likert scale (1
indicating strongly disagree, 5 indicating strongly agree) [34, 35, 83]. The model is based on
three factors: risk perception, competence, and benevolence [34]. Risk perception is related
to how likely the user thinks a problem occurs when using the chatbot and how concerned they
are about this. A question related to the perceived risk is: I believe that there could be negative
consequences when using MedWiseBot. Benevolence is related to the chatbot being able to
provide the user with the appropriate responses to eventually help the user reach their goal of
the interaction. A question related to benevolence is: I believe that MedWiseBot will act in my
best interest. Competence is related to the perception that the chatbot has all the necessary
qualities and functionalities to achieve the desired outcome. A question related to competence
is: I think that MedWiseBot is competent and effective in offering support [34]. Note that the
ratings of the first three questions of the HCTM scale were inverted such that the higher the
participant rates them, the less risk is perceived by the participant. An overall trust score was
calculated using all the items on the scale. This was based on research done by Pesonen
[35] that made use of the HCTM scale to obtain an overall trust score in order to measure the
trust of students in a chatbot that proactively offers academic and non-academic support. The
adjusted scale can be found in Appendix D.2. All original items are used, where in each item
the ellipsis (...), created by Gulati et al. [34] to make the scale easy to use, is filled in with the
information fitting the current research. An example of this is the following question: I believe
that (...) will act in my best interest, where the ellipsis was filled in by the name of the chatbot
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in this research, MedWiseBot.

4.7.2 Qualitative measures

In order to find the influence of alignment with the user during the interaction with the chat-
bot, qualitative measures were also used. The qualitative measures included a small, semi-
structured interview after the interaction. This provides a more complete understanding of the
participants’ experience during the experiment. In turn, this could give valuable insights about
the factors that were investigated by using the quantitative measurements (understanding and
trust). The questions for this semi-structured interview can be found in Appendix E. The first
few questions were based on the User Experience Questionnaire, which has proven to be a
reliable questionnaire to gain insights into the user experience of interactive products [84]. The
next five questions were based on statements from the Chatbot Usability Questionnaire, which
is a questionnaire designed to measure the usability of chatbots specifically [85]. The final
questions were added to gain some general additional information about the interaction the
participant had with the chatbot as well as their opinion about the use of a healthcare chatbot.
Specifically, the question asked related to the potential future use of healthcare chatbots was
included in the interview in order to indirectly obtain the participant’s overall perceptions and
satisfaction with their interaction with the chatbot. By asking about possible future use, leading
questions were avoided, and a genuine reflection on the most important aspects, according to
the participant, of such a healthcare chatbot was obtained.

4.8 Conclusion

This chapter discussed the method used in this research to investigate the impact of lexical
alignment on participants’ understanding of the provided information and their trust in the chat-
bot providing this information. The choice of disease and treatment was intentionally chosen
to facilitate meaningful interactions between participants and the chatbot, simulating real-world
scenarios in which a patient seeks information about a medical condition and treatment. With
close collaboration with an expert in the field, it could be ensured that the information provided
to the participants resembled real-world scenarios.

The identical experimental procedures across both conditions using a between-subject design
guaranteed increased control of confounding variables such as the overall functionality of the
chatbot. During the experiments, quantitative measures such as questionnaires for the un-
derstanding of the provided information and perceived trust in the chatbot were used. Aside
from these quantitative measurements, qualitative insights were also obtained through a semi-
structured interview.
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5 REALISATION AND TESTING

In the experiment, participants got to interact with a chatbot (aligning either with the participant
or using the template answers created withmedical professionals) in order to get the information
they wanted about the hypothetical disease and treatment. To account for the confounding
variable of the general functionality of the chatbot, the only difference between the chatbots
used in groups A and B was whether the chatbot aligned with the participant (condition A) or
not (condition B). In the following, details on the realisation of the chatbot will be discussed,
ending with pilot testing of the various steps in the procedure of the experiment to ensure a
smooth execution of the experiment.

5.1 Platform

To start, the base of the chatbot developed in this project was chosen to be Rasa, which is
a widely used open-source platform that allows the creation of chatbots [86]. It is capable of
robust NLP techniques that facilitate precise intent recognition and entity extraction. Besides
the fact that Rasa is open-source, the ability to integrate pre-trained models and packages is
another advantage over other platforms that can be used for the creation of chatbots, such as
Dialogflow, where the freedom to design certain behaviours using, for example, Python code is
limited or not possible at all [87]. The use of external coding within the framework of the chatbot
is an important aspect of the implementation of alignment in this project.

The internal configurations of the chatbot were handled by Rasa (.yml files). Additionally, sev-
eral Python files were employed to account for the actions of the chatbot, including the imple-
mentation of alignment. Aside from this, an interface was created for the participant to interact
with the chatbot. This interface was built using JavaScript, CSS, and HTML.

For the participants to be able to interact with the chatbot through a designated link provided by
the researcher, the chatbot needed to be able to be deployed on the web. In order to achieve
this, Netlify in combination with GitHub was used [88, 89]. Additionally, to ensure communica-
tion between the chatbot and the Rasa server as well as the actions.py file, ngrok was used [90].
In this setup, the Rasa server and the actions.py file run locally on the researcher’s machine.
Ngrok creates a secure tunnel that makes these local services public and allows interaction
between the chatbot and the local server. In this way, the participant could be provided with a
link from the researcher and be able to interact with the chatbot by opening the link, despite the
backend components running locally during the experiment. It is important to note that this only
allows interaction with the chatbot at times when the researcher is able to run the appropriate
files locally. However, this did not conflict with the design of the experiment, as explained in
Sections 4.1 and 4.5.
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5.2 Interface

The interface of the chatbot was designed to be a rather simple and basic interface, for which
several design choices were made related to colour choice, layout of the interface, and the
name of the chatbot. In Figure 5.1, the initial interface of the chatbot is shown, and in the fol-
lowing, the design choices are discussed.

Figure 5.1: Interface of MedWiseBot

Looking into the properties of colours, the colour blue was chosen as the main colour used
in the interface. Various studies looking at the attributes of colours have indicated that the
colour blue has a calming effect [91, 92]. This makes blue a well-thought-through choice for
the interface in the context of a healthcare-related conversation, as it increases the feeling of
being at ease while interacting with the chatbot, which will contribute to its overall effectiveness.

The layout of the interface was based on various chat(bot) interfaces that were available at the
time of creating the chatbot to limit difficulties in use [40, 41, 47, 46, 93]. The text input bar
was positioned at the bottom of the interface, which is the place where the user could type their
message and dispatch it to the chatbot. The input bar was accompanied by a ”send” button
that enabled the user to dispatch their message. Note that pressing the enter key had the same
functionality. Within the chat window, the user could see their history of messages exchanged
with the chatbot. In case the conversation became too long to fit on the screen, a scroll bar
appeared to the right in order to be able to navigate to older messages. The messages of the
chatbot were left aligned, having a light grey colour, whereas the messages of the user were
right aligned, having a blue colour.

A name was also created for the chatbot shown at the top of the communication window and
used in the first few sentences the chatbot provided to the user. In these sentences, the chatbot
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introduced itself and its functions. Various chatbots in the realm of healthcare that were already
discussed in Section 2.2 all have a name attached to them. Examples include Ada Health, Buoy
Health, Infermedica, and Healthility [38, 40, 41, 42]. From these names, it becomes clear that
most of them include some reference to the healthcare domain. After a short brainstorm session
(see Figure 5.2), the following name was created and chosen for the chatbot in this research:
MedWiseBot. This is a combination of the words medical, wise, and (chat)bot. Obviously,
the word medical is a reference to the domain. The word wise is a synonym for intelligent or
informed which are all relevant terms for the context in which this chatbot was used: to help
the patient obtain the information they need about the proposed treatment and diagnosis. The
word bot is a reference to the fact that the application is a chatbot. Furthermore, the name
MedWiseBot is gender neutral, as it does not explicitly suggest any gender but rather the goal
of the chatbot. This is an important aspect, as it limits gender stereotyping and increases
inclusivity.

Figure 5.2: Brainstorm on names for the designed chatbot

5.3 Chatbot as expert

It is important to highlight that despite the primary focus of this research being on the effects
of lexical alignment within healthcare chatbots, the concept of epistemic authority was also
considered, as discussed in Section 2.4. Recognising the role a doctor’s perceived epistemic
authority has on the way patients rely on the provided information, the chatbot is chosen to be
presented as an expert on medical knowledge. In order to achieve this, several aspects were
taken into account. It is important to note that according to literature, the notion of perceived
expertise a doctor has can often be attributed to their qualifications, title, and expertise [54,
55]. In order to achieve something similar in the chatbot, introductory sentences were used to
showcase the chatbot’s expertise by relying on medical resources. The following introductory
sentence was used for this purpose:

• Welcome toMedWiseBot, driven by state-of-the-art technology supported by a substantial
amount of knowledge frommedical and scientific journals, hospitals, research institutions,
and governments.

33



Additionally, there was a disclaimer added at the bottom of the interface. This was chosen as,
after several questions asked and answers provided during the interaction, the first message
from the chatbot will move to the top and will not be in the direct view of the participant anymore.
The following text was used in the disclaimer:

• The information provided by MedWiseBot is based on information from well-known (medi-
cal) institutions, including AmsterdamUMC, Antonius Hypercare, Royal Dutch Navy, John
Hopkins Medicine and the FDA.

5.4 Dialogue design

The two versions of the chatbot in the proposed research share the same intents, however,
the responses generated vary based on whether they align with the user or not, as will be dis-
cussed in Section 5.5. The subsequent sections will provide more information on defining the
various intents and the process of creating responses (template answers).

5.4.1 Intents

The various intents the chatbot should recognise and use were a crucial aspect of building and
testing this chatbot. In order to define the intents, common queries or information provided
regarding the disease and treatment were accumulated. In order to find those, several infor-
mative websites were investigated. The sources used include pages of medical information
centres, governmental information pages (United States and the Netherlands), hospital infor-
mation pages, patient brochures, as well as scientific papers, all focusing on the proposed
disease and treatment [73, 74, 75, 76, 77, 94, 95, 96, 97, 98].

Overall, the sources contained similar structures in what information was provided. Besides
this, some of the visited websites contained a ”frequently asked questions” page that was used
to find other common user queries. After a general layout of topics present in the various
sources, the information and queries were categorised in order to find potential intents that
should be incorporated into the chatbot. This process is visualised in Figure 5.3. It is important
to note that the goal of the interaction for the participant was to obtain information regarding
the treatment. However, it might be possible that one needs some more information related
to the disease in order to understand the treatment properly, or wants to know more about
the disease in general. Therefore, a similar visualisation was created for the intents related to
the disease in Figure 5.4. Note that the intents that are split into several other (more detailed)
intents were still incorporated in the chatbot individually. This means that when one asks for
the procedure of the treatment, one will get a general explanation of the treatment. However,
when asking more specific questions related to, e.g., clothing that one is allowed to wear during
the treatment, an answer related to clothing in more detail is provided. Furthermore, several
more general intents were created that are part of terminology related to the anatomy of the
ear, related to aspects of physical examinations during the treatment, described in the scenario
document the participant received before interacting with the chatbot, or related to the general
dialogue structure. These are visualised in Figure 5.5. A fallback intent was created to account
for the participants asking something to which no intent was coupled. The fallback intent tells
the participant the chatbot was not able to understand what was said and asks the participant
to rephrase the question asked. The general intent Question ideas was created mostly in order
to account for the soft threshold of the minimum number of questions as explained in Sec-
tion 4.1, however, participants might also want to know what frequently asked questions are
or whether they havemissed some important questions, for which this intent could also account.
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Figure 5.3: Specified intents based on common queries related to the treatment

Figure 5.4: Specified intents based on common queries related to the disease

5.4.2 Training data

The training data used for the several intents specified in the chatbot was generated using a
combination of methods. Initially, a set of samples was defined, after which ChatGPT [32, 99]
was used to identify additional samples that were still missing. Following this, paraphrasing and
synonym replacement techniques were applied to increase samples even further. Despite the
possibility of using real user queries or crowdsourcing, the decision to use ChatGPT instead
was based on factors such as time efficiency and the notion of the expert interview that was
done in the research. The expert interview also provided insights into common user queries
and question patterns. Moreover, preliminary testing was conducted, which provided additional
insights into the way intent specification was implemented (see Section 5.6).

ChatGPT was used by first outlining the scenario of the proposed treatment and disease, fol-
lowed by the intent explanation. After outlining the scenario and intent, ChatGPT was prompted
to generate a list of possible questions a patient might ask related to the intent. The generated
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Figure 5.5: General intents

samples were thoroughly reviewed, and relevant samples were incorporated into Rasa with the
appropriate use of placeholder(s), which will be elaborated on in Section 5.5.3. Additionally,
paraphrasing and synonym replacement techniques were used to further expand the training
data. The website used for this was QuillBot [100], which is an online writing platform that em-
ploys AI technologies and offers various tools, including paraphrasing [101]. When using the
paraphrasing tool, one must enter a sentence and QuillBot paraphrases this by adjusting cer-
tain words or by applying structural changes to the sentence. It is important to mention that the
paraphrased sentences were, again, carefully checked and only added to the training samples
in case they were truly different compared to the other samples, to limit overfitting. Moreover,
they were checked to still fit the context and domain of the intent.

5.4.3 Responses

For each intent, an answer template was created using the information from the sources used to
define the intents as well as the sources used to create the summary report in Section 4.1.2. An
initial outline of the answer template was made, integrating accurate and contextually correct
medical terminology. To ensure the correct use of medical terminology in the template answers,
several resources were employed. Firstly, the expert interview included questions related to
commonly used medical terminology when conversing about the disease and treatment. Sec-
ondly, MedlinePlus, specifically the medical encyclopaedia, was used [102]. MedlinePlus is a
service of the National Medical Library (NML), which is part of the National Health Institutes
(NIH) [102]. By combining the information from both of these sources, medical terminology
could be accurately used in the answer templates. Finally, a final review of the template an-
swers was conducted to ensure they were fluent, accurate, and fitting with the intent.

Below, a few template answers are shown to provide the reader with an insight into the types
of answers the chatbot provided to the participant during the interaction. In these template an-
swers, the placeholders are shown in brackets [ ], which were replaced with the preferred term

36



of the participant in the aligning condition, as will be discussed in Section 5.5.

For the intent of Hyperbaric, the following answer template was created:

• Hyperbaric is the use of greater than normal pressure, in case of the [hyperbaric oxygen
therapy] proposed for the [diagnosed] [acute acoustic trauma], this is about the increased
pressure of [oxygen].

For the intent of Toilet use, the following answer template was created:

• The [patient] undergoing the [hyperbaric oxygen therapy] may need to use the [restroom]
when being in the [hyperbaric chamber]. During the [hyperbaric oxygen therapy], one is,
in essence, not able to make use of the [restroom].

In case it is not possible to wait till after the process of [depressurisation] of the [hyper-
baric chamber], one can use a provided bucket during the five-minute break between the
[sessions] of [oxygen] administration to “use the [restroom]”. This can be done in a sepa-
rate small compartment where the [patient] has privacy from the others in the [hyperbaric
chamber].

For the intent Procedure, the following template answer was created:

• First is the preparation in which the [patient] changes to the appropriate [attire] before
entering the [hyperbaric chamber].

Then the process of [pressurisation] starts which will start when the [patient] gives the
”thumbs up” sign. During the process of [pressurisation], the [patient] needs to equalise
the [tympanic membrane]. In case the [patient] is not able to do this, the ”thumbs up” sign
needs to be stopped and a [nurse] provides assistance.

After the process of [pressurisation], the [patient] will be wearing an [oronasal mask] to
facilitate [inhaling] 100% (pure) [oxygen].

At the end of each of the [sessions], the process of [depressurisation] is started. After
this, the [patient] is allowed to [exit] the [hyperbaric chamber].

Following each of the [hyperbaric oxygen therapy] [sessions], otoscopy is [conducted]
to assess the [tympanic membrane], as well as the Weber and Rinne test to keep track
of the degree of [hearing loss].

5.5 Implementing alignment

In Chapter 3 alignment in human-human interaction was already discussed, as were the effects
of implementing alignment in human-agent interaction. The following will discuss the implemen-
tation of alignment in this research.

5.5.1 Alignment strategy

The chatbot used in the experiment employed lexical alignment, utilising the substitutionmethod
described by Spillner and Wenig [8]. The chatbot had template answers that were formulated
similarly to how information is usually conveyed by medical professionals. This was done in
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cooperation with a professional on the topic of hyperbaric oxygen therapy and the disease of
acute acoustic trauma (see Section 4.4). The substitution method from Spillner and Wenig [8]
entails that the template answers the chatbot has are adjusted to the terms used by the user.
In this research, this was done by defining several placeholders in the answer templates that
could be substituted with the input from the user. For example, disease could be swapped
with illness. The placeholders used in the substitution method were defined based on their
relevance to the medical language found in the sources used to create the answer templates,
as discussed in Section 5.4.3. The placeholders were selected based on their frequent occur-
rence in the medical information sources and their multiple common synonyms or alternative
terms. Examples include diagnosed, indications, and hearing loss. In order to account for the
immense variability of terms a user can use for the placeholders, Spillner and Wenig [8] make
use of word embeddings in combination with similarity testing in their substitution method.

Word embeddings are vector representations of words that can be used to look at semantic
similarity. The research by Spillner and Wenig [8] makes use of SpaCy’s 300-dimensional
GloVe word vectors [103]. GloVe is an algorithm used to obtain a vector representation of a
word. This vector representation allows similarity testing with other words. The embeddings
of GloVe are based on large-scale text corpora capturing the way words are used in general
language use (for example, based on data from Wikipedia or Twitter) [103]. Although GloVe
word vectors could have been used in the current research, the context in which the chatbot
was applied should be taken into account. Given that the conversation between chatbot and
participant was of a medical nature and the template answers included medical terminology,
the suitability of GloVe is questionable. Considering the training data of Glove is based on gen-
eral language use, problems might arise related to the limited representativeness of medical
terminology or domain specificity. To address these limitations, BioWordVec embeddings were
used instead [104, 105].

BioWordVec is a set of biomedical word embeddings consisting of 200-dimensional vectors
computed using the fastText algorithm [104]. By using the fastText algorithm to compute the
word embeddings, BioWordVec integrates subword information from unlabelled biomedical
data, incorporating the widely-used biomedical ontology Medical Subject Headings (MeSH)
[104, 105]. MeSH is a controlled English vocabulary thesaurus that can be used to index,
catalogue, and search biomedical and health-related information [106]. The data used in this
research was the embedding file bio_embedding_intrinsic, which can be applied for similarity
calculations and consists of words from MeSH as well as PubMed [104, 105]. PubMed is an
open interface that can be used to search through the MEDLINE database, which is a biblio-
graphic database from the National Library of Medicine’s, containing references to biomedical
literature as well as science journals and books [107, 108].

5.5.2 Terminology repository

Before discussing the substitution method used in the alignment strategy in more detail, it is
essential to understand how the chatbot gathers the terms for this substitution. Ideally, the
alignment strategy would rely solely on the input provided by the user during the interaction
with the chatbot. However, this would lead to limited alignment if the user did not provide alter-
native terms for the specified placeholders. To address this problem in the current research, a
terminology repository was created. This repository serves as a backup source of terminology
that can be used in the substitution method to align the chatbot’s template responses with the
preferred terminology of the participants without requiring the participant to explicitly mention
specific terms.
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The terms chosen by the participant in the questionnaire on (medical) terminology discussed
in Section 4.1.1 were stored in a file, which was saved. The terms were loaded into the Python
action file to check whether each term was suitable to replace its placeholder using the two
strategies of substitution explained in the following, Section 5.5.3. To load the terms from the
questionnaire into the Python action file, an additional intent, begin_conv, was created. This
intent was activated when the participant entered the term ”start” at the beginning of the in-
teraction. Participants were prompted to enter ”start” in order to begin the interaction with the
chatbot, as can be seen in Figure 5.1. This was similar for the aligning and non-aligning ver-
sions of the chatbot. In the case of the non-aligning chatbot, there was no action attached to
the intent, and there would only be the response from the chatbot, as shown in Figure 5.1. Note
that if the participant used a different term during the interaction with the chatbot compared to
the one saved in the repository and used in the answers, this term replaced the saved term (in
case this term was regarded as suitable based on the discussed strategies). It is important to
note that the participants’ word usage was not derived for all the placeholders present in the
template answers. Not all placeholders were incorporated in the questionnaire due to the large
number of placeholders present in the template answers and the likelihood that participants
would naturally refer to some of the placeholders in their own terminology in their input. For
instance, in the case of the placeholder being hyperbaric oxygen therapy, it is likely the partici-
pant would refer to it in their own words when asking a question about the treatment, like, Can
you tell more about the treatment?.

5.5.3 Substitution

For the implementation of substitution, two strategies were employed. Firstly, during the de-
sign of the intents in the chatbot, several placeholders in the template answers were defined.
In Rasa, this was facilitated using the lookup tables, entities, and slots. Lookup tables can be
used to extract entities by providing a list of possible values for that specific entity. The terms
in these lookup tables included common synonyms or alternative terms for the placeholders
[109]. These terms were taken from the terminology often used in the various sources used
to create the intents and answer templates discussed in Sections 5.4.1 and 5.4.3. Entity slots
in Rasa act as the memory of the chatbot, which means that the value for a certain entity (the
placeholder in the answer template of the chatbot) was saved at the appropriate slot and used
throughout the conversation until a new value replaced it. In this way, the answer templates of
the chatbot were dynamically adjusted to align with the participant’s terminology.

Initially, the answers saved from the questionnaire on (medical) terminology, serving as a ter-
minology repository, were checked against the lookup tables. If the user chose a term for a
placeholder that was present in the lookup table, it was identified and stored in the correspond-
ing entity slot. The stored term was then used in the answer by replacing the original value
(placeholder) in the template answer. This adjusted version of the answer was then outputted
onto the screen of the user. A visualisation of this process using lookup tables, entities, and
slots in Rasa is shown in Figure 5.6. Note that this is not an exhaustive example, and only a
subset of the lookuptables, entities, and slots is shown to maintain clarity and oversight.

The second strategy was used to account for the enormous variety of terms a user can choose
for certain words and was largely based on the research from Spillner and Wenig but made use
of the BioWordVec embeddings instead of the GloVe embeddings [8]. Note that this strategy
only became active when there was no match between the entered terms in the input of the
user and the values that were part of the lookup table defined for that placeholder. First, the

39



Figure 5.6: Visualisation of the use of lookup tables, entities, and slots in Rasa

punctuation was removed from the user input, after which the input was tokenized based on
whitespaces to obtain a list of terms used by the user. It was chosen to remove the punctuation
to increase the extraction of meaningful information from the input. More specifically, the last
term of the original sentence Can you tell more about the disease? would be disease instead
of disease?. Additionally, to reduce unnecessary computations and increase efficiency, each
term was checked to be part of the set of NLTK stopwords for the English language (words
such as ”a”, ”the”, or ”in”). If the term was part of the set of stopwords, this term was excluded
in the subsequent steps. After this, each of the relevant terms was transformed into a vector
representation using the BioWordVec word embeddings. Then, the cosine similarity between
each term and the placeholder was calculated using these embeddings. Finally, it was checked
whether the similarity of the term(s) and the placeholder was above a defined threshold. If this
was the case, the placeholder in the template answer was substituted with the term of the user
and this term was saved in the slot corresponding to the entity of the placeholder. The thresh-
old can be seen as a precision insurance such that in the case the word used by the user was
not similar enough (according to the cosine similarity between the two word vectors), it was
not replaced. This threshold was set to 0.74 based on testing with the various terms present
in the lookup tables and terms that should not be replaced. Note that the similarity measure
based on the vector representation of the placeholder and entered term was also used to check
whether manually entered terms, obtained from questionnaire on (medical) terminology saved
in the terminology repository, were similar enough to be saved in the corresponding entity slot
and used in the substitution. To account for multi-word expressions that were not present in
the lookup tables but could potentially be similar enough to be used in the answer template,
combinations of a term with the preceding, succeeding, and both preceding and succeeding
terms in the input were also considered. While this implementation would not capture all types
of multi-word expressions, the expectation of participants using such expressions was rela-
tively low. Additionally, pilot testing would determine if this basic implementation for checking
similarity with multi-word expressions required further refinement.

Note that in cases where the chatbot was not aligning, both of these strategies were skipped
and the template answer using the placeholder was used as a response from the chatbot. A
visualisation of the explained processes for both the non-aligning chatbot and the aligning chat-
bot, including the use of the terminology repository, can be found in Appendix F.
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5.5.4 Sentence refinement

After the substitution of the placeholder(s) in the template answer with the term entered by
the user, the resulting sentence may not always be grammatically correct. In order to address
this, functions were created to rectify grammatical mistakes that arose due to the substitution
method used to achieve lexical alignment. Only after these functions were called to refine the
sentence the chatbot intended to output, the refined answer was put on the screen for the user.

The first aspect checked was the use of the articles ”a” or ”an”. It might occur that the term that
was substituted requires a different article than the one being inserted. For example:

Template answer: ... wearing an [oronasal mask] to ...
Term entered for placeholder: breathing mask
After substitution: ... wearing an [breathing mask] to ...

In order to achieve grammatical correctness, a Python function was created to check the basic
rules on the use of the articles ”a” and ”an” in the English language. The function determines
whether the term following the article starts with a consonant (requiring the article ”a”) or a
vowel (requiring the article ”an”) and adjusts the article if necessary. Note that this method of
checking does not include exceptions, such as the use of ”an” before nouns like ”hour” which
start with a consonant but sound like a vowel and therefore require the article ”an”. However,
the expectation was that this function would be sufficient in the current research and pilot test-
ing would show whether additional adjustments were necessary.

The next aspect checked was whether an entered noun by the user should be in plural or sin-
gular form. It might occur that the user has entered a form of the noun that is not the form
that the answer template is expecting. In order to make sure this influences neither the simi-
larity measure used to decide for substitution with that term, as explained in Section 5.5.3, nor
the grammatical structure of the adjusted template answer, a function was created to address
this issue. An example of this issue is presented here, where the entered term is in singular,
whereas the template sentence expects the term to be in plural form:

Template answer: ... are several [complications] that might occur ...
Term entered for placeholder: side effect
After substitution: ... are several [side effect] that might occur ...

To make sure the term is adjusted to the correct form, either plural or singular, the form of
both the placeholder and the entered term by the user were compared. In the case that these
were not the same, the entered term was adjusted to match the form of the placeholder. After
this, the term (adjusted to the form of the placeholder if necessary) was used in the similarity
measure discussed in Section 5.5.3. To check whether a term is in plural or singular form,
the WordNetLemmatizer from NLTK in Python was used [110]. Additionally, the inflect Python
module was used to obtain the plural or singular form of a term [111].

5.6 Pilot testing

After the creation of the chatbot, pilot testing was done to make sure everything functioned
as it was expected to. Aside from the chatbot itself, the additional steps in the experiment
procedure, such as the use of the different questionnaires designed for this research, were also
incorporated into the pilot testing to ensure smooth execution of the experiment after testing.
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5.6.1 Questionnaire on (medical) terminology

To ensure the functionality of the questionnaire on (medical) terminology was as expected, test-
ing of this aspect was conducted separately. Results were examined to ensure the clarity and
understanding of all the questions, as well as the objectives of the questionnaire (it being for
the participant to fill in the terminology they would use for the asked concept). Additionally, in
cases where the participant entered a term that was not a predefined answer, these terms were
tested in the substitution strategies explained in Section 5.5.3.

The tests showed that the majority of the terms chosen for specific concepts in the question-
naire varied across different participants. This is an important aspect, as it shows the relevance
of aligning these terms per participant. Additionally, no participants filled in different terms than
the predefined answers, so no additional testing of substitution for the terms could be done
at this stage of pilot testing. However, this strengthens the expectation that the basic imple-
mentations to account for grammatical correctness for the article use (“a” or “an”) or the use of
multi-word expressions were sufficient.

The tests also showed participants were taking approximately 9.19 minutes (n = 6) to fill out
the questionnaire, which seems reasonable considering the number of questions and the esti-
mated time for the full experiment.

Only a minor adjustment was made to the questionnaire, which is related to the introductory
message at the start of the questionnaire. During the pilot tests, it was noticed that several
participants had the feeling that the questionnaire was a ”test” on medical or English terminol-
ogy, even though the questions were formulated in such a manner that participants were asked
to choose the term or concept that they would use. Therefore, the introductory message was
changed to: Try to choose the answer that fits your own word use as best as possible, try to
answer quickly and not think too in depth. There are no wrong answers!, to try and limit this
stress effect of it being a test.

After another pilot test with this new adjustment, participants still often tried to choose the ”most
correct” answer, while this was not the goal of the questionnaire, instead, the questionnaire was
used to try to infer the preferred terminology used by the participant. Therefore, another small
adjustment was made in the phrasing of the questions. Instead of only adjusting the introduc-
tory message to include the notification that there were no wrong answers, which participants
could not read after they started the questionnaire, the phrasing of the questions was adjusted
to include the following: ... you would prefer to ... instead of only ... you would .... For example:
Please select the term you would prefer to use to refer to the people in the picture instead of
Please select the term you would use to refer to the people in the picture.

Another finding during the pilot testing related to the questionnaire was that participants often
did not ask for further clarification when encountering difficult (medical) terms used as place-
holders in the chatbot’s responses. They stated to ”remember the context of the term” from the
questionnaire because the placeholders were among the answer options in the questionnaire.
These priming effects led participants to recognise the terms without a full understanding of
the concept behind them, as was shown in their answers provided in the understanding test
afterwards. After some further testing, this finding was confirmed, as more participants had
similar experiences. Therefore, it was decided to remove certain placeholder terms from the
answer options in the questionnaire. Note that this adjustment applied particularly to the con-
cepts that are less known or medical terminology that participants might not be familiar with.
However, participants who would prefer this more complex terminology could still use it by
choosing the answer option ”other” and entering their preferred term. In this way, the priming
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of the more difficult terminology or unknown concepts was limited, without the participants being
limited in the use of such language. The following placeholders were removed from the answer
options: Oronasal mask, Pressurisation, Depressurisation, Etiology, Auditory acuity, Auris ex-
terna, Tympanic cavity, and Tympanic membrane. Additionally, the answer option Decreased
auditory acuity was also removed for the placeholder Hearing loss, as this was very similar to
the placeholder auditory acuity. The adjusted questionnaire can be found in Appendix A.

Main adjustments made after pilot testing with the Questionnaire on (medical) terminol-
ogy:

• Adjusted introductory message of questionnaire

• Adjusted phrasing of questions

• Adjusted answer options to limit priming

5.6.2 Non-aligning chatbot

The test for the non-aligning chatbot was mainly done to assess the fundamental functionality
of the chatbot as well as the flow of the designed experiment. Participants were instructed in a
similar manner as in the actual experiment. The participants were asked to fill out the question-
naire on (medical) terminology, and the summary report on the diagnosis and treatment was
provided to them in order for them to become familiar with the topic. Then, the participant was
asked to interact with the chatbot.

The first testing round indicated some possible improvements. At first, the fact that participants
were only allowed to read the summary report at the start and then immediately needed to
interact with the chatbot seemed to increase the stress and pressure on remembering the ter-
minology used in the summary report. As a result, wrong terminology was used, which led to
misunderstandings of the chatbot or the chatbot outputting the fallback intent instead of being
able to properly understand the question asked. Examples of wrong terminology used were
several combinations of partial terms from the disease combined with partial terms from the
treatment. Additionally, during the interaction with the chatbot, it was observed that people
were struggling to come up with questions to ask and did not really know what to think of. De-
spite the option to ask the chatbot for question options, this was not used as people were not
thinking about this as an option.

Based on this, the summary report was adjusted to include a more basic story about the con-
text of the interaction with the chatbot and a shorter overview of the more difficult part, which
was the medical examination report. In this way, the participant was still confronted with more
medical terminology, but at the same time, the document was easier to interpret and guided
the interaction with the chatbot afterwards. Note that this version of the document was also
checked and approved by the expert, as was the original version discussed in Section 4.1.2.
The adjusted version can be found in Appendix B.2.

Additionally, to limit the stress participants experienced in the feeling of needing to remember
the difficult terminology or aspects discussed in the summary report, it was chosen to incor-
porate a starting message from the chatbot to ask whether the participant would like a short
summary of the proposed treatment. The participant could accept this explanation by typing
”yes” after which the explanation of certain aspects present in the summary report was shown.
Additionally, this explanation potentially included some new concepts or aspects of the treat-
ment or disease, leading to additional questions on the side of the participant. In case the
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participant did not want this explanation and typed ”no”, they could ask their own questions
immediately. Note that this question replaced the original confirmation question, which had
to be answered with ”start” as discussed in Section 5.5.2. Aside from this, the possibility for
the chatbot to provide example questions or question ideas was also added to the introduc-
tory messages to make sure participants were aware of this feature. These adjustments can
be seen in Figure 5.7. The fact that in the pilot test, participants could not read the summary
report when interacting with the chatbot also resulted in increased stress amongst the partic-
ipants, so an additional line was added in the summary report explaining the chatbot could
provide assistance during the interaction. This is the following line: When you have read this
document, please notify the researcher so that the interaction with MedWiseBot can start. Do
not worry about remembering all the content of this document, as MedWiseBot will be able to
offer assistance if needed.

Figure 5.7: Adjusted introductory messages of MedWiseBot

Pilot testing with the adjusted version showed that participants were much less scared by the
summary report and understood the context of the interaction with the chatbot better. Regard-
ing the question from the chatbot to provide a short summary of the proposed treatment, this
was perceived well, as participants did indeed want to have this overview and were happy they
did not have to ”remember” everything from the summary report. Moreover, this led to a natural
flow of asking questions and providing answers from the chatbot.

Regarding the functioning of the chatbot itself, no issues were present during pilot testing.
Some questions were not recognised, but after rephrasing, they were answered correctly. The
additional inputs obtained during pilot testing were added as training data for the aligning and
non-aligning chatbots.

Main adjustments made after pilot testing with the non-aligning chatbot:
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• Simplified summary report, see Appendix B.2

• Adjusted the introductory messages of the chatbot to also include the explanation of ask-
ing for question ideas

• Adjusted the introductory messages of the chatbot to ask for a short explanation on the
treatment

• Added some sentences of reassurance and guidance in the summary report, see Ap-
pendix B.2

5.6.3 Aligning chatbot

The test for the aligning chatbot was mainly done to evaluate the functionality and effectiveness
of the alignment strategy implemented in this research. This test followed a similar structure
as the test for the non-aligning chatbot, however, participants were also asked to fill out the
questionnaire on (medical) terminology beforehand, following the procedure of the actual ex-
periment. This was a necessary aspect to be able to test the alignment strategy, as the answers
to this questionnaire were used for the terminology repository as discussed in Section 5.5.2.

Testing the alignment of the chatbot showed the strategies used and implemented for the align-
ment worked as expected. When asking the participants whether they noticed the alignment
during the interaction, they often responded that they did not really notice this, which shows the
smooth integration of the word substitution strategies involved in this research.

Regarding terms used by the participants in their questions, these were rather limited. Often,
short questions were asked or questions were asked related to the information provided in the
previous question by the chatbot. This showed the need for the questionnaire to infer the termi-
nology preferred by the participants. Moreover, there were no urgent indications of the chatbot
being too slow in responding during the pilot tests (taking into account the ideal circumstances
in terms of power supply for the laptop, internet connections, etc.).

Looking into the implementation to account for multi-word expressions, it was decided to re-
move this part of the substitution method. Given the necessary adjustments made to the sum-
mary report that were mostly related to simplifying what was in there, as well as the limited input
of alternative terminology for placeholders by participants during the interaction with the chat-
bot in the pilot tests, the likelihood of participants entering a multi-word expression was even
further reduced. Additionally, as the lookup tables already include the most well-known termi-
nology for the placeholders (including multi-word expressions), the expectation that a possible
entered multi-word expression would be similar enough according to the similarity threshold to
be substituted in the template answer was rather small. By summarising all these points, this
part of the substitution method could be considered redundant in the current research and was
therefore skipped. Removing this part of the code also improved its efficiency and improved
the response time even further.

Main adjustments made after pilot testing with the aligning chatbot:

• Removal of (basic) multi-word expression in the substitution method

5.6.4 Understanding test

The test for understanding was evaluated in order to draw conclusions about the degree of
difficulty of the questions asked. To assess this, participants were asked to complete the un-
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derstanding test without any interaction with the chatbot. This helped to determine whether
the questions are sufficiently challenging to draw conclusions about the level of understanding
participants have after interacting with the chatbot and then filling out the test in the actual ex-
periment. Note that the participant has had access to the summary report on the diagnosis and
treatment in order for them to have a global understanding of the topic. Moreover, this docu-
ment was also provided in both conditions of the actual experiment, influencing the baseline
knowledge each participant has about the topic. Consequently, this must be considered when
assessing the difficulty level of the test and drawing conclusions based on it. Note that in both
pilot tests, for the non-aligning chatbot and the aligning chatbot, participants were asked the
created test questions from the understanding test that were relevant to the interaction they
had, as discussed in Section 4.7.1, assessing whether the questions were not overly difficult to
answer even after interacting with the chatbot.

After the first round of testing, it came to light that the yes-or-no questions were a bit difficult
to interpret. More specifically, terms such as ”confusing” or ”feeling unnatural” were used to
describe the answers accompanying these questions. This led to adjusting the yes-or-no an-
swers to true or false answers. Moreover, the fill-in-the-gap questions often led to confusion
as the answers included the answer options for several gaps in case there was more than one
gap to be filled in. Therefore, this was adjusted to only include the relevant answer options for
each gap that needed to be filled in. Note that this led to some rephrasing or refinements in
these specific questions.

Finally, the evaluation of the created understanding test did not show problems related to the
fact that the questions and answers did not have the same language use as the chatbot the
participants interacted with (aligning or non-aligning).

Main adjustments made after pilot testing with the understanding test:

• Adjusted the yes-or-no answers to true/false answers

• Adjusted the fill-in-the-gap questions to only have the relevant answer options

5.6.5 Online setup

In order to be sure the online setup as discussed in Section 5.1 was working properly, this was
also tested. In order to test this, the aligning chatbot was tested in an online setting. It was
chosen to specifically test the aligning chatbot as the implementation of the alignment required
more steps and could potentially lead to slowing down the process or other problems.

The initial pilot test showed the online setup to be successful. However, responding to the
participant’s questions proved to be slower compared to the normal setup in which the partici-
pant could interact with the chatbot on the laptop of the researcher. Therefore, a second pilot
test was done using the online setup, but now with the non-aligning chatbot. By running the
non-aligning chatbot in the online setup, no big difference in the timing of the responses from
the chatbot could be noticed compared to the normal setup. To ensure consistent response
time during interactions, it was decided to only employ the online setup for the non-aligning
chatbot, limiting the aligning chatbot to only be used in the offline setup. Note that the non-
aligning chatbot was also used in the offline setup. Any potential influences of the online setup
were assessed after reviewing the results in Chapter 6. Additionally, it was anticipated that the
number of experiments conducted online would remain relatively limited.

Main adjustments made after pilot testing with the online setup:
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• Only use the non-aligning chatbot in online setup and use the aligning chatbot solely in
normal setup

5.7 Conclusion

This chapter provided an in-depth explanation of the various aspects considered during the
development and realisation of the chatbot. The choice to use the Rasa platform as a start for
creating the chatbot was based on its robust NLP techniques and open-source nature. Addition-
ally, details on the implementation of the chatbot for use via an online web link were provided
utilising Netlify, GitHub, and ngrok. Several design choices were discussed, including the in-
terface, name, and way of presenting the chatbot as an expert. The creation of the various
intents for the chatbot, the training data used, and the creation of the answer templates were
also considered. Furthermore, a comprehensive explanation of the alignment method used for
the aligning chatbot was provided, concluding with the results and refinements made after the
pilot tests for the various steps in the procedure of the experiment.
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6 RESULTS

In order to investigate the impact of the implementation of lexical alignment on users’ under-
standing of information provided by a healthcare chatbot and their trust in the chatbot during
an information-seeking task, both quantitative and qualitative data were collected. Quantitative
measures included a questionnaire to assess the participant’s understanding of the provided
information as well as a scale to evaluate their perceived trust in the chatbot. Additionally, a
questionnaire was conducted at the start of the experiment to infer the participant’s word use.
These quantitative data will be analysed in the first section of this chapter. The qualitative mea-
surements involved a semi-structured interview conducted at the end of the interaction with the
chatbot to gain an in-depth understanding of the participants’ general opinions about the inter-
action, the aspects they consider relevant for healthcare chatbots, and their perception of the
terminology used by the chatbot. The results of the interview will be analysed in the second
section of this chapter.

6.1 Quantitative results

The independent variable in this research was categorical, indicating whether the chatbot made
use of lexical alignment or not. The dependent variables in this research were understanding
and trust, measured through a questionnaire including test questions for understanding and the
HCTM scale for trust. The Shapiro-Wilk and Kolmogorov-Smirnov tests confirmed the normal-
ity of both datasets, and Levene’s test indicated equal variances could be assumed for both
datasets. Consequently, an Independent Samples t-test with a 95% confidence interval was
employed to compare the results across conditions. The outcomes of the measures will be
discussed in the following sections.

The total number of participants taking part in (and finishing) the experiment was n = 24 (hence,
n = 12 per condition). One participant did not fully comply with the protocol of the experiment,
failing the soft requirement of asking at least three questions during the interaction with the
chatbot and intentionally asking unnecessary, difficult questions to the chatbot. Analyses of the
results were conducted both including and excluding this participant’s data. Given the minimal
impact of the inclusion of this data and the limited sample size (n = 24), it was decided to keep
this participant’s data in the final analysis. Additionally, one experiment was conducted online.
The results of this experiment did not show any discrepancies with the other results and were
therefore kept in the final analysis.

6.1.1 Understanding test

The first variable analysed is understanding. Figure 6.1 shows the boxplot of the mean under-
standing score per condition. Note that the questionnaire to test participants’ understanding
of the provided information was adjusted based on the topics they discussed with the chat-
bot, resulting in variations in length and content between participants (see Section 4.7.1). To
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ensure comparability, the scores obtained from these tests were normalised and presented
as percentages. The scoring system used to calculate the final score per participant was as
follows:

• Correct answer: +1 point

• Incorrect answer: -1 point

• ”I do not know” response: 0

The formula for calculating the test score was:

• test_score = (raw_score + total_number_of questions) / (2 * total_number_of_questions
* 100)

• where raw_score = (questions_correct * 1) + (questions_incorrect * -1)

Note that in this scoring system, different scores were assigned to the answer option ”I do not
know” and a wrong answer. This is based on the assumption that acknowledging uncertainty
reflects a certain level of understanding, whereas providing an incorrect answer indicates a mis-
understanding. This approach is supported by a report on testing and test analysis of closed
questions [112]. This report states that a scoring system of 1, 0, and -1 points in questions
with two answer options would lead to more trustworthy results compared to a binary scoring
system using only 0 or 1 points [112]. The research by Srivastava et al. [11] also supports this
difference in scores, as their research made a similar distinction between partially correct an-
swers and incorrect answers. In their scoring system, partially correct answers were awarded
one point, incorrect answers zero points, and correct answers two points.

The boxplot in Figure 6.1 indicates that no outliers were identified by SPSS. Outliers were de-
fined as data points beyond 1.5 times the interquartile range (IQR) below the first quartile or
above the third quartile. The mean understanding scores were 71.73% for the non-aligning
condition and 76.50% for the aligning condition. Both of these values exceed the chance level,
confirming that the test questions were not overly challenging. Additionally, only one participant
per condition scored 100%, indicating the test questions were sufficiently challenging. Statis-
tically, the Independent Samples t-test found no significant difference in understanding scores
between the aligning condition (M = 76.50, SD = 17.09) and the non-aligning condition (M =
71.73, SD = 15.37), t(22) = .718, p = .480. These findings do not support the hypothesis that
lexical alignment with the user leads to an increase in understanding of the provided information
by the chatbot. The effect sizes accompanying the Independent Samples t-test were Cohen’s d
= 0.293 and Hedges’ g = 0.283, indicating a small effect. Typically, values around 0.2 indicate
a small effect, around 0.5 indicate a moderate effect, and around 0.8 or higher indicate a strong
effect. Considering Hedges’ g is often proposed for smaller datasets, Cohen’s d and Hedges’
g were both considered and showed similar results. In conclusion, the difference in test scores
across conditions was too small to reach statistical significance, despite the trend observed in
the mean test scores and the boxplot in Figure 6.1.

6.1.2 Trust scale

The second variable analysed is perceived trust. Figure 6.2 displays the boxplot of the mean
score for the perceived trust per condition as measured by the HCTM scale discussed in Sec-
tion 2.3.2. To derive a total score for perceived trust from the HCTM scale results, the scores
of the first three questions were inverted. This was achieved by using the following formula:
((maximum_score + 1) - obtained_score). For instance, if a participant rates the first question
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Figure 6.1: Test scores on the understanding test

I believe that there could be negative consequences when using MedWiseBot with a rating of
4, indicating a perception of risk associated with the use of MedWiseBot, the inverted score
would be 6 - 4 = 2, to be used to obtain the overall trust score. This approach is based on the
literature that utilises this same scale [34]. Additionally, the scores have been transformed into
percentages to enhance interpretability.

The boxplot in Figure 6.2 indicates that no outliers were identified by SPSS. Again, outliers
were defined as data points falling beyond 1.5 times the IQR below the first quartile or above
the third quartile. The mean perceived trust scores per condition were 70.28% for the non-
aligning condition and 74.31% for the aligning condition. Statistically, the Independent Samples
t-test found no significant difference in perceived trust score between the aligning condition (M
= 74.31, SD = 8.54) and the non-aligning condition (M = 70.28, SD = 13.01), t(22) = .718, p =
.380. These findings do not support the hypothesis that lexical alignment with the user leads
to increased trust in the chatbot providing the information. The effect sizes accompanying
the Independent Samples t-test were Cohen’s d = 0.366 and Hedges’ g = 0.353, indicating a
slightly higher than small effect. In conclusion, the difference in perceived trust score between
both conditions was too small to reach statistical significance, despite the observed trend in
mean perceived trust scores and the boxplot in Figure 6.2.

6.1.3 Placeholder terms

The relevance of the questionnaire administered at the start of the experiment, which aimed
to infer participants’ word use, was assessed by analysing the variation in terms chosen by
different participants. To maintain brevity, only a few placeholders are discussed in detail here.
For a comprehensive overview of the frequency of different terms chosen for each placeholder,
please refer to Appendix G. Figure 6.3 shows pie charts illustrating the distribution of terms
selected for four placeholders present in the initial message delivered by the chatbot, which all
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Figure 6.2: HCTM trust scores

participants chose to read, see Section 5.6.2 for further explanation about this.

The different pie charts in Figure 6.3 depict the number of times each term was chosen by
participants, with a total of 24 participants. Note that terms that were not chosen by any of
the participants are not shown in the pie chart. Notable variation in the terms selected for the
different placeholders can be observed. Specifically, for the placeholder Conducted, although
the term itself was included in the answer options of the questionnaire, it was only selected by
two participants as the preferred term; the other 22 participants preferred a different term for the
placeholder. Note that an in-depth explanation of the rationale behind including or excluding
the placeholder itself in the answer options can be found in Section 5.6.1. Figure 6.3 shows
the diversity in word preferences for these specific placeholders, highlighting the importance
of lexical alignment, especially as the most frequently chosen terms differed from the original
terms used as placeholders.

The results of these few placeholders already suggest the relevance of alignment. However,
to have an overall understanding of the relevance of the placeholders used in this research,
the total average percentage of alternative terms chosen and used that were different from the
original placeholder was calculated. This was done by counting the number of times partici-
pants chose a term different than the placeholder itself and dividing this by the total number of
participants. Note that the option I do not know was not considered a different term than the
original term used for the placeholder. Similarly, the entered terms in the Other ... option that
were not deemed similar enough according to the cosine similarity calculations explained in
Section 5.5.3 were also not considered as a different term as, similar to the I do not know re-
sponse, no replacement of the placeholder would take place. For example, for the placeholder
Pressurization in Figure 6.3, the calculation would be (24 − 2 (from the answer I do not know)
− 1 (from the Other ... option that was not similar enough) )/24. The average percentage of
alternative terms chosen for all the placeholders was calculated to be 60.03%, which is above
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Figure 6.3: Pie charts illustrating the variation in terminology chosen for placeholders

50%, indicating a preference for participants to choose an alternative term instead of choos-
ing at random. This confirms the trend observed in the pie charts in Figure 6.3, indicating the
relevance of aligning on these terms as the original placeholder terms may not fully resonate
with the participants’ understanding or usage. Interestingly, some placeholders showed much
less variability in responses, such as Nurse or Patient, with drastically lower percentages of
alternative terms chosen (4.17% and 0.00%, respectively), which will be a point for discussion
in the next chapter.

6.2 Qualitative results

The qualitative measures in this research involved conducting an interview at the end of the
experiment. Participants were asked several questions, yielding interesting insights that can be
categorised into two main themes: the future use of healthcare chatbots and the perception of
the terminology and language used by the chatbot. Within these categories, common themes,
patterns, and insights emerged.

6.2.1 Future use of healthcare chatbots

The analysis of the interview showed that 22 out of 24 participants indicated that they were
likely to use a healthcare chatbot similar to the one used in the experiment in the future, re-
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gardless of whether they interacted with the aligning or non-aligning chatbot. With the expected
use of a healthcare chatbot in the future, trust emerged as an important factor. The importance
of the chatbot relying on trustworthy sources was specifically mentioned by nine out of the 22
participants as being an important aspect for them to consider using it in the future. Exam-
ples of trustworthy sources cited included the websites of hospitals or other health institutions.
Additionally, four participants mentioned they would only use a healthcare chatbot if it were
available on a trusted website, such as that of their regular doctor. Another aspect mentioned
as important in the potential future use of a healthcare chatbot by nine out of 22 participants was
the need to consult their own doctor before relying solely on a healthcare chatbot. Specifically,
these participants indicated they would prefer to use the chatbot combined with information
from their doctor or other information sources on the internet. This shows that many partici-
pants see the use of a healthcare chatbot as a supplementary source of healthcare information,
which is consistent with the intended role of the chatbot in the current research. However, two
out of 24 participants did not share the view of potentially using a healthcare chatbot in the
future. For example, participant 68G from the non-aligning condition stated, ”I would still use
Google in order to compare multiple sources” and participant 52X from the aligning condition
mentioned, ”I am not really such a person, I would use what I have always been using and not
change my methods, maybe only for very small questions”.

Related to the question about the potential future use of healthcare chatbots was the question of
whether participants would prefer this type of information-seeking platform over the well-known
and often-used platforms such as Google. Irrespective of whether they interacted with the align-
ing or non-aligning chatbot, a majority of the participants (15 out of 24) expressed a preference
for using a healthcare chatbot or a combination of the chatbot with information from the doctor
or other medical sources over the use of Google. The reasons cited for this preference were
related to the perceived trustworthiness of the information provided by the chatbot compared
to the often inaccurate, dramatic, or worrisome results returned by Google. Participant 70V
from the non-aligning condition said, ”Yes, I would definitely prefer such a chatbot over Google.
When asking a basic health-related question on Google, it will always end in the diagnosis that
you are going to die or something like that”. Similarly, participant 8o, also from the non-aligning
condition, commented, ”I would definitely use such a chatbot, this provides information that is
way more rational compared to Google. Google is always so extreme; I do not want to use that
anymore”. Participant 40t from the aligning condition shared this view and commented, ”Yes, in
a real scenario, such a chatbot would definitely help with decreasing my stress and insecurities
regarding the disease and treatment as it provides more precise information compared to other
pages”. These responses underscored the important role of trust in the willingness to use a
healthcare chatbot, especially compared to well-known information-seeking platforms such as
Google.

In summary, these results highlighted the pivotal role that trust plays in the use and potential
future use of a healthcare chatbot. Specifically, it emerged as a key factor influencing the
willingness of participants to use such a chatbot in the future, as well as their preference for
using such a chatbot over platforms such as Google. Participants emphasised the importance
of trustworthy sources of information used by the chatbot as well as using the chatbot as an
addition to the information provided by their own doctor. Furthermore, no significant differences
between the two conditions were observed, indicating that lexical alignment did not influence
the aspects of trust that participants recognised as motives for willing to use the chatbot.
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6.2.2 Perception of terminology difficulty

Another aspect evaluated during the interview was the participant’s perception of the difficulty
of the terminology used by the chatbot. In the non-aligning condition, all participants unan-
imously agreed that the chatbot used difficult terminology. Responses included statements
like, ”Yes definitely, very much” from participant 68G or ”Yes very complicated. I would prefer
an easier language” as said by participant 3O. However, two out of the 12 participants in the
non-aligning condition specifically mentioned that they understood the information provided by
the chatbot despite the challenging language. Participant 13F noted, ”Yes it used difficult ter-
minology, mostly medical terminology. I did understand what was said”. This was confirmed
by this participant’s perfect score of 100% on the understanding test. The other participant
who expressed understanding, participant 39o, only scored 46.67% on the test, indicating a
discrepancy between perceived and actual understanding. In contrast to the unanimous per-
ception of difficult terminology used by the chatbot in the non-aligning condition, responses in
the aligning condition varied. Five out of 12 participants stated that the chatbot did not use dif-
ficult terminology, which was confirmed by their scores on the understanding test being above
the chance level. Another participant in the aligning condition, 47E, described the language
used by the chatbot as “in between difficult and easy”. The remaining six participants stated
that the chatbot was using difficult terminology, however, the chatbot did use the terms they
had chosen in the questionnaire for the specified placeholders. Only three participants en-
countered a placeholder term that did not align with their preference as they answered I do
not know in the questionnaire conducted at the start of the experiment, resulting in the original
placeholder term used in the chatbot’s responses. This happened twice for the placeholder
Tympanic membrane and once for the placeholder Tympanic cavity. The participants (in the
aligning condition) that did not perceive the language used by the chatbot as difficult provided
answers such as the response of participant 30J, ”Not really, I am used to it due to my studies”,
and from participant 8h, ”No, I could definitely follow what was said”. The participants who
did state that the language was difficult gave similar responses to those in the non-aligning
condition. Overall, three main reasons for perceiving the language used by the chatbot as dif-
ficult were identified across both conditions: the responses used a high level of English, used
medical terminology, or were rather long. The chatbot using medical, or unknown, terminology
(such as the anatomy of the ear, medical concepts, or medical processes) was mentioned by 12
out of 19 participants, emerging as the primary reason for the perception of difficult terminology.

Related to the perception of the difficulty of the terminology used by the chatbot was the degree
to which participants asked for clarification on these terms or concepts. Participants’ responses
to whether they asked for clarification varied, from which three main patterns could be distin-
guished. The first was that participants asked for clarification and indicated this was helpful.
The second was that participants did not ask for clarification, as they expected the chatbot to
not have this functionality. The third was that participants did not have a clear reason but indi-
cated they would do this in the future or in a more realistic situation. In the aligning condition,
five out of the seven participants who indicated the language used by the chatbot to be difficult
reported that they had asked for clarification when needed and mentioned that the informa-
tion provided was helpful. Responses included ”Some terms or concepts were complicated,
but I could ask for clarification, which was helpful”, said by participant 40t. In the non-aligning
condition, substantially more participants—eight out of 12 participants compared to two out of
seven for the aligning condition—responded to not having asked for clarification. Responses
included ”I did not ask for further clarification as I was not expecting it to have this possibility”,
from participant 68G, and ”I did not ask for clarification, but I would definitely do this in a real-life
scenario”, from participant 39o. Participant 8o added, ”No, I did not ask for clarification. Now
that I am thinking about it, I should have probably done that”.
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However, this difference in asking for clarification between both conditions was not clearly re-
flected in the analysis of the dialogues. It is challenging to draw conclusions on the difference
in asking for clarification between the two conditions because the chatbot’s responses differed
among participants depending on the questions they asked. Overall, the analysis showed all
participants asked for clarification on several concepts discussed in earlier responses from the
chatbot. Examples included asking for more information about the Weber and Rinne tests or
what corticosteroids are, which were concepts mentioned in the introductory summary the chat-
bot provided (which all participants chose to read). Interestingly, none of the participants in the
aligning condition asked for clarification on the term they had seen for the placeholder Auris
interna, present in the summary provided by the chatbot, whereas five out of 12 participants
in the non-aligning condition asked for clarification on this term. Similarly, five out of twelve
participants in the non-aligning condition asked for clarification on the term Tympanic cavity
also present in the summary provided by the chatbot, whereas none of the participants in the
aligning condition asked for clarification on the term used by the chatbot for that placeholder.

The analysis of difficulty perception of the terminology used by the chatbot revealed notable dif-
ferences across the conditions. The most prominent finding was that in the aligning condition,
fewer participants perceived the language to be difficult, whereas in the non-aligning condition,
all participants agreed that the chatbot used difficult terminology. This was expected due to
the lexical alignment with the preferred terms of the participant in the aligning condition (see
Section 5.5). Regarding the behaviour of asking for clarification on complex terms or concepts
present in the information provided by the chatbot, different patterns emerged. An interest-
ing finding was the expressed lack of asking for clarification in the non-aligning condition. In
contrast, in the aligning condition, most participants expressed that they asked for clarification
if they needed it. This shows that the implemented lexical alignment had a positive effect on
the perceived difficulty of the provided information by the chatbot (resulting in perceiving the
provided information to be less difficult), as well as on the willingness of participants to ask for
clarification when needed. However, the analysis of the dialogues did not clearly reflect the
difference in asking for clarification between the two conditions as expressed by participants in
the interview.

6.3 Conclusion

In this chapter, an analysis of the various results obtained from this research was provided.
Firstly, the quantitative results were discussed, including the results of the understanding test
and trust scale, as well as an analysis of the placeholder terms chosen in the questionnaire
to infer participants’ word use. The results obtained from the understanding test suggested
that the participants in the aligning condition scored slightly better compared to the partici-
pants in the non-aligning condition. However, the Independent Samples t-test demonstrated
the observed difference was not statistically significant, and therefore, the hypothesis of lexi-
cal alignment having a positive effect on the understanding of the provided information by the
chatbot was rejected. Similarly, the results obtained from the trust scale suggested that partic-
ipants in the aligning condition had an increased perceived trust compared to the participants
in the non-aligning condition, however, this was not supported by the Independent Samples
t-test. Hence, the hypothesis of lexical alignment increasing the perceived trust in the chatbot
providing the information was rejected.

The analysis of the distribution of chosen terms for the various placeholders highlighted the
relevance of lexical alignment to use different terms for the defined placeholders, as the overall
percentage of a different term chosen, rather than the original placeholder, was above 50%,
indicating a preference for the alternative terms of the placeholders. Only two placeholders had
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limited to no variation in the alternative terms chosen. Overall, these results show the variation
in preferred terms for the specified placeholders in this research.

Then the qualitative results were discussed, including the analysis of the interviews conducted
at the end of the experiment. Several themes, patterns, and insights were obtained regarding
the future use of healthcare chatbots and perceptions of terminology difficulty. Trust emerged
as an important factor in the future use of healthcare chatbots, primarily linked to the sources
of information used by the chatbot to generate its responses. This finding was confirmed dur-
ing the comparison of using a healthcare chatbot or another well-known information-seeking
platform such as Google, where participants strongly indicated a preference for a healthcare
chatbot over Google. Regarding the perception of terminology difficulty, a difference between
conditions was found. Participants in the aligning condition did not always perceive the lan-
guage to be difficult, whereas participants in the non-aligning condition all agreed on the chat-
bot using difficult terminology. Additionally, participants in the aligning condition expressed
being more willing to ask for clarification on the concepts they did not understand compared
to the participants in the non-aligning condition. However, this was not clearly reflected in the
dialogue analysis. Overall, a positive influence of lexical alignment on the perceived difficulty
of the provided information as well as on the perceived willingness of participants to ask for
clarification when needed was demonstrated.
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7 DISCUSSION

This research provides insights into the effects of lexical alignment on the understanding of
the information provided by a healthcare chatbot and the trust one has in this chatbot during
an information-seeking task. While the results did not show a statistically significant effect of
the use of lexical alignment on the understanding of the provided information and the perceived
trust in the chatbot, several other observations were made. This chapter will analyse the results
further and discuss the implications of the findings. Additionally, the limitations of the research
are highlighted, and potential directions for future work will be discussed.

7.1 Analysis of the results

The results of the research showed there was no statistically significant difference between the
understanding scores participants obtained on the understanding test in the two conditions.
Despite the observation suggesting that the aligning condition outperformed the non-aligning
condition, the Independent Samples t-test demonstrated no statistically significant difference.
Similar results were obtained for the perceived trust participants had in the chatbot. However,
there are some interesting aspects to consider and discuss in more detail.

7.1.1 Understanding

The hypothesis that lexical alignment would increase the understanding participants have of
the provided information by the chatbot was largely based on literature focusing on improving
health-related information exchange. This literature, discussed in depth in Section 2.3.1, em-
phasised that the comprehension of health-related information could benefit from reducing the
specialised vocabulary and concepts that are unfamiliar to those outside the medical profes-
sion or study, as well as employing more accessible language in conveying the information in
general [12, 13, 14]. Central to these approaches is the substitution of medical terminology
with the terminology known to the patient, referred to as ”plain language” or ”living-room lan-
guage” [12, 13]. In the present research setup, this was incorporated through lexical alignment
by having participants complete a questionnaire at the start of the experiment to determine
their preferred terms for the placeholders used in the alignment strategy. This questionnaire
showed the relevance of aligning on these placeholders, as the majority of terms chosen for the
specified placeholders were different from the original term used as a placeholder. A potential
explanation for the limited differences across conditions on understanding could be related to
the use of lexical alignment, which only substitutes words and does not consider overall sen-
tence structure. While lexical alignment accounts for the substitution of terms as proposed in
literature to adjust the language to that known by the patient, the substitution of mere terms
might not be enough to make the information more understandable. In that case, syntactic
alignment, which adjusts entire sentences or sentence segments, may have an increased im-
pact on the understanding one has of the information compared to lexical alignment alone [6].
This potential advantage of syntactic alignment over lexical alignment will be discussed in more
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detail in Section 7.2.2.

An additional point of discussion emerged from the analysis of the questionnaire used to in-
fer the participant’s word preference for the placeholders, as not all placeholders appeared to
be as relevant to use in the alignment strategy. For the placeholders Nurse and Patient, al-
ternative terms were chosen only once or never at all. A possible explanation for this limited
preference to use an alternative term could be the prevalent use and familiarity of the original
placeholder terms. This suggests that certain terms may not be as relevant to adjust within
the alignment strategy. Specifically, when the preference for terminology for a certain word or
concept is similar among a large number of people, this could result in limited alignment possi-
bilities and reduce the potential influence of this alignment. In order to have a better insight into
the frequency of the placeholders used, the word frequency of the placeholders and potential
alternative terms should be taken into account in order to determine whether they are useful
in lexical alignment strategies and which placeholder terms are already widely understood and
used. For the two placeholder terms that stood out in this research, the alternative terms in the
questionnaire had lower word frequencies compared to the original placeholders, as shown by
the Corpus of Contemporary American English (COCA), which is an American English corpus
consisting of more than one billion words [113]. For instance, the alternative term Medic had a
frequency of 3104, compared to the original placeholder Nurse having a frequency of 43524.
Additionally, as most of the participants in this research were Dutch, the word frequencies of
the alternative terms for these placeholders were also evaluated using the OpenSoNaR corpus,
which contains more than 500 million Dutch words [114]. Again, the alternative terms showed
lower frequencies than the original term, with, for example, Client having a frequency of 1720
versus the original placeholder Patient having a frequency of 4176. Only the alternative term
Specialist for the placeholder Nurse did not show a lower frequency, likely due to Specialist
being a common word in Dutch as well [114]. Overall, this suggests that future research should
consider the word frequencies of terms to be used in the lexical alignment strategy.

An important observation is that the mean understanding scores in both conditions exceeded
70%, indicating performance above the chance level. This suggests that the non-aligned infor-
mation may have been better understood than anticipated, potentially limiting the influence of
lexical alignment in this experiment. A possible explanation for this is related to the participant
demographics. The participants taking part in this research were either currently enrolled in
university or holding bachelor’s or master’s degrees. This educational background increases
the possibility of the participants being more used to encountering more difficult terminology
or complex textual material than people who do not have such an educational background.
The interview analysis indicated that participants overall perceived the terminology used by the
chatbot as difficult, with this observation being more frequent for the non-aligning condition.
However, several responses in the interviews confirmed the suggestion that the educational
background of the participants potentially limited the difficulties experienced in understanding
the terminology used by the chatbot. Participant 30J in the aligning condition said, ”In my
studies, I am used to such challenging wording”, similarly, participant 33B in the non-aligning
condition said, ”Yes it was advanced language, I think when I did not have my current level of
education, this would be a problem”. Literature reviewed in Section 2.3.1 indicated individuals
across all levels of general literacy could experience difficulties in understanding health-related
information, primarily due to the use of unknown or difficult medical terminology and complex
language. However, this may not fully apply to the current participant group, as they potentially
have an overall increased health literacy level instead of solely an increased general literacy
level due to their educational background, limiting the discrepancies in language used by the
chatbot and understood by the participant. This could explain why the effects of alignment on
the understanding of the provided information by the chatbot were limited in this research.
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7.1.2 Trust

Previous research by Scissors et al. [64] demonstrated the positive effects of lexical alignment
on trust within the context of a social dilemma investment game. They found that partners
exhibiting higher levels of lexical alignment also exhibited increased trust [64]. However, the
significant contextual difference between a social dilemma investment game and the current
health-related information-seeking task suggests that the impact of lexical alignment on trust
may vary across different contexts. In a social dilemma investment game, the need for partners
to cooperate, reach a shared agreement, and understand each other might lead to an amplified
influence of alignment on the perceived trust in each other [64]. In the context of the current
research, trust might be built on other factors that will be impacted less or differently by lexical
alignment, such as whether the chatbot comes across as trustworthy or the perceived accuracy
and reliability of the provided information, which are well-known aspects of trust related to the
potential use of healthcare chatbots on the side of patients [2, 19, 20]. This was also reflected
in the analysis of the interview, where trust appeared to play a pivotal role in the willingness of
participants to use a healthcare chatbot in the future. In this willingness, the trustworthiness of
the sources used by the chatbot was shown to be an important factor. Additionally, the major-
ity of participants expressed a preference for the use of a healthcare chatbot over Google in
a scenario such as presented in the experiment, which stemmed from the fact that the infor-
mation provided by the chatbot was perceived as more reliable and accurate compared to the
information provided by Google. This emphasises the suggestion that the way in which trust is
built varies across contexts and that this influences the impact of lexical alignment on it, which
could be a possible explanation of the limited effects of lexical alignment on trust in the current
research.

The observation that trust in this research was primarily related to the perceived accuracy and
reliability of the provided information can be linked to the concept of epistemic authority (see
Section 2.4). The definition of epistemic authority in the context of healthcare states that pa-
tients tend to rely on doctors who possess this authority, attributed to their qualifications, titles,
and expertise [54, 55]. The design of the chatbot also considered this concept of epistemic
authority by incorporating elements to present it as an expert on the diagnosed disease and
proposed treatment of the experiment, see Section 5.3. Participants in both conditions indi-
cated a preference to use a healthcare chatbot over platforms such as Google based on a
perceived increased accuracy and reliability of the information used by the chatbot to provide
answers, suggesting that participants attributed epistemic authority to the chatbot in a similar
manner as to how epistemic authority is usually attributed to doctors [54, 55]. This implies that
the trust participants had in the chatbot in this experiment was mainly based on the attribution
of epistemic authority, which was based on perceived expertise and was not influenced by the
implemented lexical alignment.

7.1.3 Seeking clarification

An interesting observation from the analysis of the interview was that participants in the non-
aligning condition expressed more often that they had not asked for clarification when needed
compared to those in the aligning condition. However, this was not clearly reflected in the dia-
logue analysis. Additionally, participants in the non-aligning condition perceived the language
used by the chatbot to be more difficult than those in the aligning condition more frequently,
which would suggest an increased need for clarification. In the following, these matters will be
discussed in more detail.

59



Participants in the non-aligning condition expressed a lower willingness to ask for clarification
at the end of the interaction. However, the dialogue analysis did not clearly reflect this matter.
This suggests that these participants might have felt an increased effort to understand the infor-
mation provided by the chatbot, leading to the perception of needing more clarification without
actually asking for it. The notion of them experiencing an increased effort to understand the
provided information by the chatbot is underscored by the findings that the participants in the
non-aligning condition more often perceived the chatbot’s language use as difficult. In con-
trast, those in the aligning condition less often perceived the language as difficult, limiting the
feeling of an increased effort to understand the provided information. This may have led to
a decreased feeling of needing to ask for clarification, resulting in them feeling as if they had
asked for clarification when truly necessary. An interesting observation is that some of the
participants in the non-aligning condition asked for clarification on certain placeholders present
in the chatbot’s responses, whereas those in the aligning condition did not. This can be ex-
plained by the use of lexical alignment. Specifically, participants in the non-aligning condition
encountered placeholders that were not adjusted to their preferred terms, potentially increasing
the difficulty of understanding them. Despite the expressed reluctance to ask for clarification,
some participants might have felt like asking for clarification on this difficult terminology was a
natural part of the interaction and may not have interpreted their questions as asking for special
clarification but rather as triggering a normal feature of the chatbot. Further research exploring
these possible explanations for the observations discussed is needed to fully understand them
and their implications.

In addition, research by Chen et al. [18] indicated an association between an individual’s health
literacy level and their use of and trust in various health information sources. Specifically, indi-
viduals with lower health literacy levels tend to trust information from healthcare professionals
less and information from less professional platforms more. Important here is the definition of
health literacy: the ability to obtain, understand, and use health information and services to
make appropriate decisions regarding one’s health [12, 14, 50, 51]. In the current research, it
was found that participants in the non-aligning condition experienced a lack of seeking clarifica-
tion. This behaviour might be influenced by factors associated with a lower health literacy level,
such as difficulties in understanding and obtaining information potentially due to an increased
effort required to understand the non-aligned information provided in response. This, in turn,
could lead to participants having a decreased trust in the chatbot, as suggested by the associ-
ation found in the research of Chen et al. [18]. Therefore, an indirect relationship between the
use of lexical alignment and trust in chatbots mediated by health literacy is suggested. Future
research should investigate this suggested relationship further in order to understand it in more
detail as well as its potential implications.

7.1.4 Implications of the research

Previous research highlights that patients’ health outcomes can greatly benefit from an in-
creased ability to obtain, understand, and use health information, but several challenges in
achieving this still exist [12, 14, 16, 50, 51]. In this context, the current research investigated the
impact of lexical alignment on understanding health-related information provided by a health-
care chatbot and participants’ trust in the chatbot. The objective was to potentially enhance
the understanding of the provided information as well as trust in the chatbot through the use of
lexical alignment. Although the results did not yield statistically significant effects, several im-
portant trends and observations could be observed. These findings have a variety of valuable
implications for the design and development of healthcare chatbots, as well as suggestions for
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future research in this domain.

Regarding the understanding of health-related information provided by healthcare chatbots, the
observed trends in this research suggest a potential beneficial role of lexical alignment. How-
ever, no statistically significant effects of lexical alignment on enhanced understanding were
found, possibly explained by the higher-than-expected health literacy level of participants. This
underscores the need to investigate the effects of lexical alignment on the understanding of
individuals with varying health literacy levels in order to confirm or reject the potential influence
of lexical alignment on understanding. Despite this, the finding of lexical alignment decreasing
the perceived difficulty of the language used by the chatbot supports the literature suggesting
to adjust health-related information to the language used by the patient to improve information
exchange between patients and healthcare professionals [12, 13]. Furthermore, the discussion
on the difficulty perception of the language used by the chatbot and the participant’s willingness
to seek clarification when needed further emphasises the relevance of adjusting the chatbot’s
language to that of the user, as the participants in the aligning condition did not experience
the same reluctance in asking for clarification as was expressed by the participants in the non-
aligning condition. Overall, the obtained results in this research, combined with existing litera-
ture on improving health-related information exchange by using plain language and replacing
medical terminology with terms familiar to the patient, highlight the need to consider language
adjustments in the development and deployment of healthcare chatbots used to provide health-
related information to patients [12, 13].

Regarding trust in healthcare chatbots, the current research emphasises the importance of
considering the concept of epistemic authority in the development of healthcare chatbots. Par-
ticipants expressed being willing to use healthcare chatbots in future real-life scenarios similar
to the scenario used in this research. This willingness was explained by the attribution of epis-
temic authority to the chatbot in a similar manner to the attribution of epistemic authority to doc-
tors. This finding was emphasised by participants’ unwillingness, sometimes even refusal, to
use well-known platforms such as Google to obtain health-related information stemming from
experiences with Google providing unreliable, extreme, and often untrustworthy information,
and participants’ preference to use healthcare chatbots based on their assumption that these
chatbots would be based on trustworthy sources such as websites from hospitals or health in-
stitutions. This underscored the importance of the perceived epistemic authority of the chatbot
as a motive for participants to rely on it to obtain health-related information. Additionally, lit-
erature has suggested a shift towards a more patient-centred approach, where patients take
a more prominent role in health-related decision-making instead of solely relying on their own
doctor [54, 55, 57, 58]. This highlights the importance of considering and incorporating epis-
temic authority in the development of healthcare chatbots in order to increase the reliance of
patients on these information sources in the future.

Finally, this research highlighted the importance of trust in the potential use and adoption of
healthcare chatbots and the way in which trust is established in healthcare chatbots. Addition-
ally, an indirect relationship between lexical alignment and trust, mediated by health literacy,
was proposed. Note that this relationship requires further research to confirm, reject, and elab-
orate upon. An essential aspect related to trust is ensuring trust in healthcare chatbots is at an
appropriate level. In cases where patients have unquestioning trust in all healthcare chatbots,
this could be problematic, as they could trust chatbots that are providing inaccurate informa-
tion. The observations in this research related to the attribution of epistemic authority to the
healthcare chatbot, contributing to trusting it, suggest that patients might naturally avoid or dis-
trust chatbots that lack reliable sources (similar to the expressed motives of not using Google
to obtain health-related information). However, an additional risk is the chatbot pretending to
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be using reliable sources to provide information without actually doing so, which could mislead
patients into trusting inaccurate information. Therefore, it is essential for the development and
future research of healthcare chatbots to focus on having a balanced approach to foster users’
trust in healthcare chatbots, considering both aspects contributing to trust. On the one hand,
trust should emerge from the potential relationship with lexical alignment mediated by health
literacy (the ability to obtain, understand, and use health-related information and services to
make appropriate decisions regarding one’s health [12, 14, 50, 51]). On the other hand, the
chatbot’s epistemic authority must be genuinely based on accurate and reliable information to
foster trust.

7.2 Limitations

In this research, several factors may have influenced the results, some of which were already
(partially) discussed in the previous sections. In the following, an overview of the limitations of
this research is provided, including the various aspects that might have influenced the potential
impact of lexical alignment on participants’ understanding of the information provided by the
chatbot and the trust they have in the chatbot.

7.2.1 Research design

Participant demographics

Regarding the research design, the first limitation to discuss is related to the participant demo-
graphics. As already discussed in the analysis of the results of the variable understanding, the
participants shared similar educational backgrounds: either still enrolled in university or already
holding a bachelor’s or master’s degree. This was a result of the way of recruitment and the
context in which this research was conducted: it was a graduation project, and mostly friends
and acquaintances through friends were asked to participate. It is clear that the participant
group used was not well representative of the broader population, limiting the generalisability
of the results. Additionally, the research sample size of n = 24 participants was relatively small,
further limiting the generalisability of the results.

Moreover, another limitation related to participant demographics is the fact that the participants
were non-native English speakers. Whereas the ability to speak, write, and read English was
a requirement to take part in this experiment, the fact that participants were non-native English
speakers could have influenced their general understanding of the information, potentially lim-
iting the influence of lexical alignment on both the understanding of the provided information
and perceived trust in the chatbot providing this information. This suggestion was confirmed
by various statements mentioned in the interviews (across conditions). Participant 21O in the
aligning condition said, ”In English, I am not too comfortable with difficult terminology, probably
in Dutch, it would have been easier to understand what was said”. Similarly, participants 39C
in the aligning condition said, ”English is not my biggest strength, I prefer to read this type of
information in Dutch”.

Scenario

Aside from the participants’ demographics, another significant limitation of this research is the
fact that the scenario presented to participants for the experiment was of a hypothetical nature.
Participants were asked to imagine themselves in the scenario of being diagnosed with acute
acoustic trauma and in need of the proposed hyperbaric oxygen therapy. While this scenario
was carefully designed and chosen to increase the likelihood of participants truly wanting and
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needing to ask questions during the interaction with the chatbot, the hypothetical nature still
posed challenges during the experiment. Only one participant did not meet the requirement
of asking at least three questions, as discussed in Chapter 6, but some participants made
comments such as the following said by participant 13F in the non-aligning condition, ”Okay,
so I have to pretend to be very interested in this treatment, right?”, which were answered by
the researcher by statements such as, ”You should ask any questions you have regarding the
treatment and disease, if you are well enough informed, you can stop”. This is considered a
limitation because it indicates that participants were potentially not paying as much attention to
the responses provided by the chatbot as they would have done in a real-life situation. This was
also supported by several comments made during the interview when asking about whether a
participant asked for clarification on difficult or complex concepts present in the answers from
the chatbot. Participant 39O in the non-aligning condition said, ”I did not ask for clarification, but
I would definitely do this in a real-life scenario”, and similarly, participant 100V in the aligning
condition said, ”I did not pay that much attention when reading the answers, when I noticed it
was the correct answer to my question, I just asked the next one”. However, the test on under-
standing showed performance above the chance level in both conditions, indicating participants
were somewhat engaged with the responses of the chatbot. Nonetheless, the limitation that
the hypothetical nature of the scenario potentially influenced the participant’s level of interest
in the provided information by the chatbot and the way in which participants interacted with the
chatbot compared to an interaction in a real-life situation should be acknowledged.

7.2.2 Alignment strategy

There are several potential explanations for the limited effects of the implemented lexical align-
ment on understanding and trust observed in this research. One of them includes the specific
alignment strategy employed. The lexical alignment strategy, based on the research by Spillner
and Wenig [8], focused on substituting predefined placeholders with the preferred terms of the
participants. While this method did allow for tailoring the language used by the chatbot to that
of the participant to some extent, the language may not have sufficiently aligned with that of the
participants in a more general manner. Literature states that alignment at one linguistic level
facilitates alignment at other linguistic levels, however, this effect might be limited due to the
narrow scope of the alignment strategy implemented in the current research [5]. Specifically,
the adjustments made by substituting the placeholders with the terms preferred by the partic-
ipant do not address further adjustments to sentence structure or context, aside from some
minor adjustments to ensure grammatical correctness after substitution, as discussed in Sec-
tion 5.5.4. This could lead to a limited overall alignment of the language used by the chatbot with
that used by the participant. A broader form of alignment, such as syntactic alignment, could
possibly be more effective, as syntactic alignment goes beyond the replacement of individual
terms by adjusting the sentence structures to those used by the other conversational partner [6].

Furthermore, an important point of discussion is whether this research is truly measuring the
impact of lexical alignment or, more specifically, the effect of terminology simplification on the
participants their understanding of the provided information by the chatbot and their perceived
trust in the chatbot. Lexical alignment involves adjusting the language to match that of the
conversational partner by substituting terms with synonyms or equivalent terminology, for ex-
ample, using ”sofa” instead of ”couch” if that is the term used by the conversational partner [6].
In this research, however, the alternative terms used for the placeholders often represented
more common or simplified forms of the original placeholders, which tends towards simplifica-
tion. However, since the terms used for the substitution of the placeholders were based on
the personal preferences of participants, this method goes beyond simple simplification. In the
questionnaire conducted at the start of the experiment designed to obtain the participants’ word

63



preferences, participants were asked to select the terms that they preferred to describe spe-
cific concepts in pictures or descriptions (see Sections 4.1.1 and 5.6.1 for further information).
In this way, the chatbot could use terms that aligned with the participants’ language use and
understanding in the responses provided. Therefore, this method can be considered a form of
lexical alignment rather than a simple simplification. Nonetheless, it is important to acknowl-
edge that this approach incorporates and involves a degree of simplification. Future research
could explore more comprehensive alignment strategies that do not only substitute individual
terms (e.g., syntactic alignment, which also adjusts sentence structure) in order to better dis-
tinguish between simplification and alignment.

Another limitation of the alignment strategy currently employed is the practical application of
the chatbot. The implementation of lexical alignment in this research, while functional for the
current research purposes, was not the most efficient. The current method for substituting a
placeholder with a term used by the participant involved several nested for-loops so that each
term in the input sentence was evaluated. If the term was not part of the NLTK stopwords, its
vector representation was obtained, and the similarity with the placeholder was calculated (for a
more in-depth explanation of this process, refer to Section 5.5.3). This can be time-consuming
and excessive, resulting in slow performance. This especially became clear when deploying the
chatbot online, which limits its use for broader deployment. Additionally, the current implemen-
tation of alignment does not account for all language adjustments necessary after substituting
placeholders when used in real-world applications. For example, the current implementation
did not include the non-standard article rules like using ”an” for ”hour” instead of ”a”, which was
not a problem in the current research but should be considered for a broader application of
the chatbot. Moreover, the current implementation did not account for similarity checking of
multi-word expressions, as this was expected and shown to not be required in the current re-
search, however, this could become relevant when deploying in broader settings. While these
limitations did not pose significant problems in the current controlled research setting, they
emphasise the need to optimise the implemented lexical alignment strategy and improve the
online performance of the chatbot in order to enhance the usability and effectiveness of such
a chatbot in real-life scenarios.

7.2.3 Functionality of the chatbot

Another aspect to consider when discussing the limitations of this research is related to the gen-
eral functionality of the chatbot. At the time of conducting this experiment, Open AI’s ChatGPT
was a well-known and widely used chatbot among the participants [32, 115]. Given the common
use of this advanced chatbot, participants may have had different expectations regarding the
chatbot’s capabilities compared to its actual performance. During the interviews conducted at
the end of the experiment, several participants expressed being positively surprised about the
chatbot’s functionalities, recognising it as part of a graduation project. For example, participant
30J in the aligning condition said, ”I was amazed by some functionalities it had, sometimes I
first thought to not ask a certain question, but later I did, and it was perfectly fine in answering
it!”. Conversely, others were disappointed that the chatbot could not answer all their questions
perfectly, aligning with increased expectations for the chatbots used and developed nowadays.
Participant 9w from the aligning condition mentioned ”I would prefer a chatbot to be able to
answer more in-depth questions as well”, an example of an in-depth question asked by this
participant that was not answered by the chatbot included ”What frequencies are the tuning
forks?”. It is important to note that participants in both conditions used the same chatbot, with
the only variation being the use of alignment, and therefore the potential influence of increased
expectations of the chatbot’s functioning on the interaction is similar across conditions. How-
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ever, this should be taken into consideration when developing a healthcare chatbot, or other
chatbots, for real-life usage as the use of advanced chatbots like ChatGPT is getting more and
more common nowadays, potentially changing users’ expectations [115].

7.3 Future work

Various possible improvements to the current research have already been mentioned in the
previous sections. In the following, interesting possibilities for future work and research will be
discussed.

Several points of discussion arose related to the alignment strategy that was employed in this
research. A promising area for future research is to broaden the scope of the alignment strat-
egy beyond lexical alignment. Future research should explore alignment strategies that not
only substitute terms but also incorporate sentence adjustments and overall communication
styles. By doing this, the alignment of the overall language can be significantly enhanced, im-
proving how well the language is truly adjusted to the language used by the conversational
partner, potentially leading to better information exchange between healthcare professionals
and patients. Therefore, future research should consider not only lexical alignment but also
syntactic alignment, which focuses on shared speech patterns, as well as semantic alignment,
which focuses on using similar higher levels of representations [5].

Additionally, it would be valuable to explore how a combination of both simplification of termi-
nology and alignment strategies can be integrated to improve health-related information ex-
change. Future research could investigate how simplification can be used to make complex
medical terminology more accessible while employing alignment strategies to adapt the overall
language used in the information exchange to match the conversational style of the patient.
These alignment strategies should include syntactic and semantic alignment, which go beyond
the substitution of individual terms. In this way, insights can be gained into the ways in which
both simplification and alignment can be used to enhance health-related information exchange.

While the current research has focused on the influence of lexical alignment on the trust one
has in the chatbot that provides the information, it would be valuable to explore how alignment
affects the trust one has in the information provided by the chatbot. Given the observed im-
portance of epistemic authority, where participants trust the chatbot based on their perception
of the chatbot providing responses based on trustworthy, reliable, and accurate sources, it is
important to evaluate whether aligning the information with the user’s language impacts the
perceived trustworthiness of the provided information. This is an important distinction because
trust in the chatbot as an information-providing entity might lead to users interacting with the
chatbot more often and relying on it to obtain information, however, trust in the specific infor-
mation provided by the chatbot is important for users to use and rely on the information itself.
Future research could investigate the perceived trustworthiness and reliability of information
that either aligns with the user or not, as well as compare this with the currently obtained re-
sults of the influence of lexical alignment on trust in the chatbot. This would provide insights
into how alignment can impact both the trust in the chatbot providing health-related information
and the trust in the information provided by the chatbot, which are important aspects of the
effectiveness and adoption of such healthcare chatbots.

The difference shown in the concept of trust across different contexts highlighted in the cur-
rent research proposes another interesting direction for future research: investigating whether
this difference in the concept of trust varies across different health-related topics. Specifically,
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the way in which people attribute trust to healthcare chatbots providing information might be
different for a chatbot focusing on providing, e.g., information related to more psychological
aspects, such as mental health problems, and a chatbot providing information on, for example,
the course of a kidney surgery. If there are differences in the way one attributes trust to the
chatbot across the various topics within the health-related domain, this should be taken into
account during the development of health-related chatbots.

Another direction of future research could be to examine the ways in which alignment could
contribute to making the healthcare chatbot more conversational or human-like instead of the
chatbot solely providing information. In the interviews, it was mentioned by a participant, 100V
in the aligning condition, that they usually preferred a more human-like, natural dialogue with
chatbots. However, this participant also expressed being unsure whether that would be fitting
in the context of a healthcare chatbot. Future research could investigate the role of alignment to
create a more conversational, human-like role for the chatbot by adjusting its language to that of
the user, as well as the influence of this on the use of the chatbot. This would provide valuable
insights into the type of healthcare chatbots users prefer to obtain health-related information,
the way this influences the experience with the chatbot, and the role that alignment could play
in the perception of the chatbot taking on a more conversational, human-like role.
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8 CONCLUSION

This research explored the impact of lexical alignment in a healthcare chatbot on the user’s
understanding of the provided information and their trust in the chatbot during an information-
seeking task. The research question accompanying this research was: How does the lexical
alignment of a healthcare chatbot with the user during an information-seeking task impact the
user’s understanding of the information provided and their trust in the chatbot providing the
information?

To address this research question, a healthcare chatbot was created and an experiment was
conducted where participants interacted with the chatbot in order to obtain information related to
a hypothetically diagnosed disease and proposed treatment. The experiment had a between-
subject design where participants were randomly assigned to either interact with a chatbot
using lexical alignment or not. A total of n = 24 participants, 12 per condition, took part in the
experiment. The experimental results showed no statistically significant differences in the un-
derstanding participants had of the provided information or in the trust participants had in the
chatbot between the conditions. However, the variation in terms chosen for the various place-
holders used in the chatbot’s template answers showed the relevance of lexical alignment, as
most often different terms than the original placeholders were chosen. Post-experiment inter-
views revealed that the difficulty perception of the chatbot’s language varied between condi-
tions, with the participants in the aligning condition perceiving the language used as difficult less
frequently. Interestingly, participants in the non-aligning condition indicated not having asked
for clarification as often compared to those in the aligning condition, despite the increased diffi-
culty perception of the language used by the chatbot by participants in the non-aligning condi-
tion. However, this was not clearly reflected in the dialogue. Moreover, literature and observed
findings suggest that the lack of lexical alignment could decrease trust in chatbots, especially
for those with limited health literacy. Additionally, trust was linked to epistemic authority, with
participants expressing a preference for trusting a healthcare chatbot over platforms such as
Google to obtain health-related information based on the perceived trustworthiness and relia-
bility of the information sources used by the chatbot.

Whereas various studies have investigated the concept of alignment, this had not yet been com-
bined with the language-based challenges in health-related information exchange. Despite the
lack of a statistically significant impact of lexical alignment on understanding and trust, relevant
insights into the perception of the chatbot’s language use and its influence on the interaction
were obtained, and the importance of epistemic authority in trusting and using a healthcare chat-
bot was highlighted. Future research should involve a more representative participant group,
considering the potential limited effect of lexical alignment due to the educational background
of the participants as well as the other limitations and implications discussed. Further interest-
ing future directions include exploring the impact of different and broader alignment strategies,
such as syntactic alignment or semantic alignment, as well as combining simplification and
alignment. Additionally, the influence of lexical alignment on trusting the provided information,
the influence of context differences within the health domain on the concept of trust, and the
role of alignment in creating a more conversational healthcare chatbot, could be investigated.
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A QUESTIONNAIRE TO INFER TERMINOLOGY PREF-
ERENCE (FINAL VERSION)

Below are the questions presented that were created to infer participants’ preference of termi-
nology for the various placeholders defined in this research. The questions follow a question-
naire format, where each question requires an answer, moreover, one is not able to go back
to previous questions. Note that only the visuals that are essential for the interpretation of a
question are presented here, the other visuals are left out for brevity.

1. Please select the term you would prefer to use for the blank.
Your friend is telling you he is experiencing loss of taste and smell as well as fatigue and
muscle aches. These are all typical [blank] for COVID-19.

(a) Characteristics
(b) Conditions
(c) Indicators
(d) Indications
(e) Signs
(f) Symptoms
(g) I do not know
(h) Other ...

2. Please select the term you would prefer to use for the blank.
After a COVID-19 test and a visit to the doctor, COVID-19 is indeed [blank].

(a) Confirmed
(b) Determined
(c) Diagnosed
(d) Discovered
(e) Identified
(f) Verified
(g) I do not know
(h) Other ...

3. Please select the term you would prefer to use to name the device in the picture. * A.1

(a) Breathing mask
(b) Full face mask
(c) Inhalation mask
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(d) Oxygen mask
(e) Oxygen therapy mask
(f) Respiratory mask
(g) I do not know
(h) Other ...

4. Please select the term you would prefer to use for the blank.
When starting with the new medication, he experienced some [blank] resulting in an al-
lergic reaction and the need to stop the medication.

(a) Complications
(b) Consequences
(c) Discomfort
(d) Medical risks
(e) Reactions
(f) Risks
(g) Side effects
(h) I do not know
(i) Other ...

5. Please select the term you would prefer to use for the blank.
On short flights, it is often asked to not make use of the [blank].

(a) Bathroom
(b) Lavatory
(c) Loo
(d) Latrine
(e) Restroom
(f) Toilet
(g) Water Closet (WC)
(h) I do not know
(i) Other ...

6. Please select the term you would prefer to use for the blank.
In the aeroplane, certain seats have an increased price due to their location in the plane
and the ability to more easily [blank] in case of emergency.

(a) Depart
(b) Exit
(c) Get out
(d) Go out
(e) Leave
(f) Step out
(g) I do not know
(h) Other ...
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7. Please select the term you would prefer to use to describe the following:
The process in an aeroplane where the pressure in the cabin is adjusted to maintain a
comfortable environment, by adjusting the pressure to go up?

(a) Compression
(b) Elevating the pressure
(c) Heightening the pressure
(d) Increasing the pressure
(e) Intensifying the pressure
(f) I do not know
(g) Other ...

8. Please select the term you would prefer to describe the following:
The process in an aeroplane where the pressure in the cabin is adjusted to maintain a
comfortable environment, by adjusting the pressure to go down?

(a) Decompression
(b) Decreasing the pressure
(c) Reducing the pressure
(d) I do not know
(e) Other ...

9. Please select the term you would prefer to use to describe the subject of the two pictures.
* A.2

(a) Din
(b) Clamour
(c) Sound
(d) Noise
(e) I do not know
(f) Other ...

10. Please select the term you would prefer to use for the blank.
Today Bart has had his first of the eight [blank] in total with his new speech therapist.

(a) Appointments
(b) Gatherings
(c) Meetings
(d) Occasions
(e) Sessions
(f) Visits
(g) I do not know
(h) Other ...

11. Please select the term you would prefer to use for the blank.
Today, the speech therapist tried to identify the [blank] of Bart his speech delay. The
results show that Bart has problems in speech production as a result of a previous surgery
on his teeth.
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(a) Causation
(b) Cause
(c) Determinant
(d) Origin
(e) Reason
(f) Trigger
(g) I do not know
(h) Other ...

12. Please select the term you would prefer to use for the blank.
The speech therapist needed 60 minutes today, however, the normal [blank] is only 30
minutes.

(a) Duration
(b) Length
(c) Span
(d) Time
(e) Timespan
(f) I do not know
(g) Other ...

13. Please select the term you would prefer to use to talk about the following:
Someone experiences lots of difficulties in hearing sounds and conversations.

(a) Auditory deficiency
(b) Hearing deficit
(c) Hearing impairment
(d) Hearing loss
(e) I do not know
(f) Other ...

14. Please select the term you would prefer to talk about the following:
How well a person hears.

(a) Clarity of hearing
(b) Clearness of hearing
(c) Hearing ability
(d) Hearing sensitivity
(e) Hearing threshold
(f) I do not know
(g) Other ...

15. Please select the term you would prefer to use for the blank.
In the context of diving, one carries a scuba tank that is filled with 100% [blank] in order
to be able to breath.

(a) Air
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(b) O2
(c) Oxygen
(d) I do not know
(e) Other ...

16. Please select the term you would prefer to use for the blank.
In order to breath properly, the process of [blank] slowly and deeply through the mouth to
fill the lungs completely is important.

(a) Breathing in
(b) Inhaling
(c) Respiring
(d) Sucking in
(e) I do not know
(f) Other ...

17. Please select the term you would prefer to use for the blank.
After this, the process of [blank] slowly and fully is important to empty the lungs again.

(a) Breathing out
(b) Exhaling
(c) Releasing
(d) Ventilating
(e) I do not know
(f) Other ...

18. Please select the term you would prefer to use for the blank.
When going to physiotherapy, you should wear sportive and comfortable [blank] such as
leggings and a sports top.

(a) Attire
(b) Clothes
(c) Clothing
(d) Fashion
(e) Outfit
(f) I do not know
(g) Other ...

19. Please select the term you would prefer to use to refer to the people in the picture. * A.3

(a) Experts
(b) Health professionals
(c) Healthcare personnel
(d) Medical experts
(e) Medical personnel
(f) Medical professionals
(g) Medical staff
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(h) I do not know
(i) Other ...

20. Please select the term you would prefer to use to refer to the person standing in blue in
the picture. * A.4

(a) Caretaker
(b) Medic
(c) Nurse
(d) Registered nurse
(e) Specialist
(f) I do not know
(g) Other ...

21. Please select the term you would prefer to use to refer to the person in the picture. * A.5

(a) Client
(b) Healthcare consumer
(c) Patient
(d) Recipient
(e) Sufferer
(f) I do not know
(g) Other ...

22. Please select the term you would prefer to use for the blank.
Soon there will be more information about the hospital where the surgery will be [blank].

(a) Carried out
(b) Conducted
(c) Given
(d) Happening
(e) Performed
(f) Taking place
(g) I do not know
(h) Other ...

23. Please select the term you would prefer to use to name area A in the picture. * A.6

(a) External ear
(b) External part of the ear
(c) Outer ear
(d) Outer part of the ear
(e) I do not know
(f) Other ...

24. Please select the term you would prefer to use to name area B in the picture. * A.6

(a) Middle ear
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(b) Middle ear cavity
(c) Middle part of the ear
(d) Tympanum
(e) I do not know
(f) Other ...

25. Please select the term you would prefer to use to name area C in the picture. * A.6

(a) Inner ear
(b) Inner part of the ear
(c) Internal ear
(d) Labyrinth of the ear
(e) I do not know
(f) Other ...

26. Please select the term you would prefer to use to name area D in the picture. Note, this
part is connected to upper part of the throat behind the nose. * A.7

(a) Eardrum
(b) Myringa
(c) I do not know
(d) Other ...
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Figure A.1: Visual accompanying
question 3 [68]

Figure A.2: Visual accompanying
question 9

Figure A.3: Visual accompanying
question 19

Figure A.4: Visual accompanying
question 20

Figure A.5: Visual accompanying
question 21

Figure A.6: Visual accompanying
questions 23, 24, and 25

Figure A.7: Visual accompanying
question 26
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B SUMMARY REPORT

B.1 First version of the summary report

Here, the first version of the summary report is shown. Note that this was created in close
collaboration with an expert in the field and more information on this report can be found in
Section 4.1.2.
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B.2 Second version of the summary report

Here, one can find the adjusted summary report after pilot testing. This is a more ”simplified”
version of the original summary report. More about the reasoning behind the adjustments can
be found in Section 5.6.2.
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C EXPERT INTERVIEW

Date: 19/03/2024, location: Meteren
Name interviewer: Keara Schaaij, name interviewee is not presented.

C.1 Introduction

Interviewer
Thank you for participating in this interview. Your expertise and knowledge will greatly con-
tribute to this study exploring health-related information exchange between chatbot and patient.

This research is specifically focusing on the difference in adjusting the information provided by
the chatbot to the user compared to the way healthcare professionals normally communicate
health-related information (related to word use, concepts, language use, etc.). The scenario for
the experiment is that the participant is diagnosed with acute acoustic trauma, and a healthcare
professional proposes hyperbaric oxygen therapy as treatment. The participant is asked to chat
with the chatbot to ask questions related to the diagnosed disease and proposed treatment.

In order to be able to replicate the way healthcare professionals normally communicate this
kind of information, this interview will dive a bit deeper into aspects of the disease, treatment,
and manner of language used in the context of medical information exchange.
Before we begin, could you please introduce yourself and the background you have related to
the topic of the disease acute acoustic trauma and the treatment hyperbaric oxygen therapy?

Interviewee
I am a military nurse in the Navy and also a certified hyperbaric nurse. Which means I work
mostly on board navy vessels with divers who are more likely to get a decompression illness.
A decompression illness has to be treated in a hyperbaric chamber, there is one on board the
ship. When I am not working on board a Navy vessel, I work at the diving medical centre in
Den Helder. In the Divers Medical Centre, there is a large hyperbaric chamber that is also used
to treat patients with acute acoustic trauma. I have assisted in multiple sessions of hyperbaric
oxygen therapy as well.

C.2 General questions

Interviewer
Do you have typical questions that are asked related to acute acoustic trauma?

Interviewee
Yes, for sure, questions such asWhat can be done about it? orWill I ever be able to hear again
or better? are often asked.
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Interviewer
What answers do you typically provide to these questions?

Interviewee
For the first question, there are not many options. The only option there is, is to start with
corticosteroids and start with hyperbaric oxygen therapy. However, this is only possible if the
patient checks all the requirements for the hyperbaric oxygen therapy. Otherwise, it is just the
corticosteroids that reduce the swelling, and we hope for the best.
Then, for the other questions, I will explain that by starting the treatment, a great chance exists
that the hearing will get a bit better, it is probably never going to be the same as it was before.
But the chances are high that there will be some improvements.

Interviewer
Do you have typical questions that are asked related to hyperbaric oxygen therapy?

Interviewee
Yes, the most asked questions are things like the time the treatment takes, how it works, what
happens inside the chamber, whether people can use the toilet or go out of the chamber at all,
the workings of the oxygen mask, whether they can eat or drink in the chamber, what happens
when they are not able to equalise the eardrums, and of course, whether there are any risks.

Interviewer
What answer do you typically provide to the question of whether people are allowed to use the
toilet or go out of the chamber?

Interviewee
You will not be able to use the toilet. You will not be able to open the door when the chamber
is under pressure. When you have to use the toilet, you will get a bucket. There is a small
compartment that can be used for the use of the bucket, where no one can see you. When you
have to do this, you will have to do it during the 5-minute “normal” oxygen time. And overall,
you are not able to leave the chamber during the treatment. In case of an emergency like a fire
inside the chamber, the operator will make sure the pressure is decreased again, and you will
be able to leave the chamber. In case of a fire, there is a fire distinguisher inside the chamber
so that the nurse is able to fight the fire and make sure everyone is safe.

Interviewer
What kind of answer do you provide to the question related to equalising the eardrums?

Interviewee
If you are not able to use the Valsalva method, there are other ways to equalise your eardrums.
You can yawn or drink from a bottle of water. When those things are not working, the nurse has
a xylometazoline nasal spray, which can also help to open up the Eustachian tube to eventually
equalise the pressure.

Interviewer
And for the question related to eating and drinking?

Interviewee
You are not allowed to eat in the hyperbaric chamber, but you can bring a water bottle. Just
make sure that the bottle is open because of the rising pressure. Otherwise, it is going to ex-
plode.
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Interviewer
When you propose hyperbaric oxygen therapy to someone suffering from acute acoustic trauma,
in what way is this communicated to that person?

Interviewee
During a consultation with the physician or the nurse. The treatment has to be started prefer-
ably as soon as possible. You will get the best outcome when you start within 48 hours. But it
is possible to start within 7 days after the trauma.

Interviewer
More specifically, what kind of information is provided to the patient?

Interviewee
Just an explanation about the treatment and how it is going to work. Often, the risks and out-
come possibilities are also discussed.

Interviewer
Do you provide them with brochures or something like that?

Interviewee
No, I do not have any brochures about the treatment. However, I am not working in a hospital
either, so probably hospitals will have brochures.

At this point, the interviewer explained the idea of the research in a bit more detail, and the
interviewee recommended writing a so-called medical case that the participant could read be-
fore interacting with the chatbot. The following is a summary of what should be in the medical
case. Besides this, the interviewee proposed to read through the created case in order to make
sure the information was correct.

Interviewee
Such a medical case needs to include some little summary about the event that has happened
and for which the person needs to see the doctor, so to speak. Moreover, in this context, it will
explain certain examinations done in order to check aspects of the disease, such as otoscopy
and other methods. Then, there is a short aspect that explains the diagnosis, and then the
treatment is proposed. This will provide the participant with a rather global understanding of
the situation.

Interviewer
When someone asks you why they should choose a certain treatment or what the benefits and
risks are, what type of information do you typically provide to the user?

Interviewee
Just verbal information most of the time and sometimes depending on the disease and the pos-
sible treatment options the website thuisarts.nl. When telling the patient the treatment options,
I will explain to them not only the most common and recommended option but also the other
options. Perhaps, depending on the disease, a plan B is discussed. Next to this, I always tell
them the risks of a treatment and, in what cases, they have to get back to me or the physician.
Those things are very important to tell a patient.
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C.3 Question related to acute acoustic trauma

Interviewer
Could you briefly describe the disease acute acoustic trauma?

Interviewee
It is an acute hearing impairment, a sort of sensorineural hearing loss, that is caused by intense
noise impact.

Interviewer
What are the main causes of acute acoustic trauma?

Interviewee Very loud noise, mostly trauma. You can think of guns going off near the ear or an
explosion. Just all kinds of very loud noise near the ear.

Interviewer
What are the treatment possibilities for acute acoustic trauma?

Interviewee
There are not many options. The most common one is starting with corticosteroids and, nowa-
days, hyperbaric oxygen therapy. At first, only corticosteroids were possible, and then we
hoped for the best.

Interviewer
What is the chance of recovery?

Interviewee
Well, the hearing will probably never be the same as it was before the trauma. However, there
is a great chance the hearing will improve due to the corticosteroids and the hyperbaric oxygen
therapy.

C.4 Questions related to hyperbaric oxygen therapy

Interviewer
Could you explain hyperbaric oxygen therapy?

Interviewee
Normal oxygen, the air we breathe now, contains 21% oxygen. The oxygen you will breathe in
the hyperbaric chamber contains 100% oxygen. The chamber is also pressurised, which helps
the lungs gather and absorb more oxygen. This is due to a lot of laws in physics (Henry’s law
and Boyle). Due to this environment with 100% oxygen resulting in more of this oxygen in your
lungs, the blood will uptake more oxygen as well. This, then, will be able to go to the tissues,
which helps with wound healing, or in this case, hearing loss.

Interviewee
Could you explain how hyperbaric oxygen therapy works in general?

Interviewee
Of course, I will take you through the ”rough” procedure of the treatment.
It starts with the patient, you, entering the chamber. You have to make sure you are wearing
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comfortable clothing, like a t-shirt and a cardigan or sweater. You leave your shoes, and you
have to leave all other things behind. Electronic devices are not allowed, like a smartphone
or smartwatch. Then, inside the chamber, you lie down in a bed or sit in the chair, but do not
cross your legs or arms (crossing your legs or arms is an extra risk of getting a decompression
illness). You have to put on your hearing protection, which is provided in the chamber. You
make a thumbs-up sign when you are ready to go. You will be able to speak with the chamber
operator, but during the pressure buildup, there is a lot of noise. So that is why you have to
make the thumbs-up sign during the pressure buildup. Next to this, there is a camera in the
chamber, so the operator can see you at all times.
During the pressure buildup, which takes about 2 minutes, you have to equalise your eardrums.
Which you can do with the Valsalva method, yawning, drinking water, or chewing gum. When
you get pain in your ears or neck, you should stop the thumbs-up sign so the chamber operator
can stop the pressure buildup. This gives you some more time to equalise the eardrums. When
you are not able to do this, the nurse will give you a xylometazoline nasal spray to help open
up the Eustachian tube.
When the pressure is equal to 14 metres under water, you can put your hearing protection off
and your oxygen mask on. The oxygen mask makes sure you are breathing 100After those
blocks, the pressure will be released from the chamber. During the pressure release, you do
not have to equalise your eardrums, this will happen naturally. You do, however, need to do
the thumbs-up sign and wear ear protection. During the pressure buildup at the beginning, the
temperature will go up. During the pressure release, the temperature will go down. So it is nice
if you can put on a cardigan or sweater. After the release of pressure, the door will be opened,
and you are allowed to leave.

Interviewer
Could you explain the risks that accompany hyperbaric oxygen therapy?

Interviewee
There are several risks in hyperbaric oxygen therapy. The most common one is barotrauma of
the middle ear. Barotrauma of the middle ear might occur when you are not able to equalise
your eardrums during the pressure buildup. The worst-case scenario in this situation is an
eardrum rupture, which is very painful.
To see if you have a barotrauma of the middle ear, the nurse will take a look at the inside of
your ear after the treatment. To see if there is any indication. If it is a MacFie 1, 2, or 3, it will
already be less in a few days. A MacFie 4 or 5 will take weeks to months.
The second most common barotrauma is sinus/paranasal barotrauma. In most cases, the
patient also suffers from respiratory infections or allergic rhinitis. It will lead to facial pain, con-
gestion, and edema. It will go away after the pressure is back to normal.
The third barotrauma that can occur is dental barotrauma (tooth squeeze). This results in pain
in the jaw of the maxillary sinuses. It will be gone when the pressure is back to normal.
Then another well-known risk is oxygen poisoning. Because of the high pressure in the cham-
ber, oxygen gets toxic. That is why there are blocks of 5 minutes without 100% oxygen where
you have to take deep breaths. It is very unusual, but it is a risk. When this happens, the
nurse will remove the oxygen mask. You will start having seizures, which is an acute situation.
Because acute acoustic trauma treatment has multiple decompression moments, you will also
be at risk for pulmonary oxygen toxicity. Due to long periods of inhaling 100% oxygen, there
is a chance that you will experience pain in your chest, a sore throat, pain in your lungs during
deep inhaling or exhaling, a cough, or shortness of breath. This can occur inside the chamber
but also outside the chamber.
However, these risks are not very likely to occur. Other side effects that are more likely to hap-
pen are stomach pain and feeling tired. This is temporary and completely normal.
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Interviewer
Could you explain why hyperbaric oxygen therapy is offered over other possible treatments for
acute acoustic trauma? (Or how this would be communicated with a patient)

interviewee
In my field of work, it is treatment option number one. I think, due to our patient population,
acute acoustic trauma is something that happens far more often compared to non-military pa-
tients. We have a lot of military physicians who specialise in hyperbaric chamber treatment,
they do a lot of research in this treatment area. I know the military was the first place where
these types of patients were treated this way. For one or two years, it is also used for non-
military patients. This type of treatment is not for everyone, there are some requirements. The
treatment has to be started within the time limits, otherwise, it will not work. The patient has
to start on some corticosteroids to reduce the swelling. Plus, the patient has to be in a stable
or healthy condition to avoid the risks that I have mentioned before. This treatment does have
the best outcome compared to other treatments. That is why it is our first choice of treatment,
based on a lot of research and evidence. However, I just want to mention that I am not the
one who decides what kind of treatment the patient will get, the doctor is always the one who
decides.

Interviewer
Is there a posttreatment?

Interviewee
Not really, just a follow-up. There will be a new audiogram to show the results. Plus, there will
be a follow-up a few days after the treatment, just to see how it goes.

C.5 Questions related to language use

Interviewer
Looking into the communication you have with patients, what specific terminology or language
is typically used when explaining acute acoustic trauma?

Interviewee
Some explanations about the ear. Acute acoustic trauma (trauma like a blast or gunshot) has
an effect on the inner ear (malleus, incus, and stapes) and sometimes ruptures the tympanic
membrane. These kinds of terms. Often, there are questions related to the functioning of the
ear.

Interviewer
And for the treatment of hyperbaric oxygen therapy?

Interviewee
Just an explanation of the treatment and the related matters, as described before.

Interviewer
Are there any important phrases or concepts that you frequently use that might be difficult to
understand for someone outside of your expertise?
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Interviewee
I think everything about hyperbaric oxygen therapy is a bit difficult to understand when you
have never seen it before. This is not really about the words or phrases used, but more about
the concept of the chamber. Also, the explanation of the ear can be difficult because of some
words used: tympanic membrane, malleus, incus, stapes, cochlea, auditory nerve, and the
eustachian tube.

Interviewer
What tone do you usually use when providing information related to a disease (or treatment) to
a patient?

Interviewee
It depends on the patient and how well I know him or her, of course. Overall, I always take my
time with a patient to explain things in a calm and clear manner. I always ask if they have any
questions. Plus, in my line of work, it is very easy to just walk by my office to ask questions or
talk about things. So my door is always open if any questions come up. I am always trying to
be nice and understanding, as well as trying to takemy time, as people have to feel comfortable.

Interviewer
Do you make use of medical terminology when providing information to patients? If yes, do you
have some examples?

Interviewee
Hyperbaric oxygen therapy, tympanicmembrane, tympanic cavity, auris interna/externa, malleus,
incus, stapes, cochlea, eustachian tube, the different barotrauma’s mentioned before, oxygen
poisoning, equalising the eardrums (tympanic membrane), oronasal mask / oxygen mask, Val-
salva method, corticosteroids, seizures, acute acoustic trauma, audiometry and otoscopy, the
use of tuning forks and the Weber and Rinne test, acoustic trauma, hearing loss, and more that
I have already mentioned probably.

Interviewer
What do you do when someone does not understand a specific term or concept?

Interviewee
I will try to explain it again in different terms or terminology. Or show them what I am talking
about using pictures, or in this case, walk to the hyperbaric chamber to show what it looks like.

Interviewer
Are there specific aspects that people often misunderstand or struggle to understand? If yes,
which ones?

Interviewee
Almost everything about the hyperbaric chamber. It is a treatment that a lot of people do not
know about beforehand and/or have never worked with before. When I treat divers in the
chamber, they know what to expect. But patients with acute acoustic trauma do not. As you
can imagine, these patients are deaf, at least in one ear, which makes communicating a bit
harder. Also, when you use terminology related to the ear, this is often difficult to understand.
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D QUANTITATIVE MEASUREMENTS

D.1 Understanding test (Final version)

Below are the questions that were created to be used in the test to assess the participants’
understanding of information provided by the chatbot about the diagnosed disease and pro-
posed treatment. The questions follow a questionnaire format, where each question requires
an answer, moreover, one is not able to go back to previous questions. Note that the content
(what questions) of the questionnaire provided to the participant depends on their conversation
with MedWiseBot, as discussed in Section 4.7.1.

The correct answer is shown in bold, which is not the case in the test provided to the partic-
ipant. Note that in the questionnaire provided to the participant, questions with multiple gaps
were asked separately. Here, these questions are combined for brevity, and the answers to
choose from per gap are separated by a blank line.

1. The Rinne and Weber tests are conducted using an otoscope.

(a) True
(b) False
(c) I do not know

2. The Rinne andWeber tests are conducted to assess the __1__ and are conducted __2__.

(a) Degree of hearing loss
(b) Eardrum
(c) Tympanic membrane
(d) I do not know

(a) After a week of the hyperbaric oxygen therapy sessions
(b) After each of the hyperbaric oxygen therapy sessions
(c) After the full duration of the hyperbaric oxygen therapy (all sessions)
(d) I do not know

3. Audiometry is conducted to:

(a) Assess the degree of hearing loss
(b) Assess the eardrum
(c) I do not know

4. Otoscopy is conducted to:

(a) Assess the degree of hearing loss
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(b) Assess the eardrum
(c) I do not know

5. After the treatment of hyperbaric oxygen therapy, the patient will regain their level of hear-
ing similar to what it was before the diagnosis of acute acoustic trauma.

(a) True
(b) False
(c) I do not know

6. Someone suffering from acute acoustic trauma will always have an eardrum perforation.

(a) True
(b) False
(c) I do not know

7. Someone suffering from acute acoustic trauma will have similar symptoms in both ears.

(a) True
(b) False
(c) I do not know

8. Instead of saying someone is suffering from acute acoustic trauma, it can be said this
person is suffering from tinnitus. These are the same conditions.

(a) True
(b) False
(c) I do not know

9. Hyperbaric, in case of the proposed hyperbaric oxygen therapy, means the:

(a) Decreased pressure of oxygen
(b) Increased pressure of oxygen
(c) Process of decreasing the pressure in the hyperbaric chamber
(d) Process of increasing the pressure in the hyperbaric chamber

10. The patient is __1__ to eat and drink in the hyperbaric chamber. Water bottles need to
be opened up as otherwise there is a danger of explosion during the __2__.

(a) Allowed
(b) Able
(c) Not able
(d) Not allowed
(e) I do not know

(a) Audiometry
(b) Depressurisation (increasing the pressure)
(c) Pressurisation (increasing the pressure)
(d) I do not know

11. Which part(s) of the face are covered by the mask used in this therapy?
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(a) Mouth
(b) Mouth and nose
(c) Nose
(d) I do not know

12. Very likely to occur risks include oxygen poisoning.

(a) True
(b) False
(c) I do not know

13. The more likely to happen risks are __1__ and can be considered __2__.

(a) Continuing
(b) Long-term
(c) Permanent
(d) Temporary
(e) I do not know

(a) Dangerous
(b) Insurmountable
(c) Normal
(d) Severe
(e) I do not know

14. Barotraumas are likely to occur due to the difference in pressure and will often be gone
after depressurisation (decreasing the pressure) of the hyperbaric chamber.

(a) True
(b) False
(c) I do not know

15. The proposed treatment is not covered by the health insurance, only if it is proposed for
the diagnosed acute acoustic trauma.

(a) True
(b) False
(c) I do not know

16. The increased pressure of the hyperbaric tank leads to __1__ oxygen absorption of the
lungs. By __2a__ this pure oxygen, __2b__ oxygen will be in the blood plasma which
helps the body heal and fight certain infections.

(a) Compressed
(b) Less
(c) More
(d) Minimal
(e) I do not know
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(a) (a) Breathing in, (b) less
(b) (a)Breathing in, (b) more
(c) (a) Breathing out, (b) less
(d) (a) Breathing out, (b) more
(e) I do not know

17. Currently, hyperbaric oxygen therapy and the use of corticosteroids is the only possible
treatment for the diagnosed acute acoustic trauma.

(a) True
(b) False
(c) I do not know

18. For what reasons are corticosteroids used when hyperbaric oxygen therapy is proposed?

(a) Corticosteroids are not used in combination with hyperbaric oxygen therapy.
(b) Corticosteroids are used to increase the level of oxygen in the blood to promote

healing.
(c) Corticosteroids are used to lessen the swelling in the inner ear.
(d) Corticosterouds are used to lessen the swelling in the middle ear.
(e) I do not know

19. Regarding the availability of the proposed hyperbaric oxygen therapy, what statement is
correct?

(a) It is available at almost all hospitals in the Netherlands.
(b) It is available at locations that are equipped with a hyperbaric chamber.
(c) It is available at the hospitals in the larger cities of the Netherlands only (e.g., Ams-

terdam).
(d) It is available at the larger hospitals in the Netherlands as they are equipped with a

hyperbaric chamber.
(e) I do not know

20. During the proposed hyperbaric oxygen therapy, the patient can wear their own clothing.

(a) True
(b) False
(c) I do not know

21. At time of emergency, the patient has the opportunity to talk to the medical personnel for
instructions.

(a) True
(b) False
(c) I do not know

22. The treatment consists of __1__ sessions.

(a) Biweekly
(b) Daily
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(c) Monthly
(d) Weekly
(e) I do not know

23. The treatment is stopped during the weekends.

(a) True
(b) False
(c) I do not know

24. The patient is allowed to leave the hyperbaric chamber after __1__ .

(a) Any time during the hyperbaric oxygen therapy, for example in case they need to go
to the toilet.

(b) Putting off the oxygen mask.
(c) The process of depressurisation (decreasing the pressure).
(d) The process of pressurisation (increasing the pressure).
(e) I do not know

25. The hyperbaric oxygen therapy is conducted in a hyperbaric chamber, which accommo-
dates one patient at a time for the therapy session.

(a) True
(b) False
(c) I do not know

26. The hyperbaric chamber is designed in such a manner that it contains doors and windows
in order for medical personnel to __1__ monitor the patient(s).

(a) Continuously
(b) Intermittently
(c) Day-and-night
(d) I do not know

27. The diagnosed disease of acute acoustic trauma is a result of:

(a) An acoustic trauma
(b) An increased pressure in the ear
(c) I do not know

28. What does the term ”trauma” or ”impact” refer to in the context of the diagnosed acute
acoustic trauma?

(a) An injury in the inner ear due to the exposure to loud noise.
(b) An injury to the outer ear due to the exposure to loud noise.
(c) The loud noise that causes the injury in the inner ear.
(d) The loud noise that causes the injury in the outer ear.
(e) I do not know

29. Hyperbaric oxygen therapy is proposed without any additional medication or treatment.
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(a) True
(b) False
(c) I do not know

30. After each of the sessions of the proposed treatment, several assessments are done
related to the ear and hearing loss.

(a) True
(b) False
(c) I do not know

31. The proposed hyperbaric oxygen therapy entails the administration of 100% oxygen via
the:

(a) Breathing tube
(b) Nasal spray
(c) Pressurisation of the environment (increased pressure)
(d) Special mask
(e) I do not know

32. During the proposed hyperbaric oxygen therapy, the pressure is __1__ similar to what
divers experience at a depth of 14 metres. This might result in the need for the patient to
__2__.

(a) Gradually decreased
(b) Gradually increased
(c) Kept constant
(d) Rapidly decreased
(e) Rapidly increased
(f) I do not know

(a) Equalise the eardrum
(b) Equalise the nasal membrane
(c) Leave the hyperbaric tank
(d) Stop the hyperbaric oxygen therapy immediately
(e) I do not know

33. Pressure on the ear, plugging in the ear, cracking sounds when swallowing or yawning
are all results of:

(a) Acoustic trauma
(b) Acute acoustic trauma
(c) Difference in air pressure on both sides of the eardrum
(d) Difference in airpressure on both sides of the tympanic cavity.
(e) I do not know

34. There are multiple manners to equalise the eardrum

(a) True
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(b) False
(c) I do not know

35. An acoustic trauma can be caused by the __1__ exposure to a loud noise. Moreover,
__2__ exposure to loud music or machinery can also lead to an acute acoustic trauma.

(a) Low frequency
(b) Prolonged
(c) Short
(d) Varying
(e) I do not know

(a) Low frequency
(b) Prolonged
(c) Short
(d) Varying
(e) I do not know

D.2 Adjusted HCTM scale

Here, the adjusted HCTM scale to assess the perceived trust participants have in the chatbot
can be found. Note that the adjustments include the substitution of the placeholders in the
original scale with the appropriate information from the current research, such as the name of
the chatbot MedWiseBot [34].

1. I believe that there could be negative consequences when Using MedWiseBot

2. I feel I must be cautious when using MedWiseBot.

3. It is risky to interact with MedWiseBot.

4. I believe that MedWiseBot will act in my best interest.

5. I believe that MedWiseBot will do its best to help me if I need help.

6. I believe that MedWiseBot is interested in understanding my needs and preferences.

7. I think that MedWiseBot is competent and effective in offering healthcare information.

8. I think that MedWiseBot performs its role as a healthcare informative chatbot very well.

9. I believe that MedWiseBot has all the functionalities I would expect from a healthcare
informative chatbot.

10. If I use MedWiseBot, I think I would be able to depend on it completely.

11. I can always rely on MedWiseBot for healthcare information.

12. I can trust the information presented to me by MedWiseBot.
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E QUALITATIVE MEASUREMENT

Here, one can find the questions asked during the semi-structured interview that takes place
after the experiment. Note that the first four questions are based on the User Experience Ques-
tionnaire [84], and the following five questions are based on the Chatbot Usability Question-
naire. The last questions are added to get a better understanding of the participant’s experience
with the chatbot [85] as discussed in Section 4.7.2.

1. Do you think the healthcare chatbot was understandable when providing you an answer
during the interaction?

2. Do you think the healthcare chatbot was meeting your expectations when providing you
an answer during the interaction?

3. Do you think the healthcare chatbot was clear when providing you an answer during the
interaction?

4. Do you think the healthcare chatbot was pleasant to use?

5. Was it easy to get confused when using the chatbot?

6. Do you feel like the chatbot understood you well?

7. Do you feel that the chatbot’s responses were useful, appropriate and informative?

8. Did you feel like the chatbot failed to recognise a lot of your inputs?

9. Did you feel like the chatbot responses were irrelevant?

10. Would you use a chatbot like this to help you out in the case of having questions related
to a disease or treatment in the future?

(a) And would you prefer such a healthcare chatbot over other well-known information-
seeking platforms such as Google?

11. Did you answer a lot of questions with ”I do not know” in the last questionnaire (under-
standing test)?

(a) If yes, why?

12. Do you feel like the chatbot used difficult terminology?

(a) If yes, did you ask for explanation of the difficult terminology used by the chatbot?
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F FLOWCHARTS

F.1 Non-aligning chatbot

The flowchart in Figure F.1 describes the process for the chatbot that does not apply alignment.
In this case, the template answers are not adjusted, and the steps that are necessary for an
appropriate answer are limited. For some intents, a certain action is created in order for the
chatbot to provide a correct answer. An example of this is the intent where the chatbot provides
information on whether a mentioned item by the participant can be taken into the hyperbaric
chamber yes or no. In this case, the item must first be checked with the allowed items in the
hyperbaric chamber in a separate function. This is incorporated into the flowchart by means of
the if-statement, which checks for the presence of an action.

F.2 Aligning chatbot

The flowchart presented in Figure F.2 visualises the strategy used to save the initial entity slots
based on the saved terms in the terminology repository, which are the answers in the question-
naire on (medical) terminology as explained and discussed in Section 5.5.2.

The flowchart presented in Figure F.3 visualises the first strategy used to implement alignment
in the aligning chatbot, as explained in Section 5.5 and specifically Section 5.5.3. Again, the
if-statement to check for a specific action, as explained in F.1, is incorporated. Note that the
functions for sentence refinement discussed in Section 5.5.4 are not incorporated in the visu-
alisation as they are not part of the alignment strategy, however, they are called before the
adjusted answer is outputted to the user.

The flowchart presented in Figure F.4 visualises the second strategy used to implement align-
ment in the aligning chatbot, as explained in Section 5.5 and specifically Section 5.5.3. This
strategy is only activated in the case that the first strategy does not result in an adjusted tem-
plate answer. It is important to note that the preprocessing of the input includes the punctuation
removal and tokenization, as well as the adjustment for the term to be in plural or singular form,
as explained in Sections 5.5.3 and 5.5.4. Note that the function for sentence refinement related
to the appropriate article discussed in Section 5.5.4 is not incorporated in the visualisation as
it is not part of the alignment strategy, however, it is called before the adjusted answer is out-
putted to the user. To clarify the brackets surrounding ”adjusted” in the input/output block, they
denote that the template answer is only adjusted in case the threshold for the cosine similarity is
exceeded. In the event that the threshold is exceeded, the slot is adjusted, and the placeholder
is replaced in the template answer.
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Figure F.1: Flowchart for the non-aligning chatbot
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Figure F.2: Flowchart for the use of terms from terminology repository
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Figure F.3: Flowchart for the aligning chatbot strategy 1
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Figure F.4: Flowchart for the aligning chatbot strategy 2
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G FREQUENCYOFCHOSENTERMSFORPLACEHOLD-
ERS

Table F.1 below shows the frequency of terms chosen for each of the placeholders from the
results of the questionnaire used to infer the participant’s word use, see Section 4.1.1 and Ap-
pendix A. The percentage of alternative terms chosen than the original placeholder term (per
placeholder) is shown in the last column. Note that for this percentage, the answer option I do
not know is not considered a different term than the original placeholder term. This is based
on the lack of replacement of the placeholder in the event that this option is chosen. The same
holds for the answer option Other ... if the entered term is not considered similar enough ac-
cording to their cosine similarity. Additionally, terms with a frequency of 0 are not included in
the table. At the bottom of the table, the overall percentage of participants choosing a different
term than the placeholder term is shown.

Table G.1: Frequency of terms chosen by participants for the
placeholders

Placeholder Answer Option Frequency Alternative Term %
Indications Symptoms 21

Signs 1
Indications 1
Indicators 1 95.83%

Diagnosed Diagnosed 20
Determined 2
Confirmed 1
Identified 1 16.67%

Oronasal mask* Oxygen mask 16
Breathing mask 3
Inhalation mask 1

Oxygen therapy mask 1
Respiratory mask 2
I do not know 1 95.83%

Complications Complications 9
Side effects 15 62.50%

Restroom Restroom 5
Lavatory 6
Toilet 10

Bathroom 3 79.17%
Exit Get out 2

Leave 2
Exit 20 16.67%

Continued on next page
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Table G.1: (continued)

Placeholder Answer Option Frequency Alternative Term %
Pressurisation* Increasing the pressure 13

Compression 5
Elevating the pressure 1

Heightening the pressure 2
I do not know 2

Other ... control the pressure** 1 87.50%
Depressurisation* Decompression 11

Decreasing the pressure 7
Reducing the pressure 4

I do not know 2 91.67%
Noise Noise 19

Clamour 1
Sound 1

Other ... Intens Auditory Stimulants** 1
Other ... noise pollution** 1

Other ... loud** 1 8.33%
Sessions Appointments 7

Sessions 15
Meetings 2 37.50%

Etiology* Cause 14
Origin 5
Reason 3

Determinant 1
I do not know 1 95.83%

Duration Duration 16
Length 3

Timespan 3
Time 1

Other ... Session** 1 29.17%
Hearing loss Hearing impairment 15

Hearing loss 7
Hearing deficit 1
I do not know 1 66.67%

Cause Cause 14
Origin 5
Reason 3

Determinant 1
I do not know 1 37.50%

Auditory acuity* Hearing ability 18
Clarity of hearing 2
Hearing sensitivity 2
I do not know 2 91.67%

Oxygen Oxygen 20
Air 2
O2 2 16.67%

Inhaling Breathing in 7
Inhaling 16

Continued on next page
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Table G.1: (continued)

Placeholder Answer Option Frequency Alternative Term %
Respiring 1 33.33%

Exhaling Exhaling 15
Breathing out 9 37.50%

Attire Clothing 12
Attire 1
Clothes 11 95.83%

Medical personnel Medical professionals 5
Medical personnel 6

Medical staff 6
Medical experts 4

Health professionals 2
Other ... doctors 1 75.00%

Nurse Nurse 23
Specialist 1 4.17%

Patient Patient 24 0.00%
Conducted Taking place 11

Performed 7
Conducted 2
Carried out 3
Given 1 91.67%

Auris externa* External part of the ear 7
Outer part of the ear 8

Outer ear 7
External ear 2 100%

Tympanic cavity* Middle ear cavity 4
Middle part of the ear 6

Middle ear 8
Tympanum 2
I do not know 4 83.33%

Auris interna* Inner part of the ear 12
Internal ear 2

Labyrinth of the ear 4
Inner ear 5

I do not know 1 95.83%
Tympanic membrane* Eardrum 18

I do not know 6 75.00%
Total: 60.03%

* This original term of the placeholder is excluded in the answer options of the questionnaire
used to infer the preferred by the participant. This means that in case the participant still wants
to use that specific term, they had to enter this term in the Other ... option. For an in-depth
explanation of this, see Section 5.6.1.

** The term entered as Other ... option is not considered similar enough after calculating the
cosine similarity between the vector representation of the placeholder and the term entered.
Therefore, this term is not used to replace the placeholder term, see Section 5.5.3 for more
information on this.
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