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1 Introduction

1.1 Abstract

This thesis investigates the impact of display technology on hepatic percutaneous teleoper-
ation procedures with force haptic feedback. The research includes the implementation of
a teleoperation setup specifically designed for teleoperated hepatic percutaneous insertions
through use of a robotic arm. In addition to featuring a novel haptic feedback system that
utilizes viscosity control and separation of forward and lateral control. Additionally, a compre-
hensive visualization environment was developed for both an augmented reality head moun-
ted display(AR HMD) and autostereoscopic 3D. To evaluate the effectiveness of these display
technologies, a comparative study was conducted with participants to determine the effects.
Results indicate that 3D displays significantly reduced procedure time, while maintaining ac-
curacy comparable to standard 2D monitors. Although AR HMDs also accelerated task com-
pletion, usability was compromised. Users showed a clear preference towards the use of a 3D
display.

1.2 Context

Minimally invasive surgery is an important part in liver cancer treatment. One of the initial
steps is to perform a liver biopsy, to determine possible malignant presences. Further treat-
ment can be done in the form of ablation therapy, in which the malignant tissue is destroyed
using a needle that emits high frequency radio waves. Both of these treatments use a needle
insertion procedure [1]. Over the last twenty years, several technological advances providing
assistance to the liver surgeon for visualizing intraoperative navigation have been developed
[2]. Augmented reality (AR) is the concept of projecting a digital object on real-life scenes. It has
the potential to provide surgeons with essential information to optimize navigation in complex
surgeries to reduce intra- and postoperative complications [3]. In intraoperative procedures it
can assist in showing the position of organs, veins and bone to the surgeon, by projecting them
on top of the body. For example, a complete system is already in the market for spinal surgery
[4]. AR in liver surgeries is often investigated, according to Acidi et al.[2]. AR is being put into
effect in open surgeries as shown by Fida et al.[5]. AR can reduce the risk of an operation by
giving the surgeon improved sensory perception [6]. The most important AR functionalities
for this research area include visualization, path planning, and surgical navigation [7]. There
are still concerns about the movement of the internal organs during surgery, which can affect
the exact positioning of the AR environment. Other challenges in the medical field regarding
AR are: legal issues, affordability, technical limitations, latency, safety problems and a lack of
robust infrastructure to support the AR systems [8][9].

Haptic feedback is the concept of giving feedback in the touch related sense. This can be
through either kinesthetic or tactile feedback. Tactile feedback relates to sensations felt on
the skin’s surface, for instance, feeling the texture of a wooden surface. Kinesthetic feedback is
feedback related to body movement and position. An example of kinesthetic feedback is feel-
ing a feedback force in response to moving a joystick. For needle insertion, haptic feedback can
aid in accurate needle alignment.

There are different use cases for telesurgery, it can be used with a specialist to operate from
a distance, increasing the availability of experts. Certain types of procedures are available in
limited hospitals. A comprehensive telesurgery network could improve patient outcomes by
reducing travel time and associated burdens. The COVID-19 pandemic underscored the crit-
ical role of telesurgery in mitigating infection risks, as surgeons can operate remotely on pa-
tients with infectious diseases [9]. An additional use case is reducing the amount of radiation
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surgeons receive by CT-guided surgeries, the surgeon is able to perform the surgery outside the
CT-room.

Telesurgery can be combined with AR and haptic feedback in needle insertion surgeries. Little
research has been found with the combination of AR and haptic feedback in remote needle in-
sertion surgeries. Research has explored combining AR with haptic feedback for training pur-
poses [10]. Combination between AR and haptic feedback in telesurgery has been explored in
Fu et al. [11] where it was used for teleoperated ultrasounds. Teleoperated needle insertion
surgeries combining AR and haptic feedback are largely unexplored. In this research, a com-
parison is made between an AR head mounted display(HMD), a 3D display and a regular screen
in their value for visual information transfer in remote needle insertions.

1.3 Objective

The main objective of this paper is to study the effects of different visualization techniques in
teleoperated robotic hepatic percutaneous procedures. AR HMD, a 3D display and a 2D screen
are compared. These are integrated with a force haptic feedback system. To achieve this, a
system is built that combines AR and haptic feedback in a telesurgery system capable of liver
tumor needle insertions. The system should be capable of accurately updating the augmented
reality environment in real time. A needle should be controlled at a distance using the haptic
feedback controller, and the augmented reality environment should provide a clear visualiza-
tion of the scene at a distance.

1.4 Research Setup (Research Questions)

Following the main objective of improving teleoperated minimally invasive surgeries through
AR, this led to the main research question:

How can augmented reality improve haptic feedback controlled remote surgery for hep-
atic percutaneous procedures?

This question directly relates to the objective of improving remote controlled surgeries through
visualization with AR. AR offers the potential to provide surgeons with significantly richer visual
information about the remote scene compared to traditional methods. Investigating the as-
pects in which visualization can be improved leads to the following sub-questions:

What are the requirements for an AR system in haptic feedback controlled remote sur-
gery for hepatic percutaneous procedures, and how to validate these?

What is required of our system to be able (at least in theory) to achieve a successful, reliable
remote operation. Many of these requirements can be found in literature. Some of these re-
quirements provide indicators that have to be measured during the testing. The measurements
provide evidence for the validation of the system. Other requirement are necessary for the sys-
tem to be useable in the first place.

What visual information is important to convey in remote surgery for hepatic percu-
taneous procedures?

An important aspect will be the visual information that is shown and how it is shown. There
are many different approaches to showing visual information. It is vital to find out what the
most important information is to convey at each moment. Examples of information that can
be visualized is the needle pose, position of the liver and liver tumor and the exact position of
the incision point. More general information about the condition of the patient could also be
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implemented. In part, this question can be answered empirically during the building of the
system. By testing with different persons, to observe the different effects. Some frameworks
will be taken from literature as a starting point. Different display techniques can be used to
display this visual information, which leads to the next question.

How do different display techniques(AR HMD, 3D Display) compare in meeting the re-
quirements?

There are multiple ways of providing the visual information of the remote scene. Even within
AR, there are different devices which can be used. One such example is an AR HMD, which
provides an augmented reality view of the surroundings through glasses. Another is using an
autostereoscopic 3D display. There was research done comparing the effects of display tech-
niques for needle insertions[12], but never for remote surgery.

1.5 Scope

The focus is specifically on liver tumor ablations and biopsies. Other surgical procedures are
considered to be out of scope for this research. Only needle insertions are considered, the
needle retraction is not taken into consideration. Another aspect is the visual aids that will be
used in the AR environment. The main focus is on the display techniques, haptic feedback is
used but is not the primary interest. The display techniques are limited to a baseline of a 2D
display, a 3D display and an AR HMD. Different visualization apparatus are compared. While
haptic feedback is an integral component of the system, its configuration and parameters will
be fixed to minimize variables.
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2 Background

2.1 Augmented Reality

The term augmented reality first appears in the 1990’s. It was coined by two researchers at Boe-
ing, who introduced it in an article [13]. Currently, there are many use cases and applications
for augmented reality. It is used in fields such as, advertising, military applications, medicine,
gaming, forensics and navigation [6]. Augmented reality encompasses a multitude of systems,
including monitor-based systems that overlay virtual objects onto live video feeds of the real
world. Head mounted displays (HMDs) provide a more immersive experience. They come in
two forms. The first is optical see-through. Which is commonly implemented using an op-
tical beam splitter. The light of the environment is mixed with projected light from the head
mounted display, given the appearance as if the virtual object is on top of the environment.
The other variant uses video see-through. As the name implies, the real environment is filmed
using a camera attached to the HMD. This footage is played in the glasses and virtual objects
are projected on top of the footage. Finally, there are projection based methods. In these pro-
jection based methods, images are projected on top of objects using projection based systems,
such as a projector.

AR is characterized by the integration of real and virtual world, it is different from Virtual Real-
ity(VR) and Mixed Reality(MR). In Figure 2.1 the difference between the terms is shown. In VR,
the user is in a fully digital world, without any real-world elements. Mixed reality is the blurred
line between VR and AR. Virtual element are able to interact with the real-world, or vice versa.

Figure 2.1: Differences between augmented reality and virtual reality [14]

2.2 Augmented Reality in Medicine

AR and VR are upcoming in medicine with increasing interest from researchers. In Figure 2.2,
the number of citations and publications each year can be seen. There is a notable increased
interest over time. Research has been done for use-cases such as surgical training, rehabilita-
tion and surgical assistance. The most common use case is surgical simulation for the purpose
of training new surgeons [15].
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Figure 2.2: Virtual reality related research in medicine, annual citations and publications [15]

For liver tumor ablation surgery, Endosight is a system capable of projecting the internal organs
on top of the skin of the patient [16]. The system was clinically tested on eight patients with
successful procedures in all operations. They achieved a high targeting accuracy of 3.4 mm ±
0.7 mm, with the largest offset distance 4.5 mm. In Figure 2.3 the AR projection can be seen.
The liver, rib cage and the liver blood vessels are modeled and shown on top of the patient. 3D
models are created based on CT scans. Using markers on the skin of the patient, the AR system
can register where the models should be placed. Furthermore, a surgical path is shown from
the needle tip to the target destination.

Figure 2.3: Visualization of the Endosight system in a clinical trial[16].

2.3 Autostereoscopic 3D

A common view in many movie theaters is the use of 3D screens. A popular phenomenon
slowly faded away. These displays worked in combination with polarized glasses to create the
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Figure 2.4: Different types of stereoscopic displays [17].

illusion of 3-dimensional images. The general idea is that the left eye and right eye see different
images, tailor-made for each viewpoint. this creates a 3D image in the mind by recreating the
parallax effect. multiple methods of creating overlapping displays were devised. In Figure 2.4
different methods can be seen. Anaglyph 3D by using chromatic opposite color filters, usually
red and cyan. Depth information is encoded in the color and by wearing glasses with these
filters the image is combined into a 3D image. A similar is concept is devised with polarized 3D,
in which images are encoded in vertical and horizontal wavelengths. Each eye has a different
oriented filter and receives the according images. The final overlapping stereoscopic technique
is by temporal alternation, where the user wears stutter glasses in phase with the display.

For realizing autostereoscopic 3D, multiple methods have been devised with varying success.
The two main methods involve estimating the position of the eyes and delivering split images
from the screen. One method is to use a parallax barrier with precisely aligned slits or barri-
ers in front of the LCD screen, that deliver the two slightly different images to each eye. The
technique can be seen in Figure 2.5. This was the system implemented on the Nintendo 3Ds to
achieve the 3D effect [18]. The other method is to use a lenticular display. This method is sim-
ilar to the parallax barrier, but instead uses cylindrical lenses arranged in parallel on a sheet.
The cylindrical lenses refract light from the interlaced images in a way that each eye receives a
different image. A big disadvantage for these methods is that they only work for a singular per-
son, since the functioning depends on the position of the eyes. There are proposals to enable
multiple viewpoints, but these come with major downsides, such as resolution degradation
[18].

3D vision can give a surgeon critical depth and spatial information at a glance. Not only is
depth embedded in the rendering of the scene, estimation of depth can further be achieved by a
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simple tilt of the head due to motion parallax. Motion parallax is one of the major contributing
factors in depth perception, increasing the potential informational transfer to the user [19].

Figure 2.5: The effect of a parallax barrier [20].

2.4 Telesurgery and Robotic Surgery

Telesurgery is the concept of performing surgery remotely. A surgeon controls a robotic sur-
gery setup from a different location. The first remote surgery ever performed was on a patient
from France in 2001. It was remotely controlled by surgeons in New York [21]. This shows the
feasibility of telesurgery. Potential benefits of telesurgery include reaching remote areas with
the best surgeons. A highly qualified surgeon would be able to service a remote range of areas
from a single location. It could give options for surgeons working at different medical centers
to cooperate on the same surgery [22].

Disadvantages that prevent telesurgery from entering the market are cost, lack of surgeons
trained in teleoperation, connectivity issues and legal issues.

Robots are already used in laparoscopies, with multiple robots on the markets. The most prom-
inent of these robots is the Da Vinci surgical system [23].

2.5 Haptic Feedback

The direct definition of haptic is that it is related to a sense of touch. Haptic sensations can be
broken down into two main groups, tactile and kinesthetic. Tactile feedback regards to feelings
on the skin, such as the texture of an object or feeling a vibration. An example of a commonly
used tactile feedback system is the vibration motor inside smartphones. A subtle vibration
upon keypress provides instant confirmation that the input has been registered, improving
typing accuracy and speed. Kinesthetic related to more positional attributes, such as feeling
the needed the force to open a door. An example of a kinesthetic haptic device is an advanced
flight simulator. These advanced simulators replicate movements made by the virtual plane,
resulting in feedback through motion.

In Weber et al. [24] the benefits of force feedback in medicine is shown. Showing major im-
provements in general task performance and minor improvements in task completion time.
Providing force feedback is essential during teleoperation or VR simulations to keep a high per-
formance level. This enables the user to feel a simulated force based on what the actuated
object would feel. Furthermore, constantly updated haptic information can aid understanding
the positions of objects in space. It can also potentially ease the handling of a controller by giv-
ing forces that stimulate desired movement. For example, it can stop a user from making high
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frequency movement by making the controller hard to move, encouraging the user to make low
frequency smooth movements. It can work in combination with visual information, decreasing
the cognitive load in the face of excessive information.

2.6 Hepatic Percutaneous Procedures

Hepatic percutaneous procedures encompass a range of minimally invasive interventions per-
formed on the liver via puncture through the skin. These procedures have gained significant
prominence in recent years due to their less invasive nature, reduced postoperative complica-
tions, and improved patient outcomes compared to open surgical approaches [25].

Hepatic percutaneous biopsy is a procedure performed to obtain a small sample of liver tissue
for examination. This procedure is crucial for establishing a diagnosis of liver diseases. The
procedure is commonly aided by ultrasound, computed tomography (CT), or magnetic reson-
ance imaging (MRI) guidance to ensure accurate needle placement.

Hepatic percutaneous ablation is an intervention aimed at destroying malignant liver tissue,
primarily liver tumors. Various energy sources can be employed for ablation, with the main
choice being radio frequency ablation [26].

Both procedures follow similar steps:
• Before inserting the needle, the entry point, a safe path, and the final needle position are

carefully planned by reviewing pre-procedural imaging.
• Insertion of a specialized needle through the skin and into the target liver lesion. Under

Image-guided supervision.
• Performance of the ablation or biopsy procedure [26].

Robotics and Mechatronics Nick van Lange
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3 Design

3.1 Requirements

Some of the requirements are for a theoretical complete system. This will be out of scope for
the testing in this project. These requirements will be marked by a * meaning they are treated
as out of scope and won’t be validated.

3.1.1 Functional Requirements

• The system needs to be able to perform needle insertion procedure.
• The AR environment should include a moving needle and a 3D model of the liver with a

tumor.
• The needle should be controlled using a force haptic feedback controller.
• The system should support remote surgery visualization and needle control for telesur-

gery on the liver phantom.
• The virtual needle should move in accordance with the actual needle in the robot, track-

ing its position and extension.
• The environment should provide a strong sense of depth perception for both the liver

and needle.

The system needs to be able to perform the surgery. The virtual environment requires 3 mod-
els to visualize the procedure. At a minimum, a virtual needle, liver, and tumor are required.
These virtual models should be realistic and based on real scans to enhance authenticity. To
test our objective of using haptic feedback for control in the telesurgery the needle should be
controlled by a haptic feedback device. The complete system will have to work with a phantom
setup, so that actual results can be measured from the test surgeries. Furthermore, the needle
in the robot should be controlled with the haptic feedback, the virtual needle should show the
movement of the real needle. This means the virtual needle should mimic the movement of the
actual needle in speed, position and rotation. One of the main issues that plagues remote sur-
gery is a lack of depth perception on a 2D screen [27], the AR environment should resolve that
problem so that it gives depth perception for the needle and the liver. This may be achieved
by having depth perception the traditional way, e.g. having two eyes. Another addition can be
visual cues that help, such as a bar that shows how far you are from the incision point.

3.1.2 User Requirements

• The AR environment should offer an intuitive user interface for users.
• The system should be usable by non-technical experts, making it accessible to medical

staff.*
• Users should be able to use the system comfortably, with no discomfort or motion sick-

ness.

An intuitive user interface helps with acclamation to using the system, as shown in [28]. A
future telesurgery system will be in hospitals and used by medical staff. Medical staff in general
do not have high technical training. The system should therefore be able to be used by non-
technical experts in all steps. Surgeons might have to use the system for extended periods of
time, if the system causes discomfort or motion sickness the system would be unusable. This
can be measured by the usability of the system.

3.1.3 System Integration Requirements

• The AR environment should be capable of displaying data from a measurement system
through the Robot Operating System (ROS).

Robotics and Mechatronics Nick van Lange
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• The operating process should be straightforward and manageable by non-experts within
a hospital setting.

• The visual environment should support network communication to control the robot
arm setup and receive feedback using ROS

ROS is commonly used in robotic systems, for integration it is good if all separate parts of the
system can communicate through ROS. Again the system will be used by medical staff which
are non-technical staff, so they have to be able to set it up. The telesurgery system could be
at a distant location, communication on such long distances is best done over the internet.
Therefore, the system should use network communication between the robot arm setup and
the user side.

3.1.4 Performance Requirements

• The system’s latency should be low.
• The system should operate in real-time, providing immediate feedback.
• The setup time should not be too long.*
• The system should not experience lag or performance issues due to graphical demands.
• Visual overload and cluttering should be kept in check
• The system should exhibit robust performance, with high reliability and stability.*

As determined in Xu et al. [29] telesurgery systems have great performance with latency below
200ms. Nearing 400 ms they are still useable, but longer delays are unusable. Telesurgery is
done in real-time, so the system should be real-time. If setup time of the system is too long, it
is not worth using. Lag and low performance can provide unpleasant working environments,
systematic lag due to graphical demands should be lowered by reducing quality of the graphics
if necessary. Minimizing visual overload is necessary to prevent subjects from feeling over-
whelmed. Furthermore, it can cause distractions and eye strain. The system should also not be
used in unstable networks, the system should detect when performance is low to ensure that it
will only proceed when the environment is stable.

3.2 Materials

For the development of the system, several materials are chosen and combined. Each of these
tools has its role in the complete system, and fulfills some part of the requirements. Such as
actuating the needle or providing a framework for building the software application. Below,
the specific tools and technologies are discussed.

3.2.1 Magic Leap 2

AR technology has come a long way in recent years. With more devices reaching the market.
Magic leap 2 is one such recent model that has been released. In Figure 3.1 it can be seen. One
relevant advantage of this model over other AR models is the high FOV (field of view) of 44.6
x 53.6 x 70°. It also boosts a high resolution of 1440x1760 per-eye. In these aspects, the Ma-
gic Leap scores the best of all released AR devices, at time of writing [30]. In previous research
of Heinrich et al.[12] identified resolution and FOV as major limitations in usability. The Ma-
gic Leap 2 addresses these issues effectively. Additionally, the Magic Leap 2 contains its own
compute pack, this makes it functioning independent of other hardware.

3.2.2 Unity

Unity is an engine made for game development. It is commonly used for making higher level
AR applications. Unity uses C# for its programming language. In Fu et al.[11] it was used for the
development of an AR environment for use in a remote ultrasound operation. For this system,
it proved to be a good tool to use since it provides a framework for our AR application.
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Figure 3.1: The Magic Leap 2 AR HMD

Unity was chosen over other options because it is the recommended platform for the Magic
Leap 2 and aligns with prior experience. Additionally, Unity has support for the 3D display
application in the form of the Leia SDK. Finally, the made application can be used for our 2D
application, by turning off the 3D rendering.

There is support for ROS in libraries, such that can be used to connect it to ROS, which can be
used to connect it with the other parts of the system. The used library is the ROS TCP connector
library, provided by Unity Technologies themselves. Unity will handle all the visual elements
that will be used. For example, it will handle the helpful visual elements that will aid the sur-
geon. It will render the surgical path vector, needle and show the incision point. Unity will
render our models, such as the phantom, liver and needle. Furthermore, camera controls and
UI are implemented.

Figure 3.2: The Franka Research 3

3.2.3 Franka research 3

The needle has to be actuated to perform the needle insertion. In an ongoing research at RAM,
the movement of the liver is tracked during surgery. In this setup, a needle insertion surgery is
performed on a phantom liver. This same robot setup can be utilized for this project to simulate
the "real" world part of the environment. This setup uses the Franka Research 3 robotic system
[31]. An image of this robotic arm can be seen in Figure 3.2. The robot arm holds the needle
and works as a slave device for the master haptic feedback device. The robot arm is capable
of performing the full range of motion required during the surgery. In Gromniak et al. [32] the
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same robot arm is used for post-mortem biopsies. This robotic system is controlled with ROS
from a computer which runs on Linux.

3.2.4 Omega 6

The Omega 6, a six-degree-of-freedom force feedback device manufactured by Force Dimen-
sion, is employed for this research. This device is able to fulfil the role of a force feedback device.
It serves as the input device for the needle movement control. The device only has force feed-
back in the translational directions, it lacks rotational feedback. The haptic device has a work-
space of 160 x 110 mm. It can give a maximum translation force of 12 N. The effects of rotational
feedback are something that should be looked after in further research. The device can be seen
in Figure 3.3. It helps that the controller is vaguely needle shaped, this makes it more intuitive
for the desired use. The effectors also contains a button, which can be incorporated in a control
scheme. The device enables users to control the needle. In Aggravi et al. [33] they use the same
device for a haptic needle teleoperation setup, validating its suitability for this application

Figure 3.3: The Omega 6 Haptic feedback device with 6 DOF movement and 3 DOF force feedback.

3.2.5 ROS

All the separate systems have to be able to communicate with each other. Robot Operating Sys-
tem (ROS) is a set of software frameworks designed for developing robotic software. It delivers
libraries for common applications in robotic systems.[34] Furthermore, it can handle commu-
nication between a plethora of different software systems, no matter the programming lan-
guage. For our case it will be used to connect the unity environment with the haptic feedback
device, the needle insertion machine and any other necessary sensors. ROS is chosen over
ROS2 because the Franka setup at RAM is only supported by ROS.

3.2.6 Barco 3D display

Barco is a technology company that specializes in designing and developing innovative visu-
alization solutions. Barco’s primary areas of expertise include: visualization and healthcare
solutions. They allowed us to borrow a prototype for this research. The display provides us
with the means for the other two modalities. The screen works through a combination of an
integrated depth camera and lenticular display. The camera tracks the user’s eye location and
accordingly renders specific images for each eye, as illustrated in Figure 3.4. This provides the
user with a 3D effect. As an extra benefit of this method, motion parallax can be implemented
based on movement of the head. A disadvantage of this method is that it only works for one
person, for other viewers the display has an overlapping effect, which is not pleasant to look at.
The same display is used for the 2D modality.
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Figure 3.4: The methodology used by the Barco display[35]

3.2.7 Phantom

In medical simulation, there is a need for tissues with similar mechanics as skin and organs.
Needle insertions are not different. there is a need to mimic the tissue which the needle pen-
etrates. According to Armstrong et al. [36] the most suitable materials for needle insertions
are PVA, PVC and silicone. The materials and factors can be seen in Table 3.1. PVA hast the
most realistic dynamics for needle insertion, but comes at a price of low durability and diffi-
cult storage methods. Hydration based material have to be stored in a solution of water and an
antimicrobial agent to prevent bacterial and fungal growth [36]. PVC is a little less realistic but
a lot more durable. PVC was selected as the material for the phantom instead of PVA. PVC is
more durable than PVA, making it suitable for long-term use, avoiding the challenging storage
demands of PVA.

The volume and depth of the phantom has to be large enough that realistic depths and angles
of insertion can be simulated. In Long et al. [37] operating depths are observed to be in the
71.7 ± 16.7 mm range. To simulate similar operating depths, the phantom’s height is set to 10
cm and given a radius of 5 cm. To simulate a tumor, a block of PVC with a higher hardness
value and different color is inserted in the phantom. The most common size for a liver tumor
is in the range 1-3 cm range according to the research of [38]. Multiple tumors are placed in the
phantom. This gives options to create test scenarios with different tumor sized. The phantom
can be seen in Figure 3.5. Small PVC spheres were molded to represent tumors. For the main
body of the phantom, a beaker was used as mold. The PVC was heated and mixed with a 20%
softener to create a softer base material for the phantom. Once the mixture cooled, the tumors
were placed inside the still liquid PVC mixture. The phantom solidified over time.

Table 3.1: Material properties comparison [36]

Attenuation Young’s
modulus

Shore
hardness

Needle
insertion

Durability

Agar +++ + ? + +
Gelatin +++ +++ ? + +
Polyvinyl chloride ++ +++ +++ ++ +++
Silicone + ++ ++ ++ +++
Polyvinyl alcohol ? ++ +++ +++ ++
SEBS + + + + +++

SEBS = styrene-ethylene-butylene-styrene co-polymer; +++ = best; ++ = suitable; + = worst; ? = unknown.
Each material property was compared with the values for biological tissue and scored on its closeness to this value.
Durability includes storage requirements, resistance to cracking/deformation and shelf life.
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Figure 3.5: The made phantom from PVC. The blue parts are the tumors.

3.3 System Description

3.3.1 Interfaces

The desired system has a lot of different parts which run on a lot of different types of systems.
All systems have to communicate in a certain way. The interface diagram can be seen in figure
3.6. Magic Leap 2 has its own integrated computer on which the Unity AR application runs.
Using the ROS TCP connection library, a connection between Unity and the ROS environment
is made. By running the server endpoint in the Ubuntu environment, a connection is made
utilizing a TCP connection. The Magic Leap becomes a client to this server. The Ethernet con-
nection is achieved by using the USB-c port on the Magic Leap. Using this in combination with
a USB-C to Ethernet adapter, a ROS connection between the two systems is made. For the 2D-
and 3D screen setup, a Windows computer running the unity applications can communicate
in the exact same way. Connecting the Omega 6 to the Ubuntu environment is done using a
USB connection. And finally, communication with the Franka is done using ROS. All connec-
tion are real time capable and enable the system to function with low delays, satisfying that
requirement.

3.3.2 Virtual Environment

The virtual environment provides all the visual feedback for the surgeon. The intention for this
environment is to provide this information in the clearest way possible. The implementation
of this environment is different for the different modalities.

AR

In this setup, the user performs the remote surgery using an AR environment. An AR environ-
ment is characterized by having digital information displayed in the physical world. For remote
surgery, the patient is not near the surgeon. Displaying information overlaid on the patient is
not an option. Still, there are benefits to creating an AR environment. A fully digital represent-
ation of the patient can be made as if they were in the room. Any additional information such
as the status of the operation can be rendered in the same environment. An advantage This al-
lows them to maintain a connection to the real world and interact with other devices or people
in the room. In contrast, VR can diminish spatial awareness and increase the risk of motion
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Figure 3.6: The interface model between the different systems. Differences between AR and non-AR
setup are minimal. Can be interchanged between the Windows PC and the Magic Leap 2

sickness due to its immersive nature [39]. Benefits over a simple screen is that it can display
objects and information in the world, which can give benefits with depth perception, and a
better general feeling of where things are compared to each other. More interactive controls
can be implemented using specific AR controllers or alternatively hand controls.

2D Display

The 2D implementation is made using a standard Unity project. This consist out of scene with
a standard 2D rendering camera. In the AR environment the digital patient can be placed any-
where in the world, in this modality the digital patient is rendered to the screen. The same
model and visual indicators that are used in the AR environment can be reused here. But in-
stead of a 3D representation, they are viewed through one perspective, without additional 3D
information. Utilizing different viewpoint through camera translation and rotation can still
give us different angles. The intention is to make the AR and non-AR environment similar visu-
ally.

3D Display

This application is rendered on the Barco 3D display. Compared to the 2D implementation, the
main difference is the addition of a 3D camera in the scene. With a regular rendering camera,
only the nearest object rendered matters, at least for opaque objects. With a 3D camera, the
distance to the camera matters for the 3D rendering. In Figure 3.7 the 3D camera in Unity
can be seen. The area between the purple lines shows the 3D rendering space. The closer an
object is to the 3D camera edges, the higher the disparity of the interlaced images, resulting in
a greater 3D effect. Because a depth camera is integrated into the display, motion parallax is
implemented as well. Users can move their head and the object will move as seen from that
viewing angle.

3.3.3 Visual Indicators

Before implementing the different modalities, let’s address a common element for all of them:
visual indicators that assist users in aligning the needle. Effective visual indicators depend
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Figure 3.7: 3D camera in Unity using the Leia SDK for Unity. The rendering space is represented by the
purple outlines. Objects that are closer to the near edge will appear to pop out of the screen. Object that
are closer to the far edge will appear to be inside the screen. [40]

on understanding what information is important, when it is important, and how it should be
displayed. In Table 3.2 a list is made of possible useful visual information.

Through iterative development, different methods for displaying visual indicators were tested,
revealing the significance of where information is presented. For instance, in an earlier version
of the AR environment, important positional data was shown on floating screens. But since it
was floating in space, or in a corner of the screen, the user’s gaze was divided between two im-
portant pieces of information. Ideally, users need to see needle movement directly in the needle
model, along with an indicator for guidance. A solution in this case is to show information in
the place where it is used. In the second iteration, which can be seen in figure 3.8 the crosshair
is placed directly on the incision point. This crosshair provides critical information about the
needle tip position. The red and cyan line show the alignment in the x and y directions, respect-
ively. By perfectly aligning them with the crosshair, proper alignment is reached. This system
is also reused for accurately inserting onto the tumor. This has multiple benefits, the user can
naturally see the interaction between the indicator and the needle. The user does not have to
split his/her gaze between the visuals. However, a potential drawback is information overload
if not implemented carefully, and the risk of blocking other important information, such as the
liver model and veins. To mitigate some of these effects, unnecessary indicators are removed
once they are no longer needed. The crosshair for the incision is no longer necessary once the
needle is inserted, therefore it is removed at that point. Depth is shown with the same indicator
by having a blue circle increase in size depending on the distance. An empty indicator means
the needle is far away, and a full circle indicates that the tip is right on top of the target. This
idea was inspired by Heinrich et al. [12].

Additionally, a line from the tip of the needle to the target point is shown, this clarifies both
the position of the needle tip and the target point, while indicating the desired path of the
needle. This line helps users determine if the needle is properly aligned with the path vector.
Outlines of relevant organs are shown. Giving users a better feel for their position. Due to the
novel nature of the haptic feedback, an indication was given of what control mode the user
is in. Patient information, robotic arm status, and remote side footage were excluded from
this implementation. The phantom does not accurately represent a patient, making remote
footage less useful and costly in terms of bandwidth. While robotic arm status is crucial in real-
world applications, it could complicate testing for this group. The same reasoning applies to
displaying patient information.

Nick van Lange University of Twente



CHAPTER 3. DESIGN 19

Table 3.2: Description of possible visual info

Visual info Units Visual indicators Importance Feasibility

Depth scalar mm

Text
Trace pointer
Bar
Side view

++ +

Needle angle quaternion or euler angle

Text
Trace pointer
Side view
Relative to trajectory

+ +

Needle tip position point mm

Text
Floating point in space
Crosshair indicator
Side view
Trajectory deviation line

++ +

Patient info ∼
Text
Images
Video
Graphs data

- ++

Planned trajectory vector
Floating Line
Side view

+ ++

Incision point point mm
Point
Crosshair marker

+ ++

End point point mm
Point
Crosshair marker

+ +-

Outlines of Tissues mesh
Shown outlines
Danger zones
Transparent model

+- -

Robotic arm status flag
Text
Model of arm in scenario

– +

Remote side footage video Screen with video +- +-

3.3.4 Unity implementation

As previously mentioned, the ROS communication is implemented by using the ROS TCP Con-
nector library. By utilizing this library, a ROS connection can be made using TCP. To achieve this
TCP connection with the Magic Leap, it needs a network connection to the Ubuntu environ-
ment. By utilizing its USB-C port and a USB-C to Ethernet adapter, a wired network connection
is achieved. In this connection, the Ubuntu serves as server, and the unity application as client.

The Unity application serves mostly visual information to the user. In ROS all the relevant
transforms are kept track of in the "/tf" topic. Using this topic, all relevant transforms can be
kept track of in unity. Based on the transform, the models can be placed at the appropriate
places at the appropriate time. A model can subscribe to a transform and follow its direct pose
in real time.

Furthermore, our AR environment has real life coordinates in which the models are placed.
These models include the phantom, which can be seen in Figure 3.9. By defining an origin
frame, the transform tree can be placed relative to this origin frame. The models can be moved
to the desired pose by translating and rotating the base of the transform tree. Furthermore,
scaling options are implemented. These are implemented using Unity’s transform system, in
which the scaling of a parent Game Object causes all "Children" to scale with it. When this
is done for the base of the transform tree, the distances between them increase linearly with
the scaling factor. Scaling and rotating require a pivoting point, by default this is the origin
position. This is not ideal for us, since the base of the robotic arm is on the origin. Therefore,
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(a) (b)

(c) (d)

Figure 3.8: Showing the crosshair for different needle positions. In (a), the needle is perfectly aligned
but far away. For plot (b) the tip is close to the incision. In (c) the needle is right on top point. In (d) a
misalignment can be seen.

the rotating and scaling point is set to be the incision point. This implemented by calculating
the movement of the incision point after rotating/scaling, and then offsetting the base of the
transform tree by this amount. Ensuring that the incision point stays in the same position in the
"real" AR environment. After testing the system, it was found that better viewing options could
be achieved by setting the rotation point to the needle tip once inserted. Options for the user to
rotate, translate and scale the scene as desired are provided with the use of a keyboard for the
2D and 3D application. In the augmented reality environment, these are controlled using the
magic leap controller. The control scheme can be found in Figure 3.10. User move the model
by holding the bumper. When the bumper is held, the movement of the controller is mimicked
by the model, e.g. a move to the left coincides with the model moving to the left. Users can
scale by holding the trigger. While holding the trigger, moving the controller up increases the
size of model and vice versa. Finally, the trackpad is used to rotate the model. Moving along the
trackpad rotates the model around that axis (from a world perspective). In an earlier version,
rotation was mapped to the rotation of the controller, but this was found to be too hard to
control. Some physical rotations with the controller are tough on the wrist. Finally, the menu
button opens the menu. In this menu, the scenario can be ended.

For visual guidance, the aforementioned crosshair is rendered on top of the model, right on the
incision point. This is achieved through shaders, which are GPU-based programs that man-
age the rendering of graphics, including handling light, color, and textures. Shaders are highly
efficient but difficult to write. Therefore, shaders were implemented using Shader Graph [41],
a visual shader creator tool. A custom crosshair shader is used to wrap the crosshair texture
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Figure 3.9: The used model representing the patient. An outline shader is applied to the models to give
users an indication of the outlines.

Figure 3.10: The magic leap controller with controls for the AR environment.

around the model, matching its deformation. In addition to the crosshair, two navigational
lines and a dot are rendered. These elements provide guidance on how the needle aligns with
the crosshair, clearly indicating the needle’s position relative to the incision point. For meas-
uring the distance to the incision, a circle expands in size based on the distance between the
needle tip and the incision point.

To clearly indicate of when the incision is made, these markers are removed when the needle
is inserted into the skin. This is defined as when the needle tip reaches the threshold beyond
the incision point. Internally, the system checks a very wide cone behind the incision point to
measure if the tip is located there. Furthermore, an expanding hole is made in the model of
the skin to get a clearer view of the needle and underlying tissue. around the insertion point, a
small circle of the skin is still rendered to give an indication of the height at which the needle
inserted. Images of the 2D application can be seen in Figure 3.11.

3.3.5 Haptic Feedback

The main goal for haptic feedback in this project is to support accurate needle control. There is
no focus on trying to make the force feedback feel like moving an actual needle. Realistic sim-
ulating of needle insertion dynamics can be useful for training of novice surgeons, and helping
experienced surgeons use their learned expertise. But the ideal outcome of a needle insertion
is to insert the needle as precise as possible. The dynamics of needle insertion in an opera-
tion are based on physics. The tissue of a human being exhibits specific characteristics that
naturally generate particular force feedback during an insertion. Surgeons can learn the re-
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Figure 3.11: The images depict the 2D application in action. In the first picture, the needle is outside,
with the crosshair providing information about the alignment and distance of the needle. In the second
picture, the needle is inside the tissue. Here the skin is not rendered to give a clearer view, besides a slight
area around the needle. This gives information about the rotation point of the needle. The crosshair is
reused for aligning with the tumor. The needle can be seen as purple when occluded, a yellow jagged
line shows the path from the tip of the needle to the target point and general information can be seen
on the left UI.
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sponses a needle will have when inserting and understand the meaning behind it. But since it
is all physics based, the dynamics of such a surgery are not designed to provide optimal haptic
feedback. By utilizing custom force feedback, beneficial dynamics can be designed. Dynamics
that provide stability, accuracy, precision and satisfaction. Another issue with realistic haptic
feedback is difficulty combining it with sensitivity options. The mapping of the controller to
the robot effector is no longer one-to-one, realistic force models can no longer be used, since
different distance scaling values are used. Therefore, a non-realistic approach is taken, focused
on providing user-friendly precise controls.

Figure 3.12: The Cartesian coordinate system of the Omega x [42]

.

The haptic feedback is provided by the Omega 6 device. In Figure 3.12 the coordinate system
of the device is depicted. Force feedback can be provided in these directions. Additionally, the
system can track the rotation of the effector. The system lacks torque feedback. This makes
controlling the rotation of the effector hard. It is very easy to accidentally make large rotations
without intention, since there is no force stopping the rotation. Therefore, it is opted to not use
the rotation measurements for the needle control. Yet, it is still necessary for the user to be able
to rotate the needle in certain situations. This leads us to the question: How should the needle
move during the procedure?
Key considerations are:

• Forward Movement: The ideal needle movement is a smooth forward motion. If the
starting position is good, only small adjustments are necessary for precise needle align-
ment.

• Lateral Movement: When outside the tissue, the needle can move laterally without con-
straint (within reason). Inside the tissue, lateral movement is very constrained, lateral
movement to stretch or even damage the skin.

• Rotational movement: Inside the tissue, limited rotational movement around the in-
cision point is still possible to fine-tune the needle’s position.

These considerations leave us with a good option for pure Cartesian control: When the needle
is outside the tissue lateral movement result in lateral movement, when inside the tissue lat-
eral movement results in a rotation around the incision point. In Figure 3.13 this needle con-
trol method is shown in 2D. The forward direction of the haptic feedback device can be in the
forward direction of the needle. To accompany this needle movement system, a novel haptic
feedback control scheme is implemented. The x coordinate is treated as the forward direction
and the yz coordinates are considered the lateral direction. Moving in both of these directions
at the same time is confusing when rotation is involved, therefore it is chosen to separate the
forward and lateral movement. Meaning, a user can only move in one direction at a time.
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(a) Lateral Needle Movement (b) Rotational Needle Movement.

Figure 3.13: (a) Lateral needle movement outside the tissue. (b) Showcase of the needle rotating around
Pi . The amount of rotation has been exaggerated for this image

Control Scheme

Figure 3.14 shows the control flow diagram of the haptic feedback controller, with state descrip-
tions in Table 3.3. Control of the needle is divided into moving forward along the trajectory and
moving lateral. This separation allows for precise control of the needle’s movement, while to-
gether still providing the full range of motion. Forward control works as follows: The effector
tries only allow forward movement. It tries to keep its lateral coordinates zero. This is imple-
mented with the use of a PD controller. This PD controller corrects position errors by pushing
the controller back to the center. In the forward direction, a velocity controller is implemented
to limit the speed at which a user moves. The velocity controller has a set point of 0, meaning it
tries to stop movement. This makes it difficult to make fast movements and prevents accidental
slips. It will influence the user to make smoother movements. Internally, the force vectors cal-
culated by these two controllers are added up and become the effective force feedback to the
user. If the user wants to move laterally, they have to move the needle beyond a certain lateral
distance. The aforementioned PD controller will give a force against this movement, users will
only enter lateral control when they apply conscious force in the lateral direction. The lateral
controller works the same way as the forward controller, only the PD and velocity controller
are switched. The PD controller works in the forward x direction, and the velocity controller
along the lateral plane. The PD controller’s set point is the x value when lateral control is initi-
ated. The velocity controller works in the plane and applies a force in the opposite direction of
the last measured lateral speed vector. Lateral control functions differently inside and outside
the tissue. Outside the tissue, rotation of the needle is unimportant. The main focus is getting
an accurate insertion. Once inside the tissue, the lateral movement is a rotation around the
incision point.

Lateral control is exited by using the button on the effector, entering the ALIGNING state. A
PD controller is activated to move the Omega effector back to the center. Once the effector is
back in the center, the user can move forward again. During this ALIGNING state, the Omega
and robot arm are decoupled, meaning the robot remains stationary while the Omega effector
moves.

Due to the Omega’s limited workspace, clutching is implemented. When the workspace in the x
direction ends, the Omega applies force towards the starting point until it is reached. Once this
point is reached, the system enters forward control. The user can move forward once again.

One major benefit of robotic surgery is motion scaling, where small precise robotic arm move-
ments correspond to larger user-side movements [43]. Sensitivity options for forward and lat-
eral control allow precise control as needed.Sensitivity is managed by scaling the local frame
measurement with a sensitivity factor. Separate sensitivity factors are used for forward and
lateral controls. Low sensitivity is particularly important for lateral control, as the user is fine-
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Figure 3.14: The control flow diagram of the haptic feedback controller. In green nodes, the robotic arm
and Omega are decoupled.

tuning the needle’s alignment. Although these sensitivity options could theoretically be ad-
justable by the user during the procedure, this feature has not been implemented to not in-
crease the complexity of the system.

Table 3.3: Description of the separate states of the controller.

State Goal Leave state conditions Updates Coupled

FORWARD_CONTROL

The purpose of the forward controller
is to keep the effector on a straight

trajectory, it ’locks’ the effector in the
lateral direction and frees the user in

the forward direction

If yz length is outside of set limit
->LATERAL_CONTROL

If x position is beyond set boundary
->CLUTCHING

x position Yes

LATERAL_CONTROL

The plane controller allows the user
to adjust the trajectory of the needle,

by being able to move in the yz
directions the x direction is locked

If button on the effector is pressed
->ALIGNING

yz Position

Rotation if Inserted
Yes

ALIGNING

After the user has made his
adjustments he controller

needs to move back to the position
it entered LATERAL_CONTROL

Effector back in position
before entering LATERAL_CONTROL

->FORWARD_CONTROL
- No

CLUTCHING

Due to the limited workspace of the
Omega, it is necessary to clutch.
This means when the end of the
work space is reached control is

taken away and the effector is
moved back to the start.

Effector back in start position
->FORWARD_CONTROL

- No

Frame Assignment in the Real-world Environment

Some variables and terminology

• vt : Needle trajectory vector, running from the needle handle to the needle tip.
• vp : Planned trajectory vector, start point to target point.
• Pc : Needle control point, the pivot point of the needle
• Pt i p : Needle tip point
• Pt : Target point, the final point of the planned trajectory.
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• Ps : Start point, intended starting point of the needle origin.
• Pi : Incision point, the point on the planned trajectory that intersect with the skin.
• Rn : Rotation matrix, defining the orientation of the needle.
• Lneedl e : Length of the needle
• Lo f f set : Set starting offset from the incision point, the distance the needle has to travel

before inserting.

The needle trajectory vt is defined as the vector from Pc to Pt i p . It runs perfectly along the shaft
of the needle. Control is exerted from the needle origin, which serves as the pivot point for the
needle’s rotation.

the planned trajectory is defined as the vector from the incision point Pi and the end point
Pe , both set before the procedure. The start point Ps is set by going backwards on vp from the
incision point. One needle length plus a little extra along that result in the values for Ps . At
the initiation of the procedure, the needle handle is positioned at Ps , aligned with the planned
trajectory. The robotic arm position starts at Ps .

This starting rotation matrix is calculated using the Gram-Schmidt process[44]:

1. Initialization: Normalize the known basis vector v1 to obtain u1 = v1
∥v1∥ .

2. Construction of Second Vector: Choose an arbitrary vector v2 that is not parallel to u1.
Subtract the projection of v2 onto u1 from v2 to obtain an orthogonal vector u2.

3. Normalization: Normalize u2 to obtain an orthonormal vector.
4. Calculation of Third Vector: Take the cross product of u1 and u2 to obtain u3, which is

orthogonal to both u1 and u2.
5. Construction of Rotation Matrix: Arrange the orthonormal vectors u1, u2, and u3 as

columns of the rotation matrix and normalize them.

The known basis vector is the planned trajectory vector, which normalizes to get u1. Choose
v2 = (0,0,α), for α> 0 ensures that u3 lies in the plane defined by v1 and v2.

u2 = vt ×vPs→Pi (3.1)

Note that when the trajectory and our defined vector have the same alignment, this process
will fail, since the cross product of 2 vectors in the same direction is zero.

In the needle coordinate frame, vt aligns with the x-axis. The y and z components are defined
to point up for a comfortable robotic arm position.

(P1 = Pe + (0,0,α) (3.2)

vy = vt ×vPs→P1 (3.3)

vz = vt ×vy (3.4)

With arbitrary α> 0. These vectors, when normalized, form the basis vectors of our start rota-
tion matrix:

Rn = [v̂x , v̂y , v̂z ] (3.5)

Now all the relevant coordinate frames and points have to be placed. Starting with the robotic
arm, which in this case has two relevant frames. The base link frame, positioned at the robot
origin, and the robot end effector frame TRE . All links in between are only relevant for con-
trolling the robotic arm, which the robotic arm controller will manage. The choice is made that
the base link frame is equal to the world frame, meaning it is at the origin of the robot scene.
Next, the phantom is placed in the scene. The phantom is given its own coordinate frame, since
it has its own pose compared to the base link. In this frame, two points of interest are placed.
The predefined target point Pt and the incision point Pi . In surgery, these would be planned
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Figure 3.15: Highlighting points in the robot scene. Blue points are in the phantom frame, red points
are in the world frame

before the operation takes place. Pt represents the targeted point in the tumor, usually the
center. The Pi describes the intended point of penetration on the skin. Since the phantom is a
constant, these can be defined as static points in the phantom frame. Using these two points,
the desired starting point Ps of the needle can be calculated. It can be calculated with simple
vector math:

vp = Pi −Pt (3.6)

Ps = Pi + v̂p ∗ (Lneedl e +Lo f f set ) (3.7)

The direction vector from Pt to Pi is calculated, and used to set the starting point in the same
line at the distance (Lneedle +Lo f f set ) from Pi .

The needle is controlled by the measurement of the Omega 6. The movements of the Omega
effector are measured in its own frame Tomeg a , recall Figure 3.12. The position of the Omega
effector is called Pi nput . To actually control the end effector in the remote scene, there has to
be some conversion between the Omega measurement and the robot effector position. This
is achieved by placing Tomeg a in the robot scene. This is written down as 0Tomeg a with zero,
indicating it is in the world frame. At initialization, the translation of 0Tomeg a can be set to be
equal to 0Ps , the world position of the previously defined Ps . The rotation of 0Tomeg a is set to
the previously calculated rotation matrix Rn

Using Tomeg a the desired robot effector frame is set by calculating the input:

0TRE =0 Tomeg a ∗PInput (3.8)

There are two additional steps in the process, that occasionally have to be taken. As discussed
in the previous chapter, to go beyond the workspace of the Omega, clutching has to be imple-
mented. In the clutching operation, the Omega effector returns to the origin while decoupled.
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0TRE should stay the same before and after clutching, otherwise the robot effector would make
an unintended movement. Therefore, 0Tomeg a is updated after coupling to ensure this. It is
updated in such a way that equation 3.8 has the same result for the new PInput value.

There are 3 types of implemented coupling and decoupling: Clutching, Aligning outside tissue,
Aligning inside tissue.

Clutching is the simplest, when decoupling the frame 0Tomeg a is set equal to 0TRE . Now since
the Omega effector is back at the origin PInput is zero.

For aligning outside tissue, the Omega effector offset in the lateral direction is taken and Tomeg a

is translated in that local direction. The Omega effector is pushed back to trajectory control
such that the values for y and z are set to zero.

For aligning inside tissue, the needle rotates around Pi . Making the procedure a bit more com-
plex First, the rotational movement of the needle has to be described. The desired pose can be
calculated using the following steps:

v1 =omeg a Pi nput −omeg a Pi nc (3.9)

v2 = [xi nput ,0,0]−omeg a Pi nc (3.10)

omeg a represents that it is expressed in the local frame of 0Tomeg a .

v1 represents the vector from omeg aPi nc to omeg aPi nput . v2 is the vector between the point from
which plane control was entered to omeg aPi nc . These two vectors have an angle between them,
which can be calculated using the dot product:

v1 ·v2 = |v1||v2|cos(θ) (3.11)

θ = cos−1 v1 ·v2

|v1||v2|
(3.12)

The axis of rotation is equal to the cross product:

u = v1 ×v2 (3.13)

With the rotation axis and the angle, the new rotation of the needle can be calculated using the
Rodriquez formula [45]:

R = cos(θ)I+ (1−cos(θ))uuT + sin(θ)[u]× (3.14)

with skew matrix [u]×

[u]× =
 0 −uz uy

uz 0 −ux

−uy ux 0

 (3.15)

Using R to rotate v1 gives:
v3 = R ∗v1 (3.16)

Using v3 our desired needle position Pneedle is found with:

Pneedl e = Pi +v3 (3.17)

The needle rotation is found by rotating 0Romeg a by R. The variables are shown visually in Fig-
ure 3.16.
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Figure 3.16: 2D representation of rotating the needle. In this case, the lateral input only has a y value,
resulting in a 2D rotation. ′Tomeg a represents the new frame after decoupling.

Decoupling for this is similar to the previous methods. The new 0Tomeg a is equal to the needle
pose 0Tneedle shifted backward along its own x-axis. This can be accomplished by multiplying
it with a translation matrix:

Tx (xi nput ) =


1 0 0 −xi nput

0 1 0 0
0 0 1 0
0 0 0 1

 (3.18)

0Fomeg a = Tx (xi nput )∗0 Fneedle (3.19)

3.3.6 Robot Control

Control of the Franka arm was initially implemented using the provided impedance controller
of the Franka library. After testing, it was observed that the steady state position errors were too
large(±1cm), therefore it was decided to use a different library. The MoveIt library is a widely
used software for motion planning[46]. Operating a robot arm is done in two steps, first the
path from the current pose to the set pose is planned. According to this plan, the robotic arm is
moved according to the calculated plan. The planning problem is solved by a sampling based
motion planner. A sampling based motion planner solves the high complexity problem of the
movement of the robotic arm, which consists out of 7 links. One issue with such planners is that
calculating the optimal path can take a relatively long time. Another disadvantage, the robotic
arm has no motion at the start and end of each plan. This creates a jittery motion instead
of a steady motion. The major upside is that the accuracy is very good, being able to reach
poses with sub mm errors. Therefore, it is opted to use the MoveIt implementation over the
impedance controller. Future projects should consider finding a different library or building
their own controller.

The needle is held in the gripper of the Franka, which can be seen in Figure 3.17. The handle of
the needle, which is the intended control point, is slightly below the gripper. This offset has to
be compensated. There are two solutions to this problem, one is to add a link in the transform
tree of the Franka representing the needle and use that as the end effector. Another is to take
the needle to gripper transformation into account when setting the robot effector position. The
second option is implemented.
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Figure 3.17: The used needle held by a 3D printed part.

The robotic arm is place on the incision point and this information is used to place the
phantom in the scene. The phantom is placed in a 3D printed holder that can be placed in a
consistent place on the platform. Guaranteeing it is always on the same position compared to
the robotic arm. Given the pose of the phantom, the predetermined incision point and target
point have world coordinates. Furthermore, as previously discussed, the starting pose of the
needle can be determined using those two points and the length of the needle. The complete
setup can be seen in Figure 3.18.

3.4 Setup

3.4.1 Test Setup

Participants will perform a simulated needle insertion procedure using an Omega 6 controller
to manipulate a Franka robot. The goal is to accurately insert a virtual needle into a phantom
using the three visualization methods: Magic Leap, a 3D display, and a 2D screen. The user
setup for the non-AR modalities can be found in Figure 3.19. The User setup for the AR modality
is found in Figure 3.20

A comparative analysis of the modalities can be found in Table 3.4. For this, a start screen is
made so that between tests the user can switch to the right scenario. The start screen can be
seen in Figure 3.21. For each modality, 3 different scenarios are performed. In these different
scenarios, the orientation and position of the target and incision point are different compared
to the model. The scenarios are the same across the modalities. A tutorial is used to introduce
users to the system and experiment. In the tutorial, the controls of the Omega are disconnec-
ted from the robotic arm, ensuring that users can try the system safely. The phantom is set up
at a position in front of the Franka, and is manually registered. The phantom holder is locked
on the bottom late, to ensure it doesn’t move between experiments. After the phantom pose is
determined, all other values are updated automatically. Control is then handed over to the sub-
ject. The subject can make modifications to the setup according to his preference, e.g. moving
the camera to a comfortable place. After that, the test is performed and the user can perform
the surgery by controlling the needle using the Omega. On the start, a little bit of a random
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Figure 3.18: Image of the robot setup with the phantom

Table 3.4: Modality comparison.

Modalities 2D display 3D display AR

Haptic feedback device Omega 6

Engine Unity

Needle actuator Franka Research 3

UI Screen UI AR UI

Display device Barco Display Magic leap 2

Visualization technique 2D Autostereoscopic
3D

AR HMD

Keyboard Keyboard Magic Leap

Environment control Mouse Mouse controller

Head movement

Crosshair

Visual Indicators Surgical path vector

Model modifications
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offset is performed on the needle, such that the users are forced to align the needle. Further-
more, there is slight noise on the target point, make it move in determined direction based on
insertion depth. The test ends when the user is satisfied with his needle placement. The final
position of the needle tip is registered and used as a result. To summarize:

Procedure

1. Setup:
• The relevant modality and scenario are loaded.
• Participants can adjust the camera position for optimal viewing.

2. Task Initiation:
• The experiment begins with a random offset of the needle, requiring participants to

realign it.
• A slight, controlled movement is introduced to the target point during insertion,

effectively causing a slight movement of the tumor.
3. Task Execution:

• Participants control the needle using the Omega 6 to reach the target point.
• The task ends when the participant is satisfied with the needle placement, and they

press a button on the UI.
4. Data Collection:

• Needle tip position is recorded during the procedure, in post-processing the target
and incision accuracy is determined.

• When the user presses the end scenario button, the time is stopped.
• The system is reset so that the next scenario can start, if it was the last scenario of the

modality the users fills in the according survey and the next modality is prepared.

Figure 3.19: Image of the setup where the user will perform the AR modality experiments

3.4.2 Measurements

In Table 3.5 the comparison factors are written down. Consisting of accuracy, time and usab-
ility. These same factors are used in other studies [12] [37] to determine system performance.
Accuracy is important since it determines if an operation is successful, if the offset is beyond
a threshold then the insertion can fail. The time measures if the insertion is performed in a
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Figure 3.20: Image of the setup where the user will perform the non-AR modality experiments.

Figure 3.21: The start screen of the application. Once users are done with a scenario, they are returned
here to select the next scenario (for 3D and 2D).

suitable time frame. Usability measures if the system is liked by the subjects, and that it doesn’t
cause any discomfort. A system with a low usability is unlikely to be used regardless of per-
formance increase. Comparing the different visual devices in these factors can help to rank
them using objective values. This can give evidence towards potential benefits of a device over
the others. Accuracy is measured by the measuring the tip position over time during the test.
Based on the position of the tip during the test, the total accuracy is determined. The needle tip
is measured by two separated entity, one by taking the measurement of the Franka end effector
pose. The transform to the needle tip is static to the end effector, assuming the needle doesn’t
move during the test. A second measurement comes in the form of the EMT tracker system.
The total accuracy is determined by going through the measured data and determining the off-
set to the incision point and the target point. Shifts and deformation of the phantom are not
taken into account for the accuracy in this test. Time starts when the user moves the needle and
stops when the user ends the scenario. Usability is measured through surveys and is explained
in depth in the next chapter.

Validation metrics Factors Measuring Method

Accuracy
Incision Error

Targeting Error
Needle tip position measurements

Time Time to complete insertion Integrated timer

Usability Usability of the System Surveys

Table 3.5: Evaluation Criteria and Methods
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Surveys

An element that is hard to measure but very crucial is the usability of a system. Usability is
subjective in nature. An attempt to measure it in an objective way is to use surveys. It is opted
to use a standardized survey format. This format is the SUS scale[47]. This widely used survey
format is composed of 10 questions with a Likert scale. This gives a generalized measurement of
usability. The standard questions of the SUS scale can be seen in Table A.1. The questionnaire
is taken 4 times. 3 times for each of the modalities and once for the haptic feedback system. The
questionnaire is modified to replace system with: "Augmented reality", "3D display", "screen"
and "haptic feedback". The surveys are taken right after the testing of that modality. and the
haptic feedback after the entire test.

There are other factors that are measured with surveys. Factors such as age and experience.
These are measured using a pre-test survey, the questions of which can be found in Table A.2.
These factors are captured to discover possible correlations. If, for instance, it is observed that
persons with experience in certain elements performs generally better, then this can be an in-
dication of learning curve issues in the test.

After testing, open-ended questions are asked relating to possible remarks and possible im-
provements. Finally, the respondent is asked to favor an environment. These questions can be
found in Table A.3
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4 Results

This chapter presents the findings from the user studies, detailing the data and key results.

4.1 Participants

A total of 12 participants aged 24-32 participated in the study. The group consisted of technical
students and university researchers with varying levels of eyesight and experience with AR and
haptic feedback. One subject was color-blind. Some of the participants had prior experiences
with AR and haptic feedback. The full data about the range of subjects can be found within the
appendix.

(a) The incision error:
2D: mean of 0.37 mm ± 0.24 mm
3D: mean of 0.40 mm ± 0.25 mm
AR: mean of 0.55 mm ± 0.62 mm

(b) The target error:
2D: mean of 0.81 mm ± 1.12 mm
3D: mean of 0.75 mm ± 0.77 mm
AR: mean of 1.39 mm ± 1.73 mm

(c) The procedure time:
2D: mean of 66.04 s ± 13.39 s
3D: mean of 56.50 s ± 17.19 s
AR: mean of 61.51 s ± 17.95 s

Figure 4.1: Box plot of the measured performance metrics

4.2 Performance Metrics

The results were calculated after completion of the study. The incision and targeting error were
computed as discussed previously. One-way within-subjects ANOVA was performed on the
collected data. The results are summarized in Table 4.1. Statistical significant result were found
for the procedure time with p < 0.05 significance. Box plots of the results can be seen in Figure
4.1. Outliers were removed from the box plot to keep the y-axis a small range. These were still
taken into account for the ANOVA testing and the calculation of the mean and std.

Table 4.1: Results of ANOVA testing with p < 0.05. Collected data from 108 samples per variable, 36 for
each modality. 12 subjects had 3 results for each variable

Variable df F p Figure

Incision error 3 1.97 0.145 4.1a

Target error 3 2.75 0.0685 4.1b

Procedure time 3 3.09 0.0499 4.1c
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4.3 User Study Results

The usability test was taken after 3 trials which each modality. The results can be found in
Table 4.2. The mean and deviation SUS score of each of the modalities can be seen. The score
is calculated for each user with the following progress:

• Convert odd-numbered question responses to a 0-4 scale by subtracting 1 from the ori-
ginal score.

• Convert even-numbered question responses to a 0-4 scale by subtracting the original
score from 5.

• Calculate the sum of the converted scores for odd-numbered questions, denoted as X .
• Calculate the sum of the converted scores for even-numbered questions, denoted as Y .
• Compute the SUS score using the formula:

SUS score = ((X −5)+ (25−Y ))×2.5

Generally, scores of minimally 60 are considered to be acceptable and scores in the 80s are
considered to have excellent usability[48]. How participants answered the survey questions
is visualized in Figure 4.3 in combination with the questionnaire in Table 4.3. In the radar
chart, responses to the negative even-numbered questions were inverted from a 1-5 scale to
a 5-1 scale. This adjustment ensures that higher numbers indicate a positive effect and lower
numbers indicate a negative effect. The haptic feedback system had a mean SUS score of 76.45
± 17.10.

Table 4.2: System usability score for different modalities

Modality Mean Standard Deviation

Screen-Based 77.71 12.94

3D Display 79.79 11.89

Augmented Reality 61.04 19.23

Figure 4.2: Modality preference of users: 2D: 8.333%, 3D: 58.333%, AR HMD: 16.667%, No Preference
16.667%
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Figure 4.3: Radar chart of the scores on the sep-
arate questions. 2D and 3D have relatively similar
scores. AR scores remarkably less on Q3, Q7 and
Q8

Table 4.3: The SUS questionnaire. ’modality’ is re-
placed by the specific modality in each question.

Questions

Q1 I think that I would like to use this "modality" system
frequently.

Q2 I found the "modality" system unnecessarily complex.

Q3 I thought the "modality" system was easy to use.

Q4 I think that I would need the support of a technical person to
be able to use this "modality" system.

Q5 I found the various functions in this "modality" system were
well integrated.

Q6 I thought there was too much inconsistency in this "modality"
system.

Q7 I would imagine that most people would learn to use this
"modality" system very quickly.

Q8 I found the "modality" system very cumbersome to use.

Q9 I felt very confident using the "modality" system

Q10 I needed to learn a lot of things before I could get going with
this "modality" system.
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5 Discussion

A functional system that is able to perform teleoperated hepatic percutaneous procedures us-
ing haptic feedback was realized. The user was able to control a physical needle using a novel
haptic AR system. The procedure is visualized using models of the needle and a model of the
patient. The system was functional with both a screen setup and the AR HMD. The system met
the requirements and could be validated, either by the functioning of the system or the test res-
ults. It was found that the most important visual information to show clearly was the pose of
the needle, with extra focus on the tip of the needle. Other important visual information were
the key points of the operation, the incision point and target point. Further, it was found that
the position of visual information in the scene is important, it should not divide the attention of
the user and it should not overwhelm them. A comparison was made between different visual
modalities, 2D, 3D and AR HMD.

No evidence was found of improved results with AR system compared to both the baseline of
a 2D screen and the 3D screen. The AR system scored lower in both usability and accuracy
measurements, there is however reduced procedure time compared to 2D. The 2D and 3D dis-
play have similar results, with the 3D screen scoring better with procedure time. Most users
had a preference for the 3D system. For usability, the 2D and 3D had similar results in all the
questions, with only minor differences. The AR system scored noticeably lower in Q3, Q7 and
Q8. These mainly relate to the ease of use of the system. This can be explained by limitations
in the test setup. 7 of the 12 users wore glasses, which were hard to combine with the magic
leap 2. This caused some unconformability with the setup before the experiments even star-
ted. Some participants were also not familiar with AR technology at all. Furthermore, with
the AR system having a different control scheme, making use of the magic leap controller was
somewhat difficult to learn for some of the participants. Finally, the test might have been too
limited in what the users had to perform, not showcasing the strengths of the AR system. Since
participants could mostly ignore the veins within the procedure. Adding in an extra task such
avoiding veins can potentially show the benefits of AR better.

5.1 Limitations

The amount of tests that have been done per participant were limited to prevent them from
getting tired and uninterested. Controller of robotic arm is not ideal, a smooth precise imme-
diate motion could not be realized. This was caused by limitations of the MoveIt [46] library. It
gave the desired precise movement at the cost of choppy, slow movement. It was opted to use
a limited group of 12 students of the UT as participants, these are not the target demographic.
The target demographic for the product, if implemented, would be surgeons. The measure-
ment of accuracy was limited by measuring it using the Franka robot. This lacks a secondary
measurement for increased accuracy, one that is more linked to the position of the phantom.
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6 Conclusion

6.1 Conclusion

A system meeting the requirements was developed. Functioning of the system was showcased
with the users, who were able to complete a liver biopsy/ablation procedure on a phantom
using a teleoperation setup. Visual guidance was provided using different modalities. AR was
incorporated into the system, showing a visual rendering of the teleoperation. The system was
capable of performing a hepatic percutaneous teleoperation on a phantom. The performing
needle could be controlled using a haptic feedback system. The main benefits of the 3D visu-
alization and AR are reduced procedure time. For AR, these came with the cost of reduced
usability. Users gave a preference for use of the 3D display with a wide margin.

6.2 Recommendations and Future work

A different library for the robotic arm control could be selected for future iterations of this pro-
ject. The MoveIt library[46] is limited in the smoothness of the operation. It could be a major
benefit in the performance of the system to develop a better system. Another good addition
could be an extension on the haptic feedback system. The current iteration is developed to
make movement of the needle in 3D space easy. Further feedback could be added on top of it
to provide more control. A haptic feedback device that can incorporate torque feedback could
help a lot. The simulation can be made more accurate if the needle position is measured using
an additional sensor, preferably one that is viable in vivo teleoperation. This can help demon-
strate the viability of the system in vivo teleoperation. For a more accurate representation of
AR performance in user testing, individuals with glasses should be excluded. Alternatively, an
insert for eyesight can be used or an AR set that is compatible with such individuals.
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A Appendix

A.1 Surveys

Below the surveys can be found. The system usability question can be found in table A.1 For
the system usability questions the word system was modified to the following words: 3D dis-
play system, Augment reality system, screen based system and haptic feedback system. The
questions of the pretest survey can found in table A.2. The questions of the post test survey can
be found in table A.3.

Table A.1: The questions of the system usability scale.

Question Score (1-5)

1. I think that I would like to use this system frequently.

2. I found the system unnecessarily complex.

3. I thought the system was easy to use.

4. I think that I would need the support of a technical person to be able to
use this system.

5. I found the various functions in this system were well integrated.

6. I thought there was too much inconsistency in this system.

7. I would imagine that most people would learn to use this system very
quickly.

8. I found the system very awkward to use.

9. I felt very confident using the system.

10. I needed to learn a lot of things before I could get going with this system.

Table A.2: Pretest survey

Question Response

1. What is your age?

2. What is your gender? (Options: Male, Female, Non-binary, Prefer not to
say)

3. Do you have experience with force haptic feedback devices? (1-5)

4. Do you have experience with AR or VR head mounted display? (1-5,
never - weekly)

5. Do you have experience with glassless 3D displays? (1-5, never - weekly)

6. How would you rate your overall technological competence? (1-5,
beginner - expert)

7. Are you right-handed, left-handed, or ambidextrous?

8. How is your vision? (nearsighted/farsighted/normal)

9. Are you color blind? (yes/no)
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Table A.3: Post-survey

Question Response

1. Any suggestions/remarks about each environment independently?

2. I prefer (Options: Augmented reality, 3D display, Screen, No preference)

3. If you have a preference, why?

4. Notes on your general experience
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