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Abstract

Phishing represents a significant cybersecurity threat, exploiting human vulnerabilities

through deceptive emails. This study investigates how awareness of phishing and knowledge of

persuasion techniques influence adults’ susceptibility to phishing emails. It examines whether

increased awareness and persuasion knowledge correlate with enhanced phishing detection. An

online questionnaire collected data from 51 participants, who responded to phishing

simulations before and after receiving theory-based instruction on persuasion tactics. The

results revealed a moderate improvement in phishing detection skills post-instruction.

However, initial awareness and persuasion knowledge varied among participants, influencing

their ability to correctly identify phishing emails. Additionally, prior victimization was

negatively associated with phishing awareness. These findings highlight the importance of

integrating psychological support and robust digital infrastructure into cybersecurity training.

Tailored educational approaches that consider diverse learning styles and demographics can

significantly enhance cybersecurity resilience. This research underscores the value of

combining theoretical insights with practical applications to strengthen individual defenses

against phishing attacks.

Keywords: Phishing, Awareness, Persuasion Knowledge Framework (PKF),

Cybersecurity, Susceptibility
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Understanding the Human Dimension: The Role of Persuasion and Psychological

Factors in Cyberattack Vulnerability

In an era dominated by digital connectivity, cyberthreats pose significant challenges to

individuals and organizations. As our reliance on technology grows, so does the complexity of

cyberattacks, with phishing remaining a prevalent form of cybercrime (Griffiths, 2024).

Phishing, a form of social engineering, involves the social manipulation of people through

psychological tricks to divulge confidential information or perform actions that compromise

security (Frauenstein, 2013; Lin et al., 2019; Wang, Zhu, Liu, & Sun, 2021). Attackers

leverage human psychology and emotions such as fear, urgency, and trust to manipulate

victims into complying with their requests (Alsharnouby et al., 2015; Butavicius et al., 2016;

Dhamija et al., 2006; Quinkert et al., 2021). Despite technological advancements, phishing

continues to exploit human vulnerabilities through various channels, including emails, texts,

and social media (Kumaran & Lugani, 2020). In 2021, over 320,000 internet users fell victim

to phishing, leading to significant financial losses averaging $136 per attack and totaling over

$44 million globally (Griffiths, 2024; Jain & Gupta, 2022). Phishing emails account for 91% of

cyberattacks, with the efficacy of these attacks significantly influenced by the content of the

message and surrounding circumstances (Bullée & Junger, 2020). This highlights the crucial

role of targeted education programs in enhancing users’ awareness and detection skills to

combat fraudulent schemes effectively (Butavicius et al., 2016; Ferreira & Lenzini, 2015;

Ferreira et al., 2015; Rajivan & Gonzalez, 2018).

Understanding and enhancing awareness of phishing tactics is critical in combating

these attacks. Awareness encompasses the ability to recognize and respond to phishing

attempts effectively (Blythe et al., 2011). Traditional cybersecurity efforts focused on

technical solutions, such as firewalls, encryption, and antivirus software (Mitnick et al., 2011;

Schaab et al., 2016; Tetri & Vuorinen, 2013; Wang, Zhu, Liu, & Sun, 2021). However, it has

become increasingly clear that technical measures alone are insufficient without addressing the

human element (Mitnick et al., 2011; Schaab et al., 2016; Wang, Zhu, Liu, & Sun, 2021).

Effective security awareness training helps individuals recognize and avoid phishing attempts,

thus enhancing overall security (Eminağaoğlu et al., 2009). Organizations now prioritize

comprehensive training for all internet users due to the prevalence of human error in security

breaches, with international standards emphasizing the need for regular awareness campaigns
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(Nair & Greeshma, 2023; Scholtz et al., 2006; Wood, 1999). To support this, individuals

should receive consistent education on security awareness and utilize various tools and

mechanisms to improve security outcomes (Ashenden, 2008; Gehringer, 2002; Lacey, 2009;

Williams, 2008).

The concept of persuasion knowledge provides a deeper understanding of how phishing

attacks manipulate individuals. Persuasion knowledge involves recognizing and understanding

the psychological techniques used to influence decision-making (Cialdini, 2009). Techniques

such as reciprocity, commitment, social proof, authority, liking, and scarcity are often

employed in phishing schemes to exploit cognitive biases and manipulate targets (Cialdini,

2009; Wang, Zhu, Liu, & Sun, 2021) . Furthermore, Uebelacker and Quiel’s (2014) research

elucidates how these psychological principles can be strategically employed in social

engineering attacks to exploit human vulnerabilities and achieve the attacker’s goals.

Increasing individuals’ awareness of these persuasive tactics can empower them to better

identify and resist deceptive attempts, highlighting the importance of integrating persuasion

knowledge into cybersecurity training (Bauer & Bernroider, 2015; Heartfield & Loukas, 2015;

Schaab et al., 2016).

This research examines the critical role of persuasion knowledge and awareness of

digital phishing in shaping individuals’ susceptibility to phishing attacks. Specifically, it

addresses the research question: To what extent do awareness of email phishing and

knowledge of persuasion influence individuals’ susceptibility to phishing emails in private

contexts? By investigating this question, the study aims to enhance our understanding of how

persuasion knowledge influences the ability to recognize and resist phishing attempts.

Furthermore, it seeks to advance the application of the Persuasion Knowledge Framework

(PKF) within cybersecurity. This research aspires to bridge the gap between theoretical

insights and practical applications, contributing significantly to the development of more

effective educational strategies and cybersecurity measures.

Phishing

Information shared via personal computers and handheld devices presents security

vulnerabilities that can compromise confidentiality, integrity, and accessibility. Users should

actively safeguard their information assets against potential threats.

Social engineering exploits human psychology to manipulate individuals into assisting
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attackers, often without their awareness. This technique exploits weaknesses in human

reasoning through voice calls, emails, face-to-face interactions, and text messages (Heartfield

& Loukas, 2015; Mitnick et al., 2011; Schaab et al., 2016; Tetri & Vuorinen, 2013; Wang, Zhu,

& Sun, 2021; Wang, Zhu, Liu, & Sun, 2021). While technical hacking relies on breaching

systems through code and software vulnerabilities, social engineering primarily focuses on

exploiting human vulnerabilities. It uses psychological concepts equal to cognitive biases and

persuasion tactics to manipulate individuals (Dhamija et al., 2006; Frauenstein, 2013)

prompting them to inadvertently aid in the attack. Understanding the psychological

underpinnings of social engineering can better equip individuals to recognize and resist these

manipulative tactics, ultimately enhancing cybersecurity.

Phishing is widely recognized as a prevalent form of social engineering. It leverages

deceptive emails to deceive victims into disclosing sensitive information or performing actions

that compromise security (Frauenstein, 2013; Lin et al., 2019; Wang, Zhu, Liu, & Sun, 2021).

These attacks often exploit cognitive biases, such as confirmation bias and the availability

heuristic, leveraging principles such as authority, social proof, similarity, and commitment to

manipulate recipients’ social norms (Ferreira & Lenzini, 2015; Ferreira et al., 2015; Schaab

et al., 2016). For example, an attacker might send an email appearing to come from a trusted

source, such as a bank, prompting the recipient to click a link and enter their login details on

a spoofed website. Users commonly struggle to differentiate between legitimate and spoofed

websites (Dhamija et al., 2006) due to these persuasive techniques. These emails often employ

urgent language and familiar professional logos to enhance legitimacy and evoke an immediate

emotional response, exploiting the recipient’s trust. Phishing attacks illustrate how attackers

combine sophisticated technical emails and website designs with persuasive strategies to gain

the confidence of their targets, demonstrating the intricate blend of technology and psychology

in cybercrime.

Phishing operates on a high volume, low success rate strategy, with an approximate

success rate of 36% (Palatty, 2024).

Susceptibility to phishing attacks involves psychological, behavioural, and demographic

factors affecting individual’s vulnerability to phishing emails. Alsharnouby et al. (2015)

explored how awareness of digital phishing, and persuasion knowledge impact phishing

susceptibility, defined as the inability to identify phishing emails (e.g.,(Moody et al., 2017;
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Ribeiro et al., 2024; Vishwanath et al., 2018). Understanding these factors is crucial for

developing effective strategies to combat phishing attacks, as they provide insights into

individuals’ motivations to trust and respond to deceptive messages. Bridging this

understanding with practical applications helps tailor awareness programs more effectively.

Blythe et al. (2011) emphasised the importance of understanding how individuals fall

for phishing scams despite educational campaigns, noting that phishing emails are becoming

more convincing by using logos and minimising spelling mistakes. Similarly, Köhler et al.

(2023) suggested that awareness measures play a crucial role in phishing detection and discuss

the impact of previous training on individuals’ ability to identify phishing emails. Both

emphasize the significance of considering individuals’ awareness levels and contextual factors,

including language, logos, urgency, and content alignment, in detecting phishing emails

effectively. This research underscores the need for individuals to be aware of evolving phishing

tactics and focusing on understanding contextual cues that may be missing in phishing

attempts. Thus, transitioning from understanding phishing tactics to effectively recognizing

and responding to such attacks requires a nuanced comprehension of both technological

defenses and human cognitive vulnerabilities.

Recognizing and Responding to Digital Phishing Attacks

Transitioning from understanding phishing tactics to effectively recognizing and

responding to such attacks requires a nuanced comprehension of both technological defenses

and human cognitive vulnerabilities. Awareness of digital phishing refers to individuals’

knowledge of phishing tactics and risks, as well as their ability to recognize suspicious emails

(Alsharnouby et al., 2015; Blythe et al., 2011). The core objective of cybersecurity awareness

is to empower individuals to respond securely to potential threats. Enhanced awareness serves

as a critical defense against phishing attacks, as those well-versed in phishing strategies are

more adept at recognizing and avoiding such attempts. (Alkhalil et al., 2021; Alwanain, 2019;

Dhamija et al., 2006). This definition of phishing awareness has essential components, and a

pivotal role of education in reducing phishing risks.

General security orientation refers to an individual’s overall awareness, knowledge, and

attitudes towards cybersecurity. According to Knapova et al. (2021), fostering a general

security orientation is crucial in promoting secure behaviours, including recognizing phishing

attempts. Individuals with a strong general security orientation are more likely to be proactive
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about security practices, such as regularly updating settings, being cautious about sharing

personal information, and staying informed about common cyberthreats. This proactive

stance heightens their awareness of various security threats, including phishing attacks.

Research has shown that a strong security orientation positively impacts phishing

detection abilities. A study by Arachchilage and Love (2014) found that users with higher

levels of security awareness were better able to identify phishing attempts, with security

training improving participants’ ability to detect phishing by 40%. Furthermore, Knapova

et al. (2021) highlight that individuals who perceive security threats as more severe are more

likely to engage in secure behaviours. In the context of phishing, those who understand the

potential consequences of falling victim to such attacks (e.g., financial loss, identity theft) are

more vigilant and cautious when interacting with suspicious emails or messages. Thus,

awareness of the seriousness of security threats enhances individuals’ ability to recognize

phishing attempts and respond effectively by being alert to the tactics used by cybercriminals,

such as urgent requests for personal information and deceptive links.

Threat perception involves an individual’s assessment of the risks and potential

consequences associated with phishing attacks. Jansen and Van Schaik (2018) demonstrated

that higher threat perception was correlated with more protective behaviors against phishing,

such as verifying sender identities and scrutinizing URLs. Integrating general security

orientation with heightened threat perception fosters a culture where security is a shared

responsibility. Individuals with a robust security orientation and strong threat perception are

more proactive in identifying and reporting phishing attempts, thus contributing to a

collective security posture. Additionally, utilizing feedback from phishing simulations and real

incidents to refine training programs ensures that the awareness framework evolves with

emerging threats. This continuous improvement loop helps maintain a high level of vigilance

among individuals.

Educational initiatives play a crucial role in enhancing phishing awareness. Various

anti-phishing training initiatives have been implemented. Some of these initiatives have shown

positive outcomes (Dodge et al., 2007; Kumaraguru et al., 2009, 2010; Sheng et al., 2007),

demonstrating that education can enhance awareness levels. However, certain interventions

have demonstrated limited impact (Caputo et al., 2014; Davinson & Sillence, 2010), and some

studies have highlighted potential negative effects of interventions (Junger et al., 2017;
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Kearney & Kruger, 2014; Wolff, 2016; Zhang et al., 2014). A critical appraisal revealed that

enterprises without awareness training performed 12% better than those with training

programs (Ceesay et al., 2018). This mixed evidence underscores the complexity of enhancing

awareness and the necessity of refining these strategies. Comprehensive measurement of

awareness levels before and after interventions remains a challenge, complicating comparisons

and assessments of program effectiveness. Most research focuses on raising awareness through

educational programs without adequately assessing the baseline awareness levels of individuals

prior to the intervention, making it difficult to compare the effectiveness of these programs

accurately.

In conclusion, awareness of digital phishing is fundamental in defending against

phishing attacks. Enhanced knowledge of phishing tactics enables individuals to recognize and

avoid suspicious emails, thereby reducing vulnerability. Despite the emphasis on awareness in

cybersecurity studies, the effectiveness of educational interventions remains inadequately

measured, with gaps in understanding baseline awareness levels and specific knowledge

impacts. While various training initiatives have shown some success, their mixed results

highlight the complexity of improving awareness and the need for more rigorous evaluation.

This underscores the necessity of refining these strategies and understanding the factors that

contribute to their success, such as incorporating a general security orientation and threat

perception, which can significantly enhance an individual’s ability to recognize and respond to

phishing attempts.

Moreover, understanding how individuals recognize and respond to phishing attempts

involves more than just awareness of phishing tactics; it also requires knowledge of the

underlying psychological principles that make these tactics effective. This brings us to the

concept of persuasion knowledge, which is critical in identifying and countering deceptive

messages.

Persuasion Knowledge Framework

Incorporating the Persuasion Knowledge Framework into this exploration of phishing

provides a nuanced understanding of the cognitive processes involved in identifying and

countering deceptive tactics. Understanding persuasion is crucial in a wide array of human

interactions, from marketing to cybersecurity, as it reveals the mechanisms of influence that

shape behaviour. In cybersecurity, phishing represents a critical threat that exploits these
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persuasive mechanisms to deceive individuals. The Persuasion Knowledge Framework (PKF)

offers a theoretical lens for understanding how individuals recognize and respond to such

persuasive attempts, such as phishing emails. Specifically, the PKF examines the interaction

between the target (individual) and the agent (cybercriminal) (Friestad & Wright, 1994),

highlighting how awareness of persuasion tactics can empower individuals to identify and

resist phishing attempts. This framework highlights how individuals’ awareness of persuasion

tactics empowers them to recognize and counter misleading claims and emails, while

cybercriminal agents strategically exploit these tactics (Ham et al., 2015). By exploring the

PKF in the context of phishing, this research seeks to shed light on the psychological

strategies used by cybercriminals and the role of persuasion knowledge in enhancing

individuals’ resilience against such attacks.

Previous studies demonstrated that acquiring persuasion knowledge enables

individuals to accurately identify marketers’ underlying motives in a persuasion episode (Ham

et al., 2015; Nelson & Park, 2014; Xie & Johnson, 2015). This principle extends to recognizing

the motives behind phishing emails, where similar psychological techniques are employed to

deceive individuals. Persuasion knowledge encompasses three key types of knowledge: topic

knowledge, agent knowledge, and persuasion knowledge. Topic knowledge refers to an

individual’s understanding of the relevant subject, such as financial services or account

security. Agent knowledge involves awareness of the characteristics, motives, and tactics of the

persuader, in this case, cybercriminal. Persuasion knowledge relates to the general

understanding of how persuasion works and the strategies employed in persuasive attempts

(Amazeen & Krishna, 2022; Rahmani, 2023). By integrating these types of knowledge,

individuals can better evaluate and respond to phishing attempts. Their awareness of

cybercriminal tactics, along with their understanding of relevant topics, significantly influences

their ability to distinguish phishing attempts from legitimate communications.

Persuasion attempts not only activate but also shape individuals’ persuasion

knowledge, making persuasive tactics more transparent (Amazeen & Krishna, 2022; Ham

et al., 2015). Exposure to phishing incidents updates individual’s knowledge about

cybercriminals (agent), including the nature of common phishing sources (e.g., whether a bank

would send an email in a particular manner) and the deceptive practices used (persuasion

knowledge) (Amazeen & Krishna, 2022). Consequently, individuals continuously integrate and
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refine all three types of knowledge — persuasion, agent, and topic knowledge — to more

effectively evaluate and respond to phishing attempts effectively. Individuals’ awareness and

persuasion knowledge are not static but continuously evolve through exposure to phishing

attempts. This evolving knowledge creates a positive feedback loop, where increased

awareness enhances their ability to discriminate between phishing attempts and legitimate

communications. As individuals gain renewed insights into account security, financial services,

and related topics, their capacity to interpret and differentiate phishing claims improves. For

cybercriminals, a persuasion episode involves the attempt to deceive and manipulate their

targets. Conversely, for individuals, it involves developing and applying coping behaviours and

strategies to recognize and resist these deceptive attempts.

The PKF’s versatility spans various contexts including sales (Campbell & Kirmani,

2000), pricing strategies (Das et al., 2020; Hardesty et al., 2007), charity advertising

(Germelmann et al., 2020; Hibbert et al., 2007), product placement (Boerman et al., 2017;

Wei et al., 2008), digital marketing (Chen & Cheng, 2019), and online misinformation

(Amazeen & Krishna, 2022). However, its integration into cybersecurity, particularly in

combating phishing, remains underexplored. This underscores the need for research into how

persuasion knowledge can be leveraged to mitigate cyberattacks such as phishing.

Researchers have recognized the importance of psychological principles in

understanding and combating social engineering attacks such as phishing. Ferreira et al.

(2015) synthesized principles from Cialdini (2009), Gragg (2003) and Stajano et al. (2011)

into a framework for analyzing social engineering attacks, including phishing emails. Similarly,

Van der Heijden and Allodi (2019) use principles introduced by Cialdini to build a classifier

that estimates the likelihood of a individual falling for a phishing email, which helps response

teams prioritize incoming threats. Additionally, Williams et al. (2018) conducted studies on

the effects of urgency and authority in emails, further highlighting the role of psychological

triggers in phishing attacks. Schaab et al. (2016) emphasized that current security defense

mechanisms often overlook the psychological aspects behind social engineering and user

psychology. They stressed the importance of incorporating these principles to enhance defense

mechanisms effectively.

Understanding how persuasion works can help individuals defend themselves against

deceptive tactics used in cyberattacks. By learning about these psychological principles,
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individuals can better recognize and resist attempts to manipulate them online. This approach

aligns with Schaap’s (2016) focus on addressing the psychological aspects of social engineering

to strengthen defense mechanisms and reduce the overall risk posed by such attacks.

Additionally, the Persuasion Knowledge Model highlights individuals’ coping

behaviours and their ability to choose response tactics from their own repertoire, applicable to

phishing emails. Understanding these coping mechanisms, including cognitive and physical

actions and their interpretation of an attacker’s persuasion behaviour, provides valuable

insights into effective strategies for mitigating the impact of phishing attacks (Friestad &

Wright, 1994).

The Current Study

The goal of this study is to investigate the influence of awareness and persuasion

knowledge on individuals’ susceptibility to email phishing in private contexts. Participants

will engage in an online questionnaire designed to assess their baseline awareness of digital

phishing tactics and their level of persuasion knowledge. Subsequently, participants will

engage in a knowledge transfer session focused on phishing and persuasion tactics. Following

the intervention, participants will again receive simulated phishing emails to evaluate any

changes in their awareness level and ability to differentiate between phishing attempts and

legitimate messages.

By conducting these assessments before and after the intervention, this study aims to

provide a comprehensive understanding of the actual gain in knowledge resulting from the

intervention. This approach will enable a more accurate evaluation of the effectiveness of

educational strategies in enhancing cybersecurity awareness and reducing susceptibility to

phishing attacks. It takes into account both initial awareness levels and the role of specific

knowledge, such as persuasion knowledge. Based on gaps identified in the literature and the

theoretical considerations as outlined heretofore, the following hypotheses are formulated:

H1: Participants with a high level of awareness of phishing are expected to exhibit lower

susceptible for phishing.

H2: Participants with high levels of persuasion knowledge are expected to exhibit lower

susceptible for phishing.

H3: Exposure to theory on persuasion techniques will enhance participants’ ability to
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distinguish phishing emails from legitimate emails.

H4: The effect of exposure to theory on distinguishing phishing emails from legitimate

emails will be stronger among participants with initially lower levels of phishing

awareness than those with initially higher levels of phishing awareness.

H5: The effect of exposure to theory on distinguishing phishing emails from legitimate

emails will be stronger among participants initially possessing lower levels of

persuasion knowledge compared to those possessing initially higher levels of

persuasion knowledge.

Method

An online questionnaire was utilized to investigate the relationship between persuasion

knowledge, awareness, and human vulnerabilities in the context of cybersecurity, particularly

in response to phishing emails. The online format enabled efficient data collection and

facilitated the inclusion of a diverse participant sample.

Design

The research implemented a pretest - posttest correlational design using the Qualtrics

platform. The variables were classified into three broad categories: independent variables

(Agent Knowledge, Persuasion Knowledge), according to the Persuasion Knowledge

Framework (Friestad & Wright, 1994), the dependent variable (User’s susceptibility to

phishing email attacks) operationalized as the participants’ confidence in identifying phishing

emails, and modifying factor (Awareness) regarding cybersecurity threats. User’s susceptibility

to phishing email attacks measured people’s confidence in identifying phishing emails. Both

the independent variables (Agent Knowledge, Persuasion Knowledge) and the modifying

factors (Awareness) were measured to understand their relationship with the dependent

variable.

Participants

Participants were recruited from personal social networks and the University of

Twente’s Sona-platform, allowing for a diverse sample from various regions. Snowball

sampling within personal networks expanded the participant pool. This method may have

introduced sampling bias, as participants from similar backgrounds may have been more likely

to be recruited, potentially limiting generalisability. Eligibility criteria included being at least
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18 years old, having internet access, and understanding English. The required sample size of

26 participants (Button et al., 2013a, 2013b, 2013c; Faul et al., 2009) was calculated based on

a power analysis with an effect size of 0.8 and a significance level of 0.05.

A convenience sample of the general population was recruited, comprising 53

participants. Descriptive statistics were conducted to examine the demographic characteristics

of the participants. The majority of participants fell within the age range of 18-27 years old

(N = 20, M = 34.55, SD = 3.17), with a slightly higher proportion of women (N = 35)

compared to men (N = 16). Regarding educational background, most participants held a

Master’s degree (N = 14). Additionally, out of 51 participants, many reported having good

internet access (N = 25) and a neutral competence level of cybersecurity knowledge (N = 25).

The majority of participants reported a (potential) history of cybercrime victimization (N =

26) and daily email usage (N = 28). Table 1 provides a complete overview of the demographic

characteristics of the participants, including ratings of internet access, knowledge of

cybersecurity, prior experience with cybercrime, and email usage.
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Table 1

Descriptive Statistics for Demographic Variables

Variable Category N Percentage (%) Mode

Age 18-27 years old 20 39 18-27 years old

28-37 years old 9 18

38-47 years old 7 14

48-57 years old 10 20

58-67 years old 2 4

68-77 years old 2 4

78 or older 1 2

Gender Male 16 31 Female

Female 35 69

Education No degree 0 0 Master’s degree

Primary school 0 0

High school 12 24

Vocational school 2 4

University of applied sciences degree 8 16

Bachelor’s degree 13 25

Master’s degree 14 27

PhD degree 2 4

Internet Access Terrible 0 0 Good

Poor 2 4

Average 11 22

Good 25 49

Excellent 13 25

Cybersecurity Extremely incompetent 2 4 Neutral

Knowledge Somewhat incompetent 7 14

Neutral 25 49

Somewhat competent 17 33

Extremely competent 2 4

Cybercrime Victim No 25 49 No

Don’t know 19 37

Yes 7 14

Email Usage Never 0 0 Daily

Biweekly 0 0

Weekly 10 20

Daily 28 55

Hourly 13 25
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Participants recruited via the Sona-platform received 0,25 point for participation.

Upon completion of the survey, participants were debriefed.

Materials

Cybercrime Awareness Scale (CAS)

The Cybercrime Awareness Scale (CAS) measured the level of cybercrime awareness

with 41 items scored on a five-point Likert-type scale ranging from strongly disagree (1) to

strongly agree (5) (Arpaci & Ateş, 2022). The CAS was designed to measure awareness on a

scale from 41 to 205, with higher scores indicating a higher level of cybercrime awareness.

Sample items include "I know that engaging in qualified interactive fraud in cyberspace is a

crime," "Violating confidentiality of communication between people is a crime", and "It is a

crime to use software that violates license agreement in cyberspace".

Summing the scores highlighted the cumulative effect of all items on the scale,

representing the overall level of cybercrime awareness for each participant. Since each item

contributed equally to the total score, the sum reflected the combined influence of all

dimensions of cybercrime awareness, providing a holistic and straightforward view of the

participants’ understanding. This made the scoring system more intuitive for interpreting

overall awareness levels. The overall scale demonstrated excellent reliability (41 items, α =

.91, M = 157.35, SD = 20.60), indicating a moderate to high level of cybercrime awareness

among the participants.

The CAS was analyzed across various demographic variables. Table 2 presents the

summary of CAS scores by age group. Notably, the highest mean CAS score was observed in

participants aged 78 or older (M = 200.00), although this group had only one participant.

Table 3 summarizes CAS scores by gender, showing that women (M = 159.00, SD = 22.20)

scored slightly higher on average compared to men (M = 154.00, SD = 16.80). Educational

level, as summarized in Table 4, indicates that participants with vocational school education

had the highest mean CAS score (M = 173.00), although this group also had a small sample

size. This is an anomaly that might warrant further investigation to understand underlying

reasons. Variability in CAS scores is higher in some education categories, like "Master’s

degree" with a high standard deviation (M = 151.00, SD = 24.8), suggesting a broader range

of scores within that group. Table 5 displays CAS scores by Internet Access quality, where

participants with poor internet access had the highest mean score (M = 168.00). In terms of
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Cybersecurity knowledge, summarized in Table 6, those who identified as somewhat

incompetent had a lower mean CAS score (M = 149.00) compared to those who were

somewhat competent (M = 158.00) and extremely competent (M = 154.00). Finally, Table 7

presents the summary of CAS scores by Cybercrime victim status. Participants who had been

victims of cybercrime had higher mean CAS scores (M = 166.00) compared to those who had

not (M = 161.00). Regarding Email usage, Table 8 shows that those who used email daily had

the highest mean CAS score (M = 160.00).

Table 2

Summary of Cybercrime Awareness Scale Scores by Age

Age N M SD Min Max

18-27 years old 20 153 21.20 119 194

28-37 years old 9 165 24.10 122 197

38-47 years old 7 157 20.00 126 184

48-57 years old 10 153 13.30 133 171

58-67 years old 2 165 24.00 148 182

68-77 years old 2 162 20.50 147 176

78 or older 1 200 - 200 200

Table 3

Summary of Cybercrime Awareness Scale Scores by Gender

Gender N M SD Min Max

Male 16 154 16.80 126 200

Female 35 159 22.20 119 197
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Table 4

Summary of Cybercrime Awareness Scale Scores by Education Level

Education N M SD Min Max

High school 12 160 24.50 121 200

Vocational school 2 173 – 173 173

University of applied sciences degree 8 154 14.10 138 182

Bachelor’s degree 13 160 16.10 126 183

Master’s degree 14 151 24.80 119 197

PhD degree 2 166 26.20 147 184

Table 5

Summary of Cybercrime Awareness Scale Scores by Internet Access

Internet Access N M SD Min Max

Poor 2 168 10.60 161 176

Average 11 151 25.00 119 194

Good 25 158 19.10 121 200

Excellent 13 159 21.30 128 197

Table 6

Summary of Cybercrime Awareness Scale Scores by Cybersecurity Knowledge

Cybersecurity Knowledge N M SD Min Max

Somewhat incompetent 7 149 27.60 121 185

Neutral 25 159 17.60 119 194

Somewhat competent 17 158 22.40 126 200

Extremely competent 2 154 23.30 138 171

Note. Neutral = Neither competent nor incompetent.
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Table 7

Summary of Cybercrime Awareness Scale Scores by Cybercrime Victim Status

Cybercrime Victim Status N M SD Min Max

No 25 161 21.20 126 200

Don’t know 19 150 15.50 119 178

Yes 7 166 26.20 121 197

Table 8

Summary of Cybercrime Awareness Scale Scores by Email Usage

Email Usage N M SD Min Max

Daily 30 160 20.00 130 200

Weekly 20 155 18.50 125 190

Monthly 10 150 22.30 120 180

Rarely 5 145 25.00 110 170

Persuasion Knowledge (PK)

Beliefs about persuasion were scored on a 5-point Likert-scale (strongly disagree -

strongly agree). This custom-made scale contained 11 items like "I know that phishing emails

try to trick people into doing certain things, like clicking on harmful links or giving away

personal information", "I must be attentive about detecting deceptions by responding to

emails", and "I know when a cybercriminal is pressuring me to provide private information."

The Persuasion Knowledge (PK) scale was developed by adapting existing questions

(Bearden et al., 2001; Hendriks, 2023; Scott et al., 2013) from previous research to focus on

cybercrime and phishing contexts. This adaptation process involved transforming persuasion

knowledge questions into items specifically related to phishing. The primary reason for

adapting these existing items was the lack of established items specifically targeting

persuasion knowledge in the context of phishing. By leveraging validated items from related

domains and contextualizing them to cybercrime, the PK scale aims to provide a robust

measure of individuals’ awareness and detection of phishing and cybercrime tactics. The 11

items were administered both pre-intervention and post-intervention. For the
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post-intervention only the prompt was modified slightly so that is was assured participants

would answer now with the theory in mind (see Appendix A).

The reliability analysis revealed that items PRE-1-5 and POST-1-5 displayed negative

correlations with the first principal component, suggesting the need for their removal. After

excluding these items from the dataset, the reliability coefficients for pre- and post-theory PK

were recalculated. For pre-theory PK, the alpha coefficient was found to be .87 (10 items, M

= 43.18, SD = 5.71) indicating good internal consistency. Following the updated post-theory

reliability analysis, the Cronbach’s alpha coefficient for the PK was determined to be .91,

indicating excellent internal consistency (10 items, M = 40.90, SD = 11.95).

Exploratory Factor Analysis (EFA) was conducted on all 11 items of the Persuasion

Knowledge scale for both the pre-test and post-test data. This analysis aimed to assess the

relationship among the items and identify underlying factors. Since it was uncertain whether

the intervention affects the factor structure of Persuasion Knowledge, conducting separate

factor analyses for pre-test and post-test data was considered to be insightful into any

potential changes or stability in participants’ understanding of persuasion knowledge.

Although Principal Component Analysis (PCA) could explain the maximum variance, EFA

was chosen due to the uncertain theoretical basis for item classification.

For the pre-test, Bartlett’s test of sphericity indicated that the correlations between

items were sufficiently large for factor analysis, χ2 = 309.29, df = 55, p < .001. The

Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy was .77, suggesting the sample was

adequate for factor analysis. A parallel analysis suggested that three factors should be

retained, as three factors had eigenvalues greater than those obtained from randomly

generated data. In contrast, a scree plot indicated that two factors had eigenvalues greater

than 1 in the factor analysis (5.10 and 1.58), and three factors had eigenvalues greater than 1

in the principal components analysis (5.10, 1.58, and 1.18 respectively). A Principal Axis

Factoring factor analysis with Oblimin rotation was performed on the 11-item PK scale. The

results revealed a clear factor structure with three factors explaining 55% of the total variance.

The communalities ranged from .13 to .77, indicating that the majority of items had

substantial common variance. The proportion of variance explained by Factor 1 was 46%,

Factor 2 explained 14%, and Factor 3 explained 11% of the variance. These findings suggest

that the PK scale primarily measures a multi-dimensional construct with two dominant
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factors. One potential interpretation is that the first factor relates to knowledge of various

phishing tactics, while the second factor pertains to the ability to detect and respond to these

tactics effectively. Understanding these factors provides deeper insight into the components of

persuasion knowledge in the context of phishing emails.

For the post-test, Bartlett’s test of sphericity was performed to examine the suitability

of the data for factor analysis. The test was significant, χ2 = 393.38, df = 55, p < .001,

indicating that the correlation matrix was not an identity matrix and thus suitable for factor

analysis. The Kaiser-Meyer-Olkin (KMO) measure was 0.83, indicating excellent sampling

adequacy. A scree plot and parallel analysis were conducted to determine the number of

factors to extract. The scree plot suggested that two factors had eigenvalues greater than 1.

Parallel analysis indicated that the number of factors to retain was one. Given the theoretical

model and the results from the parallel analysis and scree plot, a Principal Axis Factoring

(PAF) with Oblimin rotation was performed on PK scale. The communalities ranged from .04

to .86, indicating that the majority of items had substantial common variance. The first two

factors had eigenvalues of 5.873 and 1.274, respectively. The two factors explained 53% and

12% of the variance, cumulatively accounting for 65% of the total variance. The post-test

factor analysis identified two factors explaining 65% of the variance: practical skills for

recognizing and responding to phishing attacks and general phishing knowledge. This shift

from a three-factor to a two-factor model suggests that the intervention effectively integrated

participants’ understanding of phishing. By focusing on practical application and overall

awareness, the session likely helped consolidate various aspects of phishing knowledge into a

unified framework. This indicates the intervention’s success in enhancing both theoretical

understanding and practical skills.

The mean PK before the intervention (10 items, M = 43.18, SD = 5.71) was compared

to the mean score after the intervention (10 items, M = 40.90, SD = 11.95). The mean

difference between the post-intervention and pre-intervention scores was -2.35, indicating a

slight decrease in scores after the intervention.

Agent Knowledge (AK)

To assess participants’ perceptions of cybercriminals’ characteristics, skills, and

objectives in phishing emails, two scales (Advertiser’s Benefits and Advertiser’s Investments)

of the Inferences of Manipulative Intent (IMI) questionnaire were adapted from Campbell
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(1995) (see Appendix B). IMI focuses on the relatively negative aspect of persuasion agents’

manipulative intent. Since phishing is always manipulative and negative, it was considered

appropriate to use in the present context. The original context was changed from advertisers

to cybercriminals and from advertisements to phishing emails. The items were measured on a

5-point Likert scale (strongly disagree - strongly agree) and each scale included 5 items.

Cybercriminal’s Benefits scale (AKCB) assessed participants’ beliefs about what the

cybercriminal aims to achieve, such as financial gain or data theft (e.g., "Compared to most

emails, the sender has high expectations about the impact this email will have on me"). This

scale focused on the perceived outcomes that cybercriminals expect to gain from their

phishing attempts. The Cybercriminal’s Investments scale (AKCI) evaluated participants’

perceptions of the effort and resources the cybercriminal has invested in the phishing attempt

(e.g., "The sender seems to have put a lot of time into phishing email."). This scale measured

the perceived effort and resources cybercriminals are willing to invest to achieve their

objectives. By measuring these distinct aspects - benefits and investments - it was possible to

gain a comprehensive understanding of how participants judged the intent behind phishing

emails and inferred manipulative intent based on the perceived balance between benefits and

investments. This nuanced understanding helped in developing more targeted and effective

cybersecurity training and interventions. The individual items within each scale were

aggregated to calculate an overall score for that particular scale. Item AKCI4 followed a

reversed scoring scheme and hence needed to be reversely coded.

The Cybercriminal’s Benefits scale (AKCB) demonstrated a moderate reliability

coefficient of .49 (M = 18.71, SD = 2.89). AKCI, demonstrated a moderate reliability

coefficient of = .56 (M = 15.94, SD = 3.20), though these values are lower than the original

scale reliabilities of α = .71, and α = .83, respectively (Campbell, 1995). The average item

correlation for AKCB was .16, and .20 for AKCI. Following this item analysis, AKCB-5 was

excluded due to low correlations (-.02) with the respective scale AKCB. After removing this

problematic item, the AKCB subscale (4 items) had a Cronbach’s alpha of .70 (M = 16.06,

SD = 2.74), and an improved average item correlation of .37. The correlation between the

AKCB and AKCI subscales decreased from 0.25 after correction for attenuation to .15,

indicating that the scales are less overlapping and more differentiated. This reduction aligns

with the theoretical expectation that AKCB and AKCI should measure different aspects or
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levels of agent knowledge.

Prior to conducting EFA, the KMO measure of sampling adequacy (10 items, .55) and

Bartlett’s test of sphericity (χ2 = 115.78, df = 45, p < .001) were computed to assess the

suitability of data for factor analysis. Results indicated moderate to good sampling adequacy

and that the correlation matrix was not an identity matrix and thus suitable for factor

analysis. The scree plot suggested a 2-factor solution with eigenvalues of 2.16 and 1.11.

According to the parallel analysis, both two factors and three components were suggested by

the data. Principal Axis Factoring (PAF) with Oblimin rotation was employed to extract

factors from the items. The analysis revealed a clear separation between the AKCB and AKCI

scales. It was found that AKCI4 did not load significantly on Factor 1, indicating that it does

not contribute strongly to the underlying construct represented by Factor 1. Similarly,

AKCB5 did not load significantly on Factor 2, suggesting it does not align well with the

underlying construct represented by Factor 2. The fact that AKSI4 and AKSB5 were not

loading well in factor analysis and were also problematic in terms of reliability suggests

consistency in the findings across different analyses. As a result, their exclusion from both

factor analysis and reliability checks supports the decision to potentially remove them from

the scales or to interpret them cautiously.

Email Judgment

To asses the ability to distinguish phishing emails from legitimate emails, participants

rated their confidence that a presented email was a phishing email (see Appendix C). This was

done using 10 email examples (six phishing and four legitimate) with confidence ratings on a

5-point scale, ranging from not confident at all (1) to very confident (5).

A participant’s response of 1 (Not confident at all) for a phishing email indicated low

confidence in identifying it as a phishing attempt, suggesting potential difficulty in

distinguishing phishing emails from legitimate ones. Conversely, a response of 5 (Very

confident) for a phishing email suggested high confidence in identifying it as phishing,

indicating good phishing detection ability.

For legitimate emails, the scoring was interpreted inversely. A response of 1 (Not

confident at all) for a legitimate email suggested high confidence in recognizing it as

legitimate, indicating a strong belief that the email is indeed legitimate. Conversely, a

response of 5 (Very confident) for a legitimate email suggested difficulties in recognizing it as
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legitimate, perhaps being overly cautious or uncertain.

To quantify participants’ ability to distinguish between phishing and legitimate emails,

correctness scores were computed based on their confidence ratings. Given the distinct nature

of phishing and legitimate emails, correctness scores were calculated separately for each

category for each participant. Notably, responses for legitimate emails were inverted to align

with the interpretation that higher total confidence scores reflect better discrimination ability.

The second time, post-intervention, participants were asked to rate different phishing

(six) and legitimate (four) email examples using the same 5-point scale (see Appendix D). The

mean pre-intervention correctness score was M = 32.06 (SD = 10.31), while the mean

post-intervention correctness score was M = 29.9 (SD = 10.75), indicating the effectiveness of

the intervention in altering participants’ email judgment ability.

HEXACO-60 Personality Test

The 60-item brief HEXACO inventory was utilized to evaluate six aspects of

personality (Ashton & Lee, 2009): Honesty-Humility (α = .67, M = 28.11, SD = 6.99),

Emotionality (α = .83, M = 30.11, SD = 7.50), Extraversion (α = .76, M = 29.14, SD =

7.19), Agreeableness (α = .80, M = 28.75, SD = 7.24), Conscientiousness (α = .75, M =

29.59, SD = 7.48), and Openness to Experience (α = .68, M = 30.55, SD = 7.33) using a

rating scale ranging from 1 to 5 (strongly disagree - strongly agree). Some items were reversely

coded. Although the HEXACO was initially intended for additional analyses, it ultimately

served as an intermission, providing a brief cognitive break before the repetition of persuasion

knowledge questions and email judgments. Higher scores represented a greater disposition of a

trait.

Procedure

The study has been approved by the Behavioural, manangement and Social sciences

(BMS) Ethics Committee of the University of Twente (request number: 240362). Participants

have accessed the survey via a Qualtrics link. After providing informed consent, they have

answered questions from the Cybercrime Awareness Scale, demographic questions, Persuasion

Knowledge Framework, and Email Judgments. Next, participants have learned the theory (see

Appendix E) followed by the HEXACO-60 Personality Test. This intermission has provided a

brief delay before repeating persuasion knowledge questions and email judgments. Next,

participants have answered the same set of persuasion knowledge questions based on the
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theory they had learned. They have reviewed a different set email examples. The survey has

concluded with a debriefing statement. The survey took approximately 53.25 minutes to

complete. Participants’ responses have been securely stored on Qualtrics. Data have been

collected within a period of four weeks.

Results

Preliminary Analyses

All data were statistically analysed using the R Statistical software version 2024.04.0

(RStudio Team, 2024). Of the 53 participants in the survey, two participants were excluded

for not completing the survey for at least 60%. The remaining 51 participants formed the

total convenient sample for the analysis.

Persuasion Knowledge (PK)

To determine the effectiveness of the intervention on participant’s persuasion

knowledge (PK), a paired samples t-test was employed. This test was chosen for its ability to

compare PK scores before and after the intervention within the same group of participants.

By using a paired samples t-test, we could control for individual differences and accurately

measure changes attributable to the intervention. The paired samples t-test results revealed

no statistically significant difference between the post-intervention and pre-intervention total

scores of the PK scale (t(50) = -1.343, p = .19).

Main Analyses

Hypothesis 1. Hypothesis 1 (H1) posited that participants with a higher level of

awareness of phishing (as measured by the Cybercrime Awareness Scale, CAS) would be less

susceptible to phishing, demonstrated by higher pre-intervention correctness scores.

To test this hypothesis, a linear regression analysis was conducted with the

pre-intervention correctness score as the dependent variable and the CAS score as the

independent variable (β = -.034, SE = .03, p = .327). These findings do not support

Hypothesis 1. Despite the expectation that individuals with higher awareness of phishing

would be less susceptible to phishing (as indicated by higher correctness scores), the results

indicate no significant relationship between the level of phishing awareness and the ability to

discern phishing emails from legitimate ones before any intervention. The model explained a

significant portion of the variance in the pre-intervention correctness scores, R2 = .70, adjusted
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R2 = .45, F(23, 27) = 2.76, p = .006. Several predictors were significant in the model.

The decision to conduct additional analyses beyond testing Hypothesis 1 (H1) was

driven by the need to comprehensively explore factors influencing participants’

pre-intervention ability to discern phishing emails from legitimate ones. The initial regression

analysis focused on Cybercrime Awareness Scale (CAS) scores did not support H1, indicating

no significant relationship between phishing awareness and pre-intervention correctness scores.

Subsequently, a multiple regression analysis was performed to examine the collective influence

of demographic factors (age, gender, education), technological factors (internet access),

cybersecurity knowledge, cybercrime victim status, and email usage together with the CAS

score on participants’ pre-intervention performance. This approach allowed for a more

nuanced understanding of the predictors contributing to phishing susceptibility among the

study participants. These results are detailed below.

Gender Differences. Women scored significantly higher on pre-intervention

correctness (β = 4.549, SE = 1.56, p = .007) compared to men. The mean pre-intervention

correctness scores for men was 33.2 (SD = 5.91), and for women 33.5 (SD = 4.51). Gender is

a categorical variable in this analysis, where each category represents distinct groups without

inherent order. The Type II analysis of variance (ANOVA) revealed a significant effect of

gender on the ability to distinguish phishing emails from legitimate emails, F(1,27) = 8.498, p

= .007. The effect size, eta squared (η) was .24. Post hoc comparisons using Tukey’s HSD test

indicated no significant differences among men and women in pre-intervention correctness

scores (p = .744).

Education Differences. Participants with a vocational school education scored

significantly lower on pre-intervention correctness compared to those with a high school degree

(β = -8.718, SE = 3.51, p = 0.020). Education levels are ordinal, indicating a ranked order of

educational attainment without equal intervals. The Type II analysis of variance (ANOVA)

revealed a non-significant effect of education on the ability to distinguish phishing emails from

legitimate emails, F(5, 27) = 2.528, p = 0.053. The effect size, eta squared (η), was 0.32.

Internet Access Differences. Participants with average internet access scored

significantly higher on pre-intervention correctness (β = 11.18, SE = 4.05, p = .010)

compared to those with poor access. Participants with good internet access scored

significantly higher on pre-intervention correctness (β = 15.48, SE = 4.36, p < .001)
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compared to those with poor access. Participants with excellent internet access scored also

significantly higher on pre-intervention correctness (β = 17.96, SE = 4.63, p < .001)

compared to those with poor access. The mean pre-intervention correctness scores varied

across different levels of internet access: Poor (M = 28.5, SD = 7.78), Average (M = 30.8, SD

= 3.71), Good (M = 34, SD = 4.78), and Excellent (M = 35.2, SD = 4.97). Internet Access

levels (Terrible, Poor, Average, Good, Excellent) are inherently ordinal and do not represent

equal intervals. This approach allows for a more nuanced understanding of how different levels

of internet access impact the ability to distinguish phishing emails. The Type II analysis of

variance (ANOVA) revealed a significant effect of Internet Access on the ability to distinguish

phishing emails from legitimate emails, F(3, 27) = 5.740, p = .004. The effect size, eta

squared (η), was .39. Post hoc comparisons using Tukey’s HSD test indicated no significant

differences among the levels of internet access in pre-intervention correctness scores.

Cybercrime victim status. Participants unsure if they were victims of

cybercrime scored lower (β = -6.307, SE = 1.64, p < .001) compared to those indicating not

being a cybercrime victim. Participants who claimed being a victim of cybercrime scored even

lower (β = -7.640, SE = 2.22, p = .002). The mean pre-intervention correctness scores varied

across different experiences with cybercrime: No (M = 34.7, SD = 5.12), Don’t know (M =

32.7, SD = 4.43), and Yes (M = 30.9, SD = 4.85). Cybercrime victim status is a categorical

variable with distinct groups. The Type II analysis of variance (ANOVA) revealed a

significant effect of being a cybercrime victim on the ability to distinguish phishing emails

from legitimate emails, F(2, 27) = 9.982, p = .001. The effect size, eta squared (η), was .43.

Post hoc comparisons using Tukey’s HSD test indicated that participants who reported being

unsure about their victim status scored significantly lower than those who reported not being

victims (mean difference = -3.015, 95% CI [-5.775, -0.255], p = .030), and those who reported

being victims scored significantly lower than those who reported not being victims (mean

difference = -4.295, 95% CI [-8.173, -0.416], p = .028).

CAS, Age, Cybersecurity knowledge, and Email usage were not significant in the

multiple regression analysis (see Table 9).

Hypothesis 2. Hypothesis 2 (H2) posited that participants with higher levels of

persuasion knowledge would be less susceptible to phishing attacks. To test this hypothesis, a

multiple regression analysis was conducted with pre-theory email judgment score
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Table 9

Multiple Regression Analysis Predicting Pre-Intervention Correctness Scores (N = 51)

Effect Estimate SE 95% CI p

LL UL

CAS -.056 .03 -.125 .013 .107

Gender (Female) 4.549 1.56 1.347 7.750 .007**

Education (Vocational school) -8.718 3.51 -15.927 -1.508 .020*

Education (UAS) 3.885 2.385 -1.008 8.778 .115

Education (Bachelor’s degree) 1.3567 1.90 -2.545 5.259 .482

Education (Master’s degree) 0.251 1.96 -3.772 4.274 .899

Education (PhD degree) 0.056 4.50 -9.187 9.298 .990

Internet access (Average) 11.182 4.05 2.863 19.501 .010*

Internet access (Good) 15.476 4.36 6.526 24.427 .001**

Internet access (Excellent) 17.958 4.62 8.466 27.450 .001***

Cybercrime victim (Don’t know) -6.307 1.642 -9.676 -2.93 .001***

Cybercrime victim (Yes) -7.640 2.22 -12.191 -3.090 .002**

Note. CI = confidence interval; LL = lower limit; UL = upper limit; CAS = Cybercrime

Awareness Scale; UAS = University of Applied Sciences degree; Neutral = Neither competent

nor incompetent.

*p < .05, **p < .01, ***p < .001

(pre-intervention correctness) as the dependent variable, and agent knowledge (AKCI and

AKCB) and total pre-theory persuasion knowledge (PRE-PK) as independent variables.

The coefficients for Agent knowledge - Cybercriminal’s Investment scale (AKCI), β =

-0.166, SE = .21, p = .429, Agent knowledge - Cybercriminal’s Benefit scale (AKCB), β =

.093, SE = .27, p = .732, and total pre-theory Persuasion knowledge (PRE-PK) scale, β =

.040, SE = .13, p = .757, were all non-significant.

These findings suggest that, contrary to the hypothesis, higher levels of persuasion

knowledge, as measured by the scales (PRE-PK, AKCB, and AKCI) used in this study, do not

significantly reduce susceptibility to phishing attacks.
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Hypothesis 3. Exposure to theory about persuasion techniques will improve

individuals’ ability to distinguish phishing emails from legitimate emails.

The mean total score for legitimate emails before theory instruction was 12.69 (SD =

4.19), whereas for phishing emails, it was 20.75 (SD = 6.91). After theory instruction, the

mean total score for legitimate emails increased to 13.58 (SD = 3.70), and for phishing emails,

it increased to 21.35 (SD = 6.04).

A paired-samples t-test was conducted to evaluate the impact of theory instruction on

participants’ phishing detection abilities. Participants’ total scores on phishing detection tasks

were compared before and after the theory instruction. The results revealed a statistically

significant difference in participants’ total scores before (M = 33.43, SD = 4.93) and after (M

= 34.93, SD = 6.18) the theory instruction; t(47) = 2.271, p = .028. The mean of the

difference in total scores between the two time points was 1.73 (95% CI [0.198, 3.261]),

indicating a moderate increase in participants’ phishing detection abilities following the theory

instruction.

Hypothesis 4. The improvement in distinguishing phishing emails from legitimate

emails will be more significant in individuals with initially lower levels of phishing awareness

compared to those with higher levels of phishing awareness. The mean improvement score for

participants was 1.73 (SD = 5.274), with a minimum improvement of -9 and a maximum

improvement of 14. The mean Cybercrime Awareness Scale (CAS) score was 157.35 (SD =

20.60). A linear regression analysis was conducted to examine the relationship between

improvement scores and CAS scores. The results showed that the CAS score was not

statistically significant, β = .020, SE = .04, p = .582.

Hypothesis 5. A regression analysis was conducted to examine whether the

improvement in distinguishing phishing emails from legitimate emails (measured as the

difference in scores between post-intervention and pre-intervention) was associated with

participants’ initial levels of persuasion knowledge (PK). The model included predictors agent

knowledge (AKCI and AKCB) and total pre-theory persuasion knowledge (PRE-PK).

The overall model was not statistically significant in predicting improvement scores,

F(3, 47) = 1.053, p = .378. The model accounted for a negligible amount of variance in

improvement scores, R2 = .063. None of the individual predictors, AKCI (β = .152, SE = .24,

p = .524), AKCB (β = -.336, SE = .28, p = .237), or PRE-PK (β = .194, p = .162), were
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found to be statistically significant in explaining the variance in improvement scores. These

results indicate that the initial levels of persuasion knowledge did not significantly influence

the improvement in participants’ ability to distinguish phishing emails from legitimate ones

after the intervention.

Although the HEXACO-60 Personality Test data was collected, it was not utilized in

the research hypotheses. Initially, it was planned for additional analysis. However, due to the

sample size not meeting the required number of participants, it was decided to leave out the

HEXACO data. This decision ensures the validity and reliability of the findings reported in

the study.

Discussion

To date, most phishing research has focused on Protection Motivation Theory (PMT)

and Technology Threat Avoidance Theory (TTAT) (Almansoori et al., 2023; Prümmer et al.,

2024), but little to nothing on the Persuasion Knowledge Framework, despite the frequent use

of persuasion tactics in phishing. This study investigated experimentally the awareness of

cybercrime pre-intervention and knowledge of persuasion pre- and post-intervention among

adults in phishing scenarios. Comparing participants’ abilities to distinguish between

legitimate and phishing emails pre- and post-theory provision allowed assessment of the

effectiveness of persuasion theory instruction. Participants showed improved phishing

detection abilities after learning about persuasion tactics. Contrary to expectations, previous

victimization was negatively associated with awareness levels, challenging the assumption that

victimization enhances caution and awareness. The findings also highlighted the complex

interplay between awareness, knowledge of persuasion, and phishing susceptibility, suggesting

that enhancing educational interventions can be crucial in mitigating phishing risks.

Susceptibility to Phishing Based on Awareness and Knowledge

No significant relationship between cybercrime awareness and the ability to discern

phishing emails from legitimate ones before any intervention was found in this research. Many

researchers have found the importance of awareness in cybersecurity (Bada et al., 2015;

Canfield et al., 2019; Debb, 2021; Mamade & Dabala, 2021). Despite this, the lack of a

significant relationship in this study suggests that awareness alone does not translate into

actionable skills for phishing detection. This discrepancy can be explained by the nature of

phishing attacks, which often exploit cognitive biases and emotional triggers, making them
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difficult to detect without specific training. Simply being aware of phishing does not equip

individuals with the skills to recognize these subtle cues.

Awareness programs that do not incorporate practical skills training may leave

individuals ill-prepared to apply their knowledge in real-world scenarios (Bada et al., 2015;

Canfield et al., 2019). Bada et al. (2015) argue that effective awareness campaigns must

include clear communication and practical skill training to prevent high-risk behaviour. This

perspective is supported by Canfield et al. (2019), who emphasize that awareness needs to be

integrated with educational efforts that help individuals develop practical skills and habits.

In a limited number of research studies that have examined the effectiveness of

detecting phishing emails versus legitimate emails as distinct entities, Kleitman et al. (2018)

discovered a weak yet statistically significant positive relationship between confidence levels

and accuracy in identifying both types of emails. The study by Mamade and Dabala (2021)

highlighted that many individuals, despite their confidence in identifying phishing attempts,

lack the actual knowledge required for effective detection. While individuals may understand

phishing conceptually, this awareness does not necessarily equip them with the specific skills

needed to identify sophisticated phishing cues in emails. Effective phishing detection requires

practical training and experience, as well as an understanding of the evolving tactics used by

attackers (Motika, 2022). This disconnect suggests that awareness programs must address

both knowledge and practical skills to be effective. Motika (2022) also emphasizes the

importance of understanding specific cues in phishing emails, such as grammar and sender

addresses, to reduce susceptibility.

The lack of a significant relationship between awareness and phishing detection in this

study suggests that theoretical knowledge alone is insufficient. This research focuses on the

dissemination of awareness material, and phishing simulations. These approaches aim to

enhance individuals’ understanding (what) and perhaps as such their skills (how).

Nevertheless, akin to the manner in which factual information does not always influence our

perspectives, possessing knowledge does not automatically result in changes in behaviour.

This might be due to the fact that a crucial element in behaviour modification is the presence

of motivation (why) - the reasons behind individuals’ actions and decisions. Despite the

provision of infinite amounts of knowledge to individuals, without a intrinsic interest in

utilizing it, it is money and time thrown out the window.



PERSUASION IN DIGITAL PHISHING 33

Impact of Cybercrime Victim Status

Past cybercrime victimization significantly impacts the ability to identify phishing

emails negatively. Participants unsure of their victim status scored lower than non-victims,

while self-identified victims scored the lowest, indicating that past victimization experiences

play a crucial role in phishing susceptibility.

Past cybercrime victimization significantly affects individuals’ ability to detect

phishing emails. Chen et al. (2020) states that recent phishing encounters can variably

influence future susceptibility, with some individuals becoming more cautious while others do

not change their behaviour. This view is supported by O’Connor et al. (2021), who found that

past victimization impairs phishing detection abilities, and by van ’t Hoff - de Goede et al.

(2021), who notes that victimization impacts online behaviour and increases susceptibility to

future threats. Van ’t Hoff - de Goede et al.’s study (2021) indicates that while some may

improve their security practices post-victimization, others might remain vulnerable due to

psychological effects like anxiety or a sense of inevitability about being victimized again.

Hassandoust et al. (2020) further adds that cognitive effects from past victimization can

complicate the detection of new phishing attempts, leading to either increased vigilance or

heightened susceptibility. These findings collectively suggest that the psychological impact of

past victimization often overshadows any improvements in security awareness, highlighting the

need for targeted cybersecurity education that addresses both cognitive and behavioural

aspects. Contrary, Ribeiro et al. (2024) suggest that past victimization could lead to more

cautious behaviour and better security practices.

In conclusion, the evidence indicates that the psychological and cognitive effects of

past victimization can sometimes overshadow these improvements in security awareness. This

highlights the complexity of the relationship between past victimization and current phishing

susceptibility, emphasizing the need for targeted and nuanced approaches in cybersecurity

education and support.

Moderating Effects of Initial Awareness and Knowledge Levels

The effectiveness of behavioural interventions on phishing detection is influenced by

participants’ initial awareness and knowledge levels. Research suggests that individuals with

lower initial levels of awareness often benefit more from targeted interventions compared to

those with higher levels (Alnajim et al., 2023; Alsharnouby et al., 2015; Canfield et al., 2019;
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Köhler et al., 2023; Mamade & Dabala, 2021). This indicates that educational efforts are

particularly impactful for those with less prior knowledge, as they have more room to improve

their understanding and recognition of phishing threats. Conversely, individuals with higher

initial awareness may not experience as significant changes in behaviour, as they are already

equipped with the necessary skills to identify and respond to phishing attempts effectively.

On the other hand, Schaab et al. (2016) highlight the importance of designing training

programs that enhance both awareness and behaviour, suggesting that interventions can lead

to improvements in security practices regardless of initial awareness levels. Similarly, Weickert

et al. (2023) emphasize the complexity of changing established behaviours through

interventions, particularly when strong habits are present. Their work underscores that

interventions targeting behavioural intentions may not be effective for frequently performed

behaviours, which complicates the effort to improve phishing detection through training alone.

Despite the general consensus in the literature, the current study’s findings reveal that

intervention effectiveness was consistent across different levels of initial awareness. This

suggests that while initial awareness may influence the degree of improvement, the

intervention used in this study was equally effective for participants regardless of their starting

level of awareness. This consistency might be attributable to several factors, including the

specific content of the intervention, the method of delivery, or the focus of the intervention.

For instance, the intervention may have been designed in a way that did not significantly

differentiate between varying levels of initial awareness, or it might have lacked the necessary

depth to produce differential effects.

Furthermore, it is important to consider that the high level of cybercrime awareness

among participants might have been too high for the relatively simple intervention used in this

study. Participants may have already possessed a substantial baseline understanding of

phishing threats, which could limit the observable impact of the intervention. Additionally, the

timing of the phishing attempts may have influenced the results. Participants were exposed to

phishing attempts in different rounds, which could have led to improvements in detection

skills over time. It is possible that participants became more adept at identifying phishing

attempts simply due to increased familiarity and experience with the task across rounds,

rather than solely due to the intervention. This effect of time on detection ability warrants

further investigation to determine its role in the overall effectiveness of the intervention.
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The Role of Persuasion Knowledge in Phishing Detection

The effectiveness of persuasion knowledge in enhancing phishing detection is a nuanced

issue, as evidenced by the findings of this research. Contrary to expectations, no significant

relationship was found between participants’ persuasion knowledge and susceptibility. This

lack of correlation suggests that persuasion knowledge alone may not be sufficient to protect

against phishing attacks. Previous research has similarly indicated that knowledge-based

performance often struggles to translate into practical effectiveness under real-world

conditions (Kahneman & Klein, 2009; Klein, 2008). Despite having higher levels of persuasion

knowledge, participants did not demonstrate a superior capacity for phishing detection

compared to those with lower levels of this knowledge.

The Persuasion Knowledge Framework (PKF) provides a theoretical basis for

understanding these results. According to the PKF, individuals utilize various forms of

knowledge, including persuasion knowledge, to counteract persuasion attempts effectively

(Friestad & Wright, 1994; Ham et al., 2015). Although theory-based instruction led to a

statistically significant improvement in phishing detection ability, the size of this improvement

was moderate. This suggests that theoretical knowledge alone, without practical application,

may not be sufficient for high-level phishing resilience.

Practical training methods, such as simulations and real-time feedback, may offer more

substantial benefits in developing phishing detection skills. Research supports that interactive

training environments, like those offered by educational games and simulated phishing

exercises, can significantly improve individuals’ ability to recognize phishing attempts

(Alsharnouby et al., 2015; Blythe et al., 2011; Gallo et al., 2024; Montañez et al., 2020;

O’Connor et al., 2021). For instance, Alsharnouby et al. (2015) and Gallo et al. (2024)

emphasize the effectiveness of interactive platforms such as Anti-Phishing Phil and Spamley,

which provide users with hands-on experience in a controlled setting. These methods not only

allow for practical application but also offer immediate feedback, reinforcing learning and

improving detection skills. Similarly, Montañez et al. (2020) and O’Connor et al. (2021)

advocate for simulation-based training, which fosters automatic responses to phishing

attempts and enhances resilience against social engineering threats.

In practical situations, the cognitive load and need for quick decision-making may

impede the practical utilization of theoretical knowledge. While the original PKF, developed
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by Friestad and Wright (1994) in the ’80s and ’90s, provides valuable insights into how

individuals respond to persuasion efforts in offline contexts, its applicability to cybersecurity is

limited. The PKF was not designed with online threats in mind and does not fully address the

complexities of digital environments. Therefore, while the PKF offers foundational insights

into persuasion, it requires adaptation to effectively address the unique challenges posed by

online phishing. Integrating elements that account for the emotional and psychological tactics

used by cybercriminals could enhance the framework’s applicability, making it a more effective

tool for understanding and mitigating susceptibility to digital persuasion tactics.

(Sub-)scales

Descriptive statistics revealed high mean score on the Cybercrime Awareness Scale

(CAS), indicating that participants generally have a strong understanding of cybercrime

awareness. This high mean score suggests that, on average, participants are well-informed

about cybercrime.

The intervention aimed at enhancing persuasion knowledge (PK) did not yield

significant improvements, as indicated by a slight, non-significant decrease in PK scores from

pre- to post-intervention. Several factors may explain this outcome. The content and delivery

of the intervention might need reassessment to ensure they are sufficiently engaging and

tailored to the specific aspects of PK relevant to phishing. Additionally, the short duration of

the intervention and participants’ already high baseline PK levels could have constrained the

potential for noticeable gains.

Implications and Future Directions

The findings of this study highlight the need to integrate both practical skills and

theoretical knowledge into cybersecurity training programs, particularly for phishing

detection. While foundational awareness is crucial, its practical application in real-world

scenarios is key (Kahneman & Klein, 2009; Klein, 2008).

Future research should explore integrating psychological support mechanisms into

cybersecurity training programs to address a range of psychological needs. This includes

providing support for individuals who may have been victims of cybercrime as well as those

undergoing training. Tailored approaches that consider individual differences in demographics,

learning styles, and cognitive abilities can enhance the inclusivity and efficacy of cybersecurity

education initiatives (Burke-Smalley & Hutchins, 2007; Grossman & Salas, 2011; Salas &
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Cannon-Bowers, 2001). Additionally, ensuring robust digital infrastructure is crucial to

support the learning and application of cybersecurity skills effectively. This involves

maintaining secure, up-to-date training platforms and simulated environments to enable

realistic exercises and ensure that learners can effectively apply their skills in a risk-free

setting.

Addressing methodological limitations such as sampling biases and survey-induced

awareness remains paramount. Future studies could adopt more controlled experimental

designs to mitigate these biases and enhance the authenticity of participants’ responses to

phishing simulations (Blythe et al., 2011; Kumaraguru et al., 2010). Future research should

investigate how psychological factors such as decision-making biases and persuasion knowledge

evolve in response to increasingly sophisticated phishing tactics (Sheng et al., 2010).

Understanding these dynamics could inform the development of tailored educational

interventions and behaviour-focused cybersecurity training programs (Blythe et al., 2011;

Kumaraguru et al., 2010).

Furthermore, cyberattackers have improve their methods of attack. Phishing emails

are becoming increasingly sophisticated, especially with the rise of personalized spear

phishing, making detection of it increasingly challenging (Bullée et al., 2017). Attackers utilize

language models like GPT to enhance phishing operations (Heiding et al., 2024). To combat

this growing threat, AI-based anti-phishing solutions are being developed that can analyze

content in multiple languages (Heiding et al., 2024; Yao et al., 2024). These solutions employ

advanced natural language processing (NLP) techniques and machine learning algorithms to

detect suspicious patterns, regardless of the language used. However, these AI-based

anti-phishing solutions need to be capable of detecting subtle linguistic nuances and cultural

context across different languages (Ansari et al., 2022). Languages with limited digital

presence or unique scripts may pose additional challenges for AI-based detection systems

(Ansari et al., 2022). Future phishing research may focus on evaluating the impact and danger

of AI enabled phishing methods and exploring innovative solutions.

Integrating phishing detection into digital literacy education is crucial. Tools like

Anti-Phishing Phil (Sheng et al., 2007) and Samply raise awareness and collect data on user

behaviour, helping users recognize phishing threats. Scholars emphasize the importance of

information literacy, with higher education institutions incorporating training to combat
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phishing (Canfield et al., 2019). Emphasizing self-regulated learning can enhance these

trainings and improve metacognitive abilities, thus providing a comprehensive approach to

cybersecurity education.

Lastly, expanding the scope of research to encompass global perspectives and diverse

cultural contexts is imperative. Cross-cultural studies could illuminate how cultural norms

and values influence phishing susceptibility and responses to cybersecurity interventions. Such

insights would facilitate the development of culturally sensitive cybersecurity strategies

tailored to diverse global audiences (Sheng et al., 2010). Such initiatives would not only

enhance learning outcomes but also address the diverse needs and capabilities of learners in

different contexts.

Study Limitations

This study acknowledges several limitations that are crucial to consider. Firstly, the

use of snowball sampling may have introduced sampling bias, as participants primarily

recruited from personal social networks. This method tends to capture individuals who share

similar characteristics or affiliations, potentially limiting the diversity of perspectives and

backgrounds within the sample. As a result, the findings derived from this sample may not

fully represent the broader population. This lack of representativeness can impact the external

validity of the study, affecting the ability to generalize the results beyond the specific

characteristics of the sample. For instance, if the sample is skewed towards individuals who

are more tech-savvy or have higher educational backgrounds, their responses to phishing

scenarios might differ systematically from those of a more diverse population. This might

affect the generalizability of the results.

Secondly, participants were informing about the study’s nature, which might have

influenced their responses, potentially introducing awareness biases. This heightened caution

among participants could have affected the authenticity of their reactions to phishing emails

compared to real-world scenarios.

Thirdly, emails were presented as screenshots without interactive features, such as

hover-over links (Downs et al., 2006), which are critical for authenticating email content. This

limitation prevented participants from hovering over links to check their authenticity,

potentially affecting their ability to accurately assess the emails. Future studies should

incorporate more interactive and realistic email formats to better simulate actual phishing
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scenarios.

Fourthly, the theoretical framework, which attempted to adapt the Persuasion

Knowledge Framework to an email phishing context, faced challenges due to the lack of

existing validated questionnaires specifically tailored to this domain. While this framework

provided a comprehensive understanding of psychological and contextual factors influencing

phishing susceptibility, some mechanisms and vulnerabilities discussed remain theoretical and

require further empirical validation.

Lastly, this study provides insights into how awareness and persuasion knowledge

affect phishing susceptibility. However, decisions about which items to retain or discard, and

how to operationalize and analyze various variables, reflect choices that are not always

predetermined. These can influence results. To enhance robustness and replicability, future

research should use more stringent, preregistered methods and hypotheses Roettger (2018)

and Wicherts et al. (2016). Clearly defined procedures and operational definitions will help

isolate intervention effects and improve generalizability.

Conclusion

This study has underscored the critical interplay between awareness and persuasion

knowledge in mitigating email phishing susceptibility. While theory-based cybersecurity

training improved phishing detection skills, awareness alone proved insufficient, challenging

existing assumptions about its direct impact on phishing susceptibility. The research also

revealed that prior cybercrime victimization negatively influences phishing detection abilities,

adding complexity to our understanding of personal experiences’ impact on cybersecurity

behaviour. Despite these insights, the study faced limitations, including potential sampling

biases and the use of non-interactive email formats, which may affect the generalizability of

the findings. The theoretical framework used requires further adaptation to address the

complexities of online phishing more effectively. Future research should focus on refining

intervention methodologies, leveraging advanced technologies like AI and gamified training,

and exploring diverse cultural perspectives to enhance the effectiveness of cybersecurity

education. This study underscores the need for a multifaceted approach to phishing

prevention, combining practical application with theoretical understanding to address evolving

phishing threats comprehensively.
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PK1 I know that phishing emails try to trick people into doing certain things, like 

clicking on harmful links or giving away personal information. 

PK2 I can spot common tricks used in phishing emails, like making you feel rushed or 

pretending to be someone trustworthy. 

PK3 I understand that the main aim of phishing emails is to trick people for money or 

harm. 

PK4 I must be attentive about detecting deceptions by responding to emails. 

PK5 Cybercriminals are constantly trying to trick me.  

PK6 I know when a nasty email is “too good to be true”. 

PK7 I can tell when an email has hidden motives or unexpected requirements. 

PK8 I can easily understand the tricks cybercriminals use to try to get what they want.  

PK9 I know when a cybercriminal is pressuring me to provide private information.  

PK10 I can recognize tricks used to scam me in emails. 

PK11 I can separate fact from fantasy in emails.  

 

 

Prompt pre-intervention: This section evaluates your understanding of persuasion tactics used 

in phishing emails. You will be asked about your ability to recognize common tricks. Your 

responses will provide insights into your awareness of deceptive practices and your capacity 

to detect and navigate phishing attempts. Please rate the following statements on a scale from 

'strongly disagree' to 'strongly agree'. Choose the answer option that best represents your 

opinion on each statement. 

Prompt post-intervention: Now that you have learned some theory about the tactics used in 

phishing emails, please answer the following questions. We want to understand how this 

information may have changed your opinions. For each statement, select the option from 

'strongly disagree' to 'strongly agree' that best reflects your current views. 
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Appendix A

Persuasion Knowledge



 

 

A. Cybercriminal’s Benefits 

AK-CB1 Compared to most emails, the sender has high expectations about the impact this 

email will have on me. 

AK-CB2 The sender’s goal for this phishing email is very ambitious. 

AK-CB3 The sender is trying to get a lot from me with this phishing email. 

AK-CB4 The sender has high expectations about what the phishing email will get me to 

believe. 

AK-CB5 Overall, I don't feel as if the sender of the phishing email is asking that much of 

me. 

 

B. Cybercriminal’s Investment 

AK-CI1 The sender seems to have put more effort into this email than is usual for non-

phishing emails. 

AK-CI2 The sender seems to have put a lot of time into phishing email. 

AK-CI3 The sender deserves credit for the creative effort that went into a phishing email. 

AK-CI4 A phishing email is not expensive to make (r). 

AK-CI5 A phishing email shows a lot of thought and care. 

 

Prompt: The next two sections evaluate your perception of the sender's intentions and efforts 

in crafting phishing emails in general. You will assess the sender's goals, ambitions, and level 

of investment in creating phishing emails based on your understanding of such activities. 

Your responses will provide insights into your perception of the sender's motivations and the 

effort put into phishing attempts. 
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Appendix B

Agent Knowledge
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Appendix C

PRE-theory emails
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Appendix D

POST-theory emails
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Theory about Understanding Phishing Emails 

We often hear about protecting ourselves from phishing emails by checking for spelling errors 

or strange requests. But did you know that these emails also use tactics like deception and 

persuasion to trick us? Let's explore these tactics to stay ahead of scammers: 

 

Phishing emails… 

• …pretend to be from trusted sources (bank or government) to trick you into giving away 

personal information or clicking on harmful links. They may create a sense of urgency, 

pushing you to act quickly. Always verify the sender's email address and take your time 

to assess the urgency before taking action. 

• …may claim that others are already taking action, pressuring you to do the same. 

Question anything that seems too good to be true. 

• …may pretend to be from someone you know (friends or colleagues), asking for help or 

personal information. Verify the sender's identity through other means, such as a phone 

call or direct message, before responding. 

• …may offer free trials or discounts to lure you into providing personal information to 

claim the offer. It's tempting to jump at the chance. Better pause and think before 

accepting any offers and read the fine print. 

• …love to create panic by claiming your account will be blocked unless you act 

immediately. Take a breath and think logically before reacting. 

 

By understanding these tactics, you can protect yourself from phishing emails. Stay cautious, 

verify the sender's identity, and report suspicious emails. Together, we can outsmart the 

scammers and keep our information safe. 

 

Thank you for taking the time to learn about phishing email tactics and how to recognize 

them. We will use this knowledge in one of the upcoming sections of the survey. Please 

answer the related questions based on the theory you just read. 

 

 

o I have taken note of the above-mentioned tactics often used in phishing. 

PERSUASION IN DIGITAL PHISHING 69

Appendix E

Theory
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