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Managementsamenvatting 

Trajectum is een bedrijf gespecialiseerd in het behandelen van mensen met een (licht) verstandelijke 

handicap, zowel in de vorm van begeleid wonen als in gesloten opvangen voor cliënten met 

gedragsproblemen. Het bedrijf is onderdeel van het initiatief G-AAN, waarin meerdere zorginstellingen 

uit Noord- en Oost-Nederland zich inzetten voor de digitalisering van de verstandelijk 

gehandicaptenzorg. Zo doet het initiatief onderzoek naar de toepassingen van nieuwe technieken – zoals 

data-gedreven werken – in de gehandicaptenzorg, zodat de bedrijven in deze sector goede zorg kunnen 

blijven leveren in de toekomst, wanneer het tekort aan arbeidskrachten mogelijk uitbreidt.  

 

Dit onderzoek heeft twee doelen: (1) Een voorbeeld geven aan de bedrijven in het initiatief G-AAN van 

de mogelijkheden en limieten van data-gedreven werken binnen de verstandelijk gehandicaptenzorg, 

en (2) het verminderen van incidenten binnen de klinieken van Trajectum door middel van data-

gedreven werken. Zo is de onderzoeksvraag die gehanteerd wordt: “Hoe kunnen we een data-gedreven 

manier van werken implementeren in organisaties binnen de (verstandelijk-) gehandicapten zorg om 

toekomstige incidenten te voorkomen”. Hoofdstuk 1 behandelt de manier waarop deze doelen worden 

benaderd. 

 

Ondanks een beperkt aanbod aan academische werken over de verstandelijk gehandicaptenzorg, zijn er 

duidelijke applicaties en limieten voor deze bedrijven, gebaseerd op literatuur uit andere hoeken van de 

zorg en gesprekken met zorgverleners binnen de klinieken van Trajectum. Hoofdstuk 2 behandelt deze 

gesprekken. Door de unieke relatie tussen cliënt en medewerker binnen deze sector ontstaan ethische 

vraagstukken over de rol die data, IT’ers, en mogelijk AI kunnen, mogen, en zouden moeten hebben 

binnen de bedrijven in deze sector. Hoofdstuk 3 behandelt de resulterende conclusies. 

 

Uit dit literatuuronderzoek en de gesprekken met medewerkers van Trajectum concluderen we dat de 

meest gepaste toepassing van data-gedreven werken voor het verminderen van incidenten binnen de 

context van Trajectum een tool is dat het risico van een incident inschat, op basis van de factoren die 

volgens de voorgaande onderzoeken mogelijk een relatie hebben met het aantal incidenten. Hoofdstuk 

4 behandelt deze factoren en de redenatie achter de mogelijke relatie met de incidenten en geeft vorm 

aan een model van deze relaties. Hoofdstuk 5 test de aanwezigheid van deze relaties door middel van 

een aantal lineaire regressies tegen een significantie van 99.9%. De kracht van deze legitieme relaties 

wordt berekend en meegenomen in een model dat op basis van de waarde van factoren het verwachte 

aantal incidenten binnen elke dienst berekent.  

 

Een van de conclusies die ontstaat uit deze statistische analyse is de prominente (negatieve) relatie 

tussen de gemiddelde ervaring van de aanwezige medewerkers en het aantal agressie-incidenten. Ook 

blijkt uit deze regressies een uitgesproken relatie tussen een geagiteerde sfeer (veroorzaakt door een 

recent agressie-incident) binnen de kliniek en het aantal toekomstige agressie-incidenten. Beide van 

deze factoren bleken goede voorspellers van toekomstige incidenten binnen de klinieken van Trajectum 

en werden geïmplementeerd in de tool.   

 

De manier waarop Trajectum deze tool kan implementeren binnen het bedrijf, om met data beslissingen 

te ondersteunen, en daarmee data-gedreven te gaan werken, wordt behandeld in hoofdstuk 6. Samen 

met hoofdstuk 7, waar het onderzoek wordt geconcludeerd en het eindadvies wordt gegeven aan 

Trajectum, levert dit slot van het onderzoek een ontwerp van hoe een bedrijf in de verstandelijk 

gehandicaptenzorg data-science technieken kan toepassen om bestuurlijke keuzes te ondersteunen.  
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Management summary 

Trajectum is an organisation that concerns itself with treating people with a (light) mental handicap, 

through guided living, as well as closed detention centres (Dutch: tbs), meant for patients showing 

unpredictable behaviour. The organisation is a part of the initiative G-AAN, which strives to encourage 

the digitalisation of the handicapped-care. The initiative looks for application of new technologies – 

such as data-driven working techniques – in the mentally handicapped-care, such that organisations can 

continue giving proper care in the future, when labour shortages are possibly even greater. 

 

The objective of this research is twofold: (1) To give an example to G-AAN of the possible applications 

and limitations of data-driven working in the mentally handicapped-care, as well as (2) decrease the 

rate of incidents within the clinics of Trajectum through the implementation of data-driven working. 

The research question is: “How can we implement a data-driven way of working in companies in the 

(mentally) handicapped-care to prevent future incidents?” The manner in which these objectives and 

the research questions are approached, is discussed in Chapter 1. 

 

Despite examples of data-driven research performed in the mentally handicapped-care being scarce, 

prominent applications as well as limitations of data-driven working for these organisations became 

apparent, through research performed in other areas of healthcare and the interviews conducted with 

employees of Trajectum, which are discussed in Chapter 2. As a result of the unique relation between 

the workers and patients within the handicapped-care, interesting ethical issues emerge regarding the 

role that data, computer scientists, and possibly AI should play in this sector. The conclusions regarding 

these issues are discussed in Chapter 3. 

 

From the literature research and the interviews we conclude that the most appropriate application of 

data-driven working, in order to decrease the rate of incidents, is a tool that is able to assess the risk of 

an aggression incident occurring, based on the variables that could possibly have a relation with the 

number of incidents inside of the clinics of Trajectum, according to the previous research.  

 

These variables, and the reasonings behind their assumed relation with the frequency of incidents, are 

discussed in Chapter 4, where a model of these variables and their respective relations is ideated. The 

presence of these relations is tested through a set of linear regressions against a significance of 99.9% 

in Chapter 5, where the strength of the confirmed relations is calculated and included in the tool, which 

calculates the expected number of incidents, based on the value of the variables particular to that shift. 

 

One of the most interesting conclusions resulting from the statistical analysis is the (negative) relation 

between the average years of experience of the present workers and the number of incidents. Besides, 

a significant relation is found between a hostile atmosphere inside of the clinic, characterised by a recent 

aggression incident, and the rate of future aggression incidents. Both variables turned out to be good 

predictors of future incidents within the clinics of Trajectum and were included in the prediction tool. 

 

The manner in which Trajectum can implement the tool into their business decisions, such that their 

future decisions-making is supported by data, working data-driven, is discussed in chapter 6. In 

combination with Chapter 7, where we conclude the research and give final recommendations to 

Trajectum, this final part of the research gives the blueprint for companies in the mentally handicapped-

care to utilise data-science in supporting their decision making. 
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1 Research plan 

1.1 Problem context  

This research is completed at – and under the supervision of – the company Trajectum, which specialises 

in providing care for people with a (light) mental disability. The company is a part of the initiative G-

AAN, which strives to digitalise the mentally handicapped-care in the east of the Netherlands. This 

research is based around one of the objectives of G-AAN: implementing data-driven working (DDW) 

into the mentally handicapped-care in the Netherlands. Trajectum currently makes little to no use of 

their data, due to a “gap in their abilities.” This research aims to fill this gap.  

 

The problem posed by Trajectum is one that many (mental) healthcare institutes in the Netherlands are 

currently facing. There is a striking scarcity of workers in about every area of the Dutch healthcare 

system. This means that clinics are currently dealing with more patients than their employees can 

manage, with some patients not being able to get into the clinics entirely, being stuck on a long waiting 

list. As the situation is only expected to become more dire, health institutes are looking to implement 

new technologies that ensure that they make optimal use of their (labour) resources. The objective of 

this research is to take weight off of the shoulders of their employees, and to ensure that they are still 

able to provide proper care in the future, when labour scarcities are possibly greater. 

 

We will make a start on the implementation of DDW into Trajectum to demonstrate how companies in 

the mentally handicapped-care, as well as other companies in the field of healthcare, can use data as a 

valuable resource. This research helps battle the (future) shortages in the healthcare system of the 

Netherlands by showing what value data-science can add to this field.  

 

1.2 Problem description  

1.2.1 Identification of action problem  

Trajectum wants to move from a descriptive to a predictive use of data. The underlying motivation for 

this change is rooted in a desire to reduce the number of incidents inside of clinics, which poses as the 

action problem that needs to be solved through this research. These incidents range from e.g. a patient 

receiving the wrong medication, to violence and sexual harassment towards members of staff and other 

patients. However, there are limitations to this action problem, regarding the evaluation of this research.  

 

Considering the scope and timespan of this research, the most appropriate measure of norm and reality 

(and the gap between them) is the utilisation of data within the company. The reality for the company 

is a descriptive use of data, meaning that currently the data can only tell the company past information 

about incidents happening, such as the number of incidents in a specific timespan or clinic. The 

company is given no insight into what might cause fluctuations in the number of incidents. The norm, 

which represents the preferred situation of Trajectum, is a predictive use of data. Meaning that useful 

predictions for the future can be made based on the past data, regarding the risk of an incident occurring. 

Based on this information the management can make better informed decisions, which in turn could 

reduce the number of incidents.  

 

The utilisation of data is only used as a measurement for the company to evaluate the effectiveness of 

the research, after it is finalised. The action problem, meaning the problem that we aim to solve through 

this research is reducing the rate of incidents inside of the clinics of Trajectum.  
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1.2.2 Problem cluster 

Figure 1.1 poses a problem cluster which 

shows all relevant problems that 

Trajectum and other health institutes are 

facing and the relations between them. 

Problems that are external to Trajectum, 

meaning they are shared by other Dutch 

(mental-) health institutions, are depicted 

on the right. These are problems that this 

research does not or barely influence, but 

that do have an impact on the action 

problem. The problems that are internal 

to the company are depicted on the left 

side of the figure. These are the problems 

this research aims to address . 

                         

 

1.2.3 Core problems 

From this problem cluster arise two candidate core problems: one external and the other internal to the 

company. The scarcity of workers in healthcare is one of the core problems which causes various other 

problems for institutions nationwide. For Trajectum specifically, the lack of knowledge regarding the 

implementation of DDW prevents them from making optimal use of their resources. As the former 

problem lies mostly outside of our control (Heerkens & Van Winden, 2021), this research will focus on 

the latter core problem: The lack of insight on the possibilities of data-driven working inside Trajectum. 

 

This core problem unintentionally creates more problems, as it means that the data regarding the 

incidents are not used and therefore there is little need for structural documentation of these incidents. 

Consequently, the data on the incidents might be unreliable and less practical (e.g. because of missing 

data points). Together with the scarcity of technically educated personnel in the field, this leads to the 

current situation where the company only uses data descriptively, stating how many incidents there 

were in each clinic each month, unknowing of the underlying causes.  

 

1.3 Research objective 

Knowing this, we construct the research objective, which will function as the foundation of the research 

and the base for the intended deliverables and research questions. This research objective, as well as 

the respective research questions, are constructed using the ABC-model (Wisse & Roeland, 2022).  

 

The main research objective: 

 

“How can we implement a data-driven way of working in companies in the (mentally) handicapped-

care to prevent future incidents?” 

 

This research objective implies a scope that is not limited to the company Trajectum, but rather one that 

includes other organisations in the mentally handicapped-care, which was considered while ideating the 

intended deliverables. This ensures that the findings of this research can be of value to the other 

organisations in the initiative G-AAN.  

 

Figure 1.1; Problem cluster 
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1.4 Deliverables 

To answer this research objective two separate deliverables are constructed. The first deliverable is an 

assessment of how organisations such as Trajectum can benefit from new technologies, e.g. the 

implementation of data-driven working, based on a literature research. This research is also meant to 

explore the limitations of DDW in organisations in the field of healthcare.  

 

The other deliverable is a tool constructed for the IT department of Trajectum, which should be able to 

give an estimation of the relative risk of an incident happening, based on staff utilisation. This 

estimation can be made using previously fed data of the incidents and the workers present in the clinic 

at the time of an incident, considering factors such as the security-level of the clinic. The tool warns the 

company of an increased chance of an incident occurring, for example because there are too few 

members of staff present in one of the clinics. Trajectum could make more informed decisions 

accordingly, e.g. by allocating more (experienced) staff to a clinic with an increased risk of incidents.  

 

The scope of the research for the last deliverable is limited to Trajectum, as the tool is specialised for 

the company. The scope of the research for the first deliverable is broader, as the literature research is 

more generally applicable to other companies in the field of healthcare, who can also use the tool as an 

example of the possible practicalities of data-driven techniques within their own organisation. Meaning 

that this research could be beneficial to the field of healthcare as a whole. 

 

Together, these deliverables make up a blueprint of how companies in the mentally handicapped-care 

can benefit from data-driven working. Besides assisting Trajectum in their making decisions, this 

research also serves as an introductory example of the practicality of DDW for other organisations 

within the initiative G-AAN.  

 

1.5 Research questions 

The constructed research questions aim to together realise the research objective. Besides that, these 

questions make up the structure of this research, as one chapter will be dedicated to each of these 

research questions, which will be answered in their respective order. The first two of these questions 

together shape the first deliverable, and similarly, the last two question the second deliverable. This 

section states the research questions together with their relevance. A more extensive overview of the 

respective types of research, research subjects, research strategies, and data gathering and analysis 

techniques for each research question can be found in Figure 9.1 in the appendix. 

 

RQ1. What type of incidents have to be prevented at Trajectum? (Chapter 2) 

To get a proper view of the problem context of Trajectum, we need to get closer to the processes of the 

company. In the research conducted to answer this question, we make observations inside of one of the 

clinics of Trajectum and conduct interviews with the members of staff of various departments. This will 

give us insight on the types of incidents faced by Trajectum, and their needs from this research. 

 

RQ2. In what ways can data-driven working help the mentally handicapped-care? (Chapter 3) 

A systematic literature review aims to find the most prominent applications of DDW-techniques for 

organisations in the mentally handicapped-care. From this qualitative study of the literature, we find 

applications that have been used in academic literature inside, as well as outside, the field of healthcare 

and evaluate how practical these applications are when translated to the problem context of Trajectum. 
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RQ3. In what ways can data-driven working prevent incidents? (Chapter 4) 

This research makes up the foundation of the tool that serves as the second deliverable. We aim to 

answer this research question through a qualitative study of the literature, in combination with a process 

of ideation that is meant to explore the possible functions and methods that the tool could incorporate. 

This knowledge is used in the research for the last research question where a model for the tool is 

constructed.  

 

RQ4. How can we predict incidents at Trajectum? (Chapter 5) 

To answer this last research question, we combine the previously gained knowledge regarding the 

problems of Trajectum and the ideation based on the literature review to construct a model that will 

form the basis of the tool. This final deliverable will be a valuable addition to the company, as well as 

a proper example to all companies in the initiative G-AAN of how DDW can help them make optimal 

use of resources and remove work from the shoulders of workers. Together with the first deliverable, 

this concludes the research and demonstrates how companies such as Trajectum can implement and 

benefit from DDW-techniques to prevent future incidents inside of their clinics, answering the main 

research objective.   
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2 Analysis of incidents 

This chapter answers the first research question: “What type of incidents have to be prevented at 

Trajectum?” This is done by getting closer to the research subjects, which we do by collecting data 

through observations and interviews with experts, with the data analysis being a summary of the 

findings. These methods give a clearer view of which incidents can occur inside of the clinics of 

Trajectum, as well as which type of incidents are most important to reduce. 

 

2.1 Methods 

The data collection needed to answer this research question is performed in one of the clinics of 

Trajectum in the small village of Rekken, in the Dutch Achterhoek. By observing the normal course of 

events for the staff and patients, we get an overview of the internal structure and workings of the 

company. Besides that, we conduct short interviews with several members of staff. The questions asked 

in these interviews can be found in Figure 9.2 in the appendix. These are aimed at better understanding 

under what circumstances incidents can occur, what types of incidents are most common, and what 

types of incidents are most important to the care-givers of Trajectum to prevent. To answer the first 

research question, we determine the type of incidents that need to be prevented based on the failure 

mode and effect analysis (FMEA), which methodologically prioritises certain types of incidents based 

on three factors: Severity, occurrence, and detection (Yu et al., 2018).  

 

2.2 Summary 

2.2.1 Clinics 

Trajectum does not only provide help for people with a (light) mental handicap in the form of assisted 

living, but also has incarceration facilities for this same demographic. In the Netherlands, Trajectum is 

the only organisation that people with a mental handicap can be sent to after being prosecuted. To 

distinguish between these different types of clinics, the departments of Trajectum have a security level 

ranging from 1 to 3 in increasing order of security. There are also departments without a security level, 

meaning that there are no security measures. In the continuation of this research, these departments will 

have an assigned security level of 0. The patients of Trajectum are expected to move through different 

departments, as they are treated, to eventually end up in a department without security measures.  

 

All departments in the clinic in Rekken have a security level of 2, meaning that most patients cannot 

leave the premises. The caregivers inside of the clinics work in two day-shifts: the morning-shift from 

07:00 to 15:00, and the evening-shift from 15:00 to 23:00. Besides that, there is a night-shift from 23:00 

to 07:00, where patients are supposed to sleep. Though incidents can occur during the night-shift, most 

occur during the day-shifts. Consequently, there are less members of staff present during the night-shift, 

compared to the day-shifts. 

 

2.2.2 Incidents 

From the interviews with the caregivers, some of the limitations of this research became apparent. As 

e.g. cursing or slamming a door is already seen as an incident, reporting all of these occurrences would 

be too time-consuming for the staff, considering the frequency of occurrence inside of some of the 

departments. Consequently, not all incidents are reported by the staff, meaning that the delivered data 

does not constitute a complete view of the situation inside of the clinics. To ensure meaningful results 

for the remainder of the research, we look for types of incidents that are essentially always reported. 
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Aggression incidents are some of the most common types of incidents inside of the clinics with a higher 

security level, with the most frequent kind being aggression with objects (e.g. throwing objects at other 

patients or staff members). These incidents are almost always reported and are heavily represented in 

the data provided by the company. Besides this, the caregivers report that this (aggression towards staff 

members) is the most important type of incident for them to prevent. This is in part because aggression 

can often lead to a domino effect, where a troubled atmosphere inside of the clinics indirectly causes 

other incidents. This makes the study of the aggression incident the most reliable in terms of the validity 

and reliability of this research. 

 

Another type of incident that is common and almost always reported is patients refusing to take their 

medication. However, these incidents are barely influenced by the number of caregivers present or the 

shared experience of these caregivers. Oppositely, caregivers take a big part in reducing the amount of 

aggression incidents, as they should be able to predict and prevent these types of incidents based on the 

patient’s behaviour. The knowledge of how to identify this hazardous behaviour and how to de-escalate 

the situation is mostly learned through experience. From this we conclude that aggression incidents are 

the most prominent type of incidents to perform research on. 

 

2.2.3 Experience 

One surprising finding was that the interviewees did not experience that the chance of an incident 

occurring depended significantly on the number of caregivers present, or the number of patients present. 

Contrarily, the communication among members of staff is experienced to worsen with a bigger group 

of caregivers. This could in turn lead to a situation where an incident might occur. In their perspective, 

the most important indicator of the chance of an incident occurring was the experience of the caregivers 

present.  

 

The difference in years of experience differs greatly between the caregivers employed by Trajectum. 

This difference does not only lie in the total experience of working in the mentally handicapped-care, 

but also in the experience gained in each department, as the ways of working and types of patients vary 

greatly across clinics and departments.  

 

At the clinic in Rekken, most departments have caregivers who have worked in their respective 

department for years, meaning that they have enough experience to identify hazardous situations, given 

the type of patients and their behaviour. Additionally, Trajectum makes use of a flex-pool, which is a 

group of employees that can be allocated to any given department when there is a case of understaffing, 

e.g. due to sickness. These caregivers tend to have little experience at the specific department that they 

are assigned to, but are often familiar with the patients of the department, as patients and caregivers can 

cross-communicate inside of the clinic. 

  

Lastly, the clinic also makes use of independent workers (Dutch: ZZP’ers), which can operate between 

different departments as well as different clinics. These members of staff often have little experience at 

the assigned department and are less familiar with the patients inside of the clinic. Consequently, the 

presence of these independent workers can cause distrust and hostility from patients. This atmosphere 

can lead to an increased chance of incidents occurring. The company only hires these independent 

workers, if there is a clear shortage of workers on a given day.   

 

 

 



13 

 

2.3 Conclusion 

From the observations made and the interviews taken in Rekken, we conclude that we should narrow 

the scope of this research to types of incidents that have a high rate of (1) occurrence, (2) severity, and 

(3) detection. This includes, but is not limited to, aggression incidents of any sort (towards caregivers, 

other patients, or themselves in any way). Other incidents that pass these terms include incidents such 

as sexual assault, auto-mutilation, and suicidal behaviour. Though less common than acts of aggression, 

these incidents will also be included in the research. From now on in this research, the term incident 

will refer to these types of incidents, unless stated otherwise. Incidents such as the refusal to take 

medication are disregarded as the (experience of the) staff has little influence on this, skewing the data.  

 

The experience of the caretakers present at the time of an incident seems to be the most appropriate 

independent variable for this research, as the caretakers believe that this is the best indicator of an 

incident occurring inside of the clinic. However, during the data-mining we also consider other factors, 

such as number of caretakers present, as we aim to find as many correlations in the data as possible. In 

the ideation and construction of the second deliverable, we consider these properties of the staff, 

including the years of experience they have at Trajectum and their employment status. 
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3 Literature review 

This chapter answers the second research question, which is as follows: “In what ways can data-driven 

working help the mentally handicapped-care?” First, we set up a theoretical framework, which consists 

of existing theories and definitions from the literature. Building upon this framework, we conduct a 

literature review to give an overview of different applications of data-driven working that could be 

valuable to organisations in the mentally handicapped-care. The conclusion evaluates the practicality 

of these DDW-techniques when translated to the problem context specific to Trajectum. An overview 

of the databases and articles used in this chapter is given in the Figure 9.3 to Figure 9.9 in the appendix. 

 

3.1 Theoretical framework 

3.1.1 Concepts 

To construct a theoretical framework – a foundation made up of definitions and relations in existing 

research – for this research, it is important to understand how other researchers have conceptualised the 

theories and variables that are relevant to this research, allowing us to make a research design that builds 

upon the existing research. These following sections discuss the most important concepts for this 

research, in relation to the topic of DDW. 

 

3.1.2 Data-driven working 

The first of these concepts is data-driven working itself. As said before, through the initiative G-AAN, 

organisations in the mentally handicapped-care in the Netherlands have decided to look into the 

possibilities that data-driven working could offer to the field. Yet, it is not completely clear to all of 

these organisations what data-driven working entails, and what its applications are inside and outside 

of the field of healthcare. According to Stahl et al. (2023), data has become an increasingly more 

valuable asset to companies, as industries digitalise. Consequently, a data-driven business model 

(DDBM) is an emerging option that aims to put the potential of the company’s data to use, by finding 

trends in the data and making predictions about the future accordingly.  

 

As organisations in the field of healthcare collect increasingly more data e.g. by documenting cases of 

incidents, or health related factors of patients (e.g. heart rate or blood pressure), the institutions are left 

with rapidly and continuously growing sets of data. These types of data sets have proven to be a valuable 

resource to various institutions in the decision-making processes, both inside and outside of the field of 

healthcare (Walker et al., 2022; Mukhopadhyay, 2023.). To base decisions on previously collected data 

is what is generally understood as data-driven working, and companies such as Trajectum are justified 

in expecting data-driven approaches to be of value for decision making, as the unused data that is created 

within companies create new possibilities for insight generation, among other value offerings (Voigt et 

al., 2021).  

 

Though numerous examples can be found of companies who capitalised on the raw data that they 

accumulated over time (e.g. Siegal & Ruoff, 2015), examples of these applications in the mentally 

handicapped-care were scarce. Consequently, the scope of this literature research included – but was 

not limited to – the applications of DDW applications in healthcare in general. Later, we will assess 

how these results (mostly from hospitals) can be translated to the institutions that provide care for people 

with a (light) mental handicap, which in turn answers the second research question. 
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3.1.3 Trend analysis 

One of the aspects of a DDBM is the central use of data and the resulting need for proper use of trend 

management. Birkel & Hartmann (2021) define the following: “Trend management and the associated 

processes, such as trend analysis, do not pursue the goal of predicting trends. Rather, it is about 

diagnosing trends and the resulting activities.”  

 

Within the field of healthcare, there is a big push to digitalise the monitoring of patients (Zhang et al., 

2010), as is done in Trajectum regarding incidents. This is because the data that results from this 

monitoring can be used by the organisations to support their decision making on a managerial level. 

One of the most common uses of large quantities of data, is a trend analysis, which is used to identify 

possible relations between certain factors, such as patient information, and an outcome variable, such 

as the number – or even severity – of incidents inside health institutions (Härkänen et al., 2021). Finding 

these relations is valuable to the management of organisations, as Mahajan et al. (2019) state: “This 

knowledge can allow healthcare leaders to make informed decisions on where to start making changes 

and how to explore the consequences of potential actions” 

 

This method of data-analysis can be of use for the case specific to Trajectum. Approaches like these 

have already shown prominent result in hospitals, but have mostly been executed with data regarding 

the patients’ clinical data (Lucero et al., 2018) or experience of the quality of care (Garay et al., 2015), 

opposed to the data that is available to Trajectum, such as staff utilisation (a notable exception comes 

from Leary et al., 2016). Nevertheless, a trend analysis on the data of the incidents in the clinics of 

Trajectum, considering the staff utilisation, could be the base of a useful model to assess the 

circumstances under which an incident might occur. This would provide valuable information for the 

management of the company, as it can be used as a way of forecasting future incidents. 

 

3.1.4 Predictive data 

Within the context of the case of Trajectum, what is meant with predictive data, is data which makes 

predictions about future developments (e.g. the chance of an incident occurring), based on data on 

previous incidents. This concept is closely related to trend analysis, as Chauhan & Jangade (2016) say 

the following, in their article specifically regarding the use of big data in healthcare organisations: “…, 

Predictive data analytics for big data has potential to take advantages of exploration among healthcare 

data and extract trends which can benefit the future informed decision making”.  

 

Figure 3.1 explains the stages of data 

utilisations, as conceptualised in the Gartner 

Analytics Maturity Model (Davenport & 

Harris, 2007). In this research, we aim to shift 

Trajectum’s use of data from descriptive 

(simply describing how many incidents 

occurred) to predictive (evaluating the chance 

that an incident will occur). One step further 

would be prescriptive data, where a decision is 

automatically made, based on past data. We 

consider this beyond the scope of this research. 

          Figure 3.1; types of data utilisation 
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3.2 Applications 

3.2.1 Staff allocation  

Staff allocation (also referred to as manpower planning) problems have grown to become a well-studied 

field of industrial engineering. These types of problems revolve around finding the optimal allocation 

of staff, based on a stochastic (uncertain) demand (e.g. Campbell, 2011; Zhu & Sherali, 2009). The 

management of Trajectum faces the same problem within their clinics, where there can be a heavy in-

and-out flow of patients (demand), and a scarcity of workers is common. 

 

Numerous institutions have used data-driven approaches to optimise their staff allocation (Walker et 

al., 2022), but for healthcare institutes, and especially in the (mentally) handicapped-care, these models 

are not easily adapted. Resource planning in these care institutions is difficult, as patients live in small 

groups and have a bond with the staff members, meaning that one staff member cannot simply be 

replaced by another to fulfil the same job in the same place, as would be possible in e.g. a car factory 

or possibly even a big hospital (various studies were conducted regarding the staff allocation of 

registered nurses, most notably by Leary et al. (2016) and Zaranko et al. (2023)). In other words, the 

staff inside of the clinics of Trajectum are not as one-sided of a resource as in other fields and 

organisations, which makes it hard to simply construct a demand-based working schedule. There are 

also ethical objections to letting the IT department (and later possibly AI) make decisions on staff 

allocation, overtaking this responsibility from the management. 

 

Because of these reasons, a suitable application of DDW for Trajectum would not be aimed at making 

recommendations to the management directly (prescriptive data), regarding where to allocate staff. But 

rather, we will look into the possibility of making predictions of the chance of incidents occurring 

(predictive data), based on trends in the data. Providing this information, allows the management of 

Trajectum to make more informed decisions; working data-driven while keeping the human touch. For 

institutions that have members of staff whose labour is interchangeable, it might be worth looking into 

more direct, demand-based models of staff allocation. 

 

3.2.2 Risk 

One field that came up in the literature is that of risk prediction-models. These models, which have been 

applied to hospital settings, aim to assess a prediction of an undesirable event (such as an incident in a 

clinic or a medical failure), based on a trend analysis within the available data. Prominent examples of 

this type of model include the efforts of Yu et al. (2018), who aim to assess an indication of the risk of 

medical failure. One of the models posed in this article was used to assess the relevance of incidents in 

this research (see Section 2.1) 

 

In another research performed by Lucero et al. (2019), various methods are proposed to assess the risk 

of falling incidents in hospitals occurring, based on collected clinical data of patients. Beside the 

relations found between the patients’ health-related factors and falling incidents, a significant relation 

was also found between the incidents and the mix of nurses present, as well as the ratio of registered 

nurses (similar to the research of Zaranko et al., 2022). Finding a similar relationship in the data of 

Trajectum would hugely help shape the deliverables. Based on this relation, predictions of higher risks 

of an incident could be made based on the scheduled staff. If an increased chance of an incident can be 

identified by the management in this manner, they could make better informed decisions regarding the 

staff utilisation on any given day.  
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3.2.3 Neural networks 

Though it is outside the scope of this particular research, due to limited data and time constraints, it 

should be noted that there is a big movement within academics towards the application of artificial 

intelligence and neural networks to assess risks in healthcare institutions. The field of healthcare 

produces enormous volumes of data every day, more than other fields such as manufacturing, finance, 

or media (Balaji & Prasathkumar, 2020). The sheer volume of these so-called big data makes them 

subject to machine learning techniques and AI-related approaches to find trends in the data. The 

practicality of these methods is demonstrated by Al Nammari (2020) and Nirmalajyothi (2023), among 

others. The former looks into the applications of machine learning and AI to improve the safety of 

patients, while the latter discusses the application of these same methods to construct a risk assessment 

tool for patients that suffer from chronic diseases. 

 

As the volume of the data of Trajectum is too small to train a proper neural network, and due to a time 

constraint, we do not expect to be neural networks in the deliverables. The prominence of these 

techniques, especially in healthcare, should be stated regardless, as a recommendation to Trajectum  and 

other organisations for future data-driven projects.  

 

3.3 Conclusion 

From this literature review multiple useful approaches resulted for the problems that Trajectum faces. 

Through identifying the limitations of the posed models and keeping into account the time constraints 

and limitations of this research, the most prominent application of data-driven working in the context 

of the company’s current problems, is in the form of a risk-prediction tool. This tool would assess the 

risk of an incident occurring, given any composition of staff members. This calculated risk is based on 

the experience of the staff compositions that were present at the incidents. The tool would not propose 

a different mix of staff members, such as a typical staff allocation model might do, but would rather 

inform the management of the company of an increased risk of incidents occurring, assisting them in 

making better informed decisions.   

 

To what extent the construction of this described tool is realistic, as well as the practicality of the tool, 

depends on the trend analysis, which would stand at the centre of the research. If no significant relations 

are found between the allocation of staff and the number of incidents, the tool is of minimal value. 

However, it could – in combination with the recommendations that make up the other deliverable of 

this research – be a stepping stone for the company to give an impression of the possibilities that data-

driven working techniques bring, and later possible applications rooted in machine learning and 

artificial intelligence. 

 

The available literature on all of these previously mentioned techniques were limited to regular 

hospitals, rather than clinics in the mentally handicapped-care, such as Trajectum. Having to make a 

start in the academic literature for this branch is both exciting and limiting. The information that can be 

taken from previous works is limited and the generalizability of previous works is not fully known, 

which is at the expense of the validity and reliability of this research. On the other hand, the novelty of 

the research objectives makes the research more impactful in the academic landscape and can be of 

great use to healthcare as a whole, if performed right. The next chapter uses parts of this literature 

review to ideate the models needed to construct the tool that forms the second deliverable. 
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4 Model ideation 

This chapter answers the third research question: In what ways can data-driven working prevent 

incidents? We answer this question by first proposing two models that visualise and conceptualise the 

possible causes of the incidents that we research at Trajectum. Further, we evaluate the literature to 

explain how data mining techniques can help us verify meaningful relations in the data, including 

examples based on the data provided by Trajectum. We conclude with an elaboration on how these 

supplied data in combination with the models, can be used to prevent incidents.  

 

4.1 Theoretical model 

4.1.1 Models 

By visualising the variables and the relations between them in a model, the problem becomes more 

approachable and easier to understand. According to the definitions of Cooper & Schindler (2014), the 

models shown in Figures 4.1 and 4.2 were constructed. A more detailed explanation of the workings of 

each type of variable can be found in Figure 9.10 in the appendix. These models visualise how the staff-

mix and other variables can influence the number of incidents inside of the clinics of Trajectum, and 

are based on interviews held with the staff members (Section 2.2.3). The models are slightly different 

and in the next chapter we statistically analyse both to evaluate which model most closely resembles 

reality.  

 

Figure 4.1; First theoretical model           Figure 4.2; Second theoretical model   

 

4.1.2 Similarities       

In both models, we believe that the experience of the staff members is an independent variable, which 

has a significant (negative) relation with the dependent variable (the number of incidents). According 

to the findings of the first research question, workers with more experience can recognise hazardous 

situations faster and take preventive measures more effectively than workers with relatively little 

experience working at Trajectum. Similarly, workers that are permanently hired by Trajectum are 

regarded as more desirable to plan in than self-employed forces (Dutch: ZZP’ers), as they also tend to 

be more efficient at recognise hazardous situations, due to their experience at one specific location, 

whereas self-employed workers often go from clinic to clinic. We assume that the ratio of permanently-

employed workers (permanently-employed workers planned at a shift ÷ all workers planned at a shift) 

is also an independent variable, which has a significant (negative) relation with the dependent variable. 
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In both models we assume that the atmosphere in a clinic has an effect on the strength of the relation 

between this independent and the dependent variable. If this atmosphere is hostile, e.g. due to a series 

of recent incidents, patients tend to get scared and/or more aggressive themselves, meaning that the 

experience of the workers at preventing and de-escalate hazardous situations is even more important. 

In this case, the effects of previous incidents inside the clinic are passed through the atmosphere variable 

to change the relation between the independent variable and the dependent variable. We expect that the 

(negative) relation between the independent and dependent variable becomes stronger in cases where 

there were recent incidents. 

 

4.1.3 Differences 

In the first model we assume that the level of unpredictable behaviour from the patients can be estimated 

based on the past frequency of incidents of the location, as a location with a past high frequency of 

incidents tends to house patients that are more likely to show unpredictable behaviour. We assume this 

unpredictable behaviour to be an attribute of locations with a high past frequency of incidents, meaning 

that future unpredictable behaviour will stay more common here than at other locations. However, in 

the second model we take a different approach by assuming that the level of unpredictable behaviour 

from the patients is not identifiable by location. This would mean unpredictable behaviour could occur 

which is virtually impossible to avoid, despite the experience of the workers present. This level of 

unpredictable behaviour has an impact on the dependent variable, but determining or predicting it is 

outside of our control, meaning that it is disregarded in the model.  

 

This means that in the first model, the past frequency of incidents at the clinic is considered an 

independent variable that is expected to have a positive relation with the dependent variable. In the 

second model, we assume that this frequency is a moderating variable that impacts the relation between 

the insight on hazardous situations and the number of incidents. We expect that in clinics with a higher 

past frequency of incidents, the relation between the dependent and independent variable is stronger, as 

the patients show more unpredictable behaviour, meaning that good insight in hazardous situations can 

be more of use compared to low-security locations. This means that in the second model, the frequency 

of incidents of the location is expected to have a positive relation with the strength of the relation 

between the independent and dependent variable. 

 

4.2 Data mining 

4.2.1 Methods 

Especially in healthcare organisations, which often produce continuously and rapidly growing datasets, 

data mining techniques can be used to find significant relations in these big datasets (Zhang, 2010). In 

our case, these techniques can be used to verify the relations posed in the models. According to Wissen 

(2005), data mining entails a set of techniques that aim to find patterns in a set of data, in order to 

explain the data and make predictions from it. One of these methods is in the form of a linear model, 

which aims to make a prediction of the output variable (number of incidents) based on the set value of 

the input values (experience of staff, past frequency of incidents, and ratio of permanent workers).  

 

When all input and output variables can be described in a numeric manner, multiple linear regression 

can be considered to statistically prove the presence of the relations in the data of the incidents. Here 

the output variable (𝑦) is described as the result of the input variables (x1, x2, …) times their respective 

weight (𝛽1, 𝛽2,…) and a random error (𝜀). Such that, 𝑦 = 𝛽0 + x1 𝛽1 + x2𝛽2 + ⋯ + 𝜀. Using this 

technique, we can find the value of the weights (𝛽1, 𝛽2,…) that represent the strength of  the real-world 

relations between all independent variables and the dependent variable.  
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If either model resembles reality, the estimate for the variables that measure the experience and the ratio 

of permanent workers should be negative and statistically significant. If the first model resembles 

reality, the estimate of the variable that measures the past frequency of incidents should be positive. If 

this second model resembles reality, the relation between the other independent variables and the 

dependent variable should be stronger among locations with a higher past frequency of incidents.  

 

Once these posed relations are verified, we can use the results of the regressions to form a predictive 

model. If the proven relations remain unchanged in the future, we can predict the (average) number of 

incidents in a shift, based on the variables that posed a statistically significant relation with the 

dependent variable. Calculating this expected number of incidents in a shift would follow the same 

formula as the regression: 𝑦 = 𝛽0 + x1 𝛽1 + x2𝛽2 + ⋯. Here, the dependent variable 𝑦, which 

represents the number of incidents in the shift is unknown and calculated based on the estimates 

calculated with the regression (𝛽0, 𝛽1, …) in combination with the values that the independent variables 

(x1, x2, …) take on for that particular shift.  

 

If this value is higher than usual in that clinic, we can speak of an increased chance of an incident 

occurring. By identifying shifts with an increased risk of incidents, the management can make better 

informed decisions on their staff allocation. This data-driven form of risk management can function as 

a stepping stone for Trajectum and other companies in the healthcare sector alike to explore how their 

data can assist them in their business processes.  

 

4.2.2 Limitations 

A statistical analysis, based on linear regressions, can find meaningful relations between two or more 

variables in the data provided by Trajectum, as we demonstrate in the next chapter, where we use linear 

regression to verify the possible relations that were ideated in this chapter. However, there are 

limitations to this method’s ability to find meaningful relations. This is mostly due to the fact that a 

linear regression is only able to accurately identify linear relations between variables. Using the data 

provided by Trajectum, we demonstrate this in a simple example.  

 

One of the most straightforward possible indicators of the chance of an incident is the time of day, 

where workers of Trajectum have experienced that incidents often happen later in the day, as patients’ 

frustration accumulates over the day. This sentiment might very well be true, but due to the cyclical 

nature of the time of day no signature relation between the time of day and the frequency of incidents 

can be found using only a linear regression. Figure 9.11 in the appendix shows that there is indeed a 

pattern in the time of (aggression) incidents that could not be found through a regression, as the relation 

is not perfectly linear. Meaning that if one of these ideated variables is not shown to have a significant 

relation with the dependent variable, we should consider that a non-linear relation might still be present. 

 

4.3 Conclusion 

The research question of this chapter is answered by the ideation of a mathematical model that aims to 

describe the situation of Trajectum. The most appropriate way for Trajectum to utilise their data is by 

using it to predict the risk of incidents occurring in their clinics. This is done by applying data mining 

techniques on the data regarding the past incidents, combined with the work rosters, to find meaningful 

relations between the number of incidents and variables that might influence this number. Possible 

relations are ideated and visualised in the proposed models in Figures 4.1 and 4.2. In the next chapter, 

we will attempt to verify statistically significant relations, which we will utilise in the creation of the 

prediction model. This model gives the company predictive insight and can assist decision making. 
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5 Prediction tool 

This chapter aims to answer the final research question: “How can we predict incidents at Trajectum?” 

This is done by first demonstrating how we manipulated the datasets for this research. Further, data 

mining techniques are performed, in the form of a regression, following the findings of the third research 

question. Based on the statistically significant relations found, we propose a model that is able to predict 

incidents inside of the clinics.  

 

5.1 Data manipulation 

Figure 9.12 in Appendix 9.5 shows a relational model of the structure of the database, as it was supplied 

by Trajectum. By discarding the irrelevant variables from the data tables and including new useful 

variables that are calculated from the initial data, we are left with a database that is more useful for our 

research. The relational model of this database can be found in Figure 9.13 in the appendix. The new 

variables are Experience and Shift.  

 

The Shift variable is added to the data table that holds the information regarding the incidents that have 

occurred inside of the clinics (Incidents), and the data table that holds all shifts worked at Trajectum 

(Roster). In the table “Roster”, the variable divides the shifts in three different categories by assigning 

each entry a number between 1 and 3, with the value 1 being the morning-shift (starting between 06:15 

and 14:00), value 2 being the evening-shift (starting between 14:00 and 20:00), and value 3 being the 

night-shift (starting between 20:00 and 06:15). Similarly, in the table “Incidents”, each incident is 

assigned a shift, based on the time of the incident. By specifying this variable in both data tables, it 

becomes easy to identify which workers were present at the time of an incident, as the variables Date, 

Location, and Shift together uniquely identify a specific moment and place. 

 

The Experience variable is added to the data table that holds the information of every employee of 

Trajectum (Workers), and reports the years of experience that any given worker has at the company by 

subtracting the current date from the hiring date. This variable is also referred to in the data table that 

holds all shifts worked at Trajectum (Roster). For each shift, the experience is linked to the employee 

that works that specific shift. Through this variable, we can calculate the average years of experience 

of all workers present during any given shift. The average number of incidents during a shift is expected 

to be higher if the average experience of the present workers is relatively low. 

 

5.2 Statistical analysis 

5.2.1 Data 

To perform data mining techniques on the restructured data, we create one table that contains all relevant 

variables. We did this by (left-)joining the Roster data table and the Incidents data table, such that for 

each shift (unique date, location, and shift) the average years of experience of the present staff members 

and the number of incidents in that shift are specified. Additionally, based on the information in this 

table, we add the variables that describe the average number of incidents per shift for each specific 

location, the permanent worker ratio, and the time since the last incident at the location. A more detailed 

representation of the data table can be found in Figure 9.14 in the appendix. This dataset is used to 

perform the regressions for both models proposed in the previous chapter. In these regressions, the 

relations posed in the models are verified by statistically analysing the relation. The model that 

resembles reality best, based on the findings of the regression, will be used to build a prediction model. 
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5.2.2 Independent variables 

The first regression performed is a multiple linear regression in the form: 

𝑦𝑖 = 𝛽0 + x1,𝑖 𝛽1 + x2,𝑖𝛽2 + x3,𝑖 𝛽3 + 𝜀𝑖.  

Where:  

𝑦𝑖 represents the number of incidents during shift 𝑖,  

𝛽0 represents the intersection of the regression (expected number of incidents if all IVs were to be 0),  

x1,𝑖 represents the average years of experience of the staff members present at shift 𝑖,  

𝛽1 represents the coefficient that determines the strength of the relation between 𝑦𝑖 and x1,𝑖,  

x2,𝑖 represents the ratio of permanent workers of shift 𝑖,  

𝛽2 represents the coefficient that determines the strength of the relation between 𝑦𝑖 and x2,𝑖,  

x3,𝑖 represents the security level of the location of shift 𝑖,  

𝛽3 represents the coefficient that determines the strength of the relation between 𝑦𝑖 and x3,𝑖,  

and finally 𝜀𝑖 represents the random error of the regression for each shift 𝑖.  

 

By minimising ∑ 𝜀𝑖, we find the values for 𝛽0, 𝛽1, 𝛽2 and 𝛽3. We expect the coefficient 𝛽0 to be a 

positive number, indicating a positive number of incidents if the other coefficients take on the value 0 

(as a negative number of incidents would realistically be impossible). For the coefficient 𝛽1we expect 

a negative number, indicating that there is a negative relation between the experience of the staff 

members and the number of incidents. For the coefficient 𝛽2 we expect a negative number, indicating 

that there is a negative relation between the share of permanent workers at the shift and the number of 

incidents. Finally, for the coefficient 𝛽3 we expect a positive number, indicating that there is a positive 

relation between the security level of the location and the number of incidents. The significance of these 

relations is determined by the p-value, which should ideally be lower than 0.01.  

 

Figure 5.1 demonstrates the results of this regression. 

The estimate for the variable “Worker ratio” is 

different from what we expected and not statistically 

significant, meaning we will disregard it in the model. 

Both the experience of the workers and the frequency 

of incidents of the location seem to have a statistically 

significant relation with the dependent variable. The 

former of these variables can be used in the model to 

predict the chance of future incidents occurring. 

However, in this regression, the inclusion of the 

variable that measures the frequency of incidents of 

the specific location (“Average number of 

incidents”), causes some complications.  

         Figure 5.1; results first regression IVs 

 

Though this variable is a good predictor of the chance of an incident occurring between locations, its 

inclusion in the regression complicates the verification of the impact of other independent variables on 

the dependent variable within locations. As the variable is a good predictor of incidents, we will use it 

in the prediction model. However, the conclusion that future incidents are more likely to occur in clinics 

with a higher past frequency of incidents does not serve us any new information. Therefore, this variable 

will be disregarded in future regression (unless mentioned otherwise), such that we can analyse the 

effect of the individual variables within the clinics. 
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We perform the regression again, this time only 

including the relevant independent variable, to 

evaluate its isolated effects. The results of this 

regression can be seen in Figure 5.2. In this 

regression table, we see that the estimate of the 

variable is negative (as expected) and 

statistically significant. Meaning that we can 

assume that the experience of the present staff 

members has a real-life impact on the number 

of incidents inside of the clinics. Concludingly, 

the experience of the workers will be used as an 

independent variable in the prediction model. 

                 Figure 5.2; results second regression IVs 

 

5.2.3 Moderating variable 

As we have previously disregarded the frequency of incidents as an independent variable – as it was 

posed in the first model – due to complications in the regression as the result of the inclusion of this 

variable, we now research the possible relation proposed in the second model. In this model we propose 

that the variable has an impact on the relation between the other independent variables and dependent 

variable, making it a moderating variable. As we have discarded the variable that describes the share of 

permanent workers due to no statistically significant relations being found in the first regression, we 

aim to verify whether the frequency of incidents has an impact on relation between the average 

experience of the present workers and the number of incidents.  

 

We do this by evaluating the relation of these variables for five different datasets that include different 

locations selected based on the frequency of incidents inside of these clinics. We divide the initial 

dataset into these five smaller datasets such that they all have approximately the same amount of 

observation. In the regression that follows, if the second model resembles reality, we expect to see that 

for all datasets the estimate of the variable “Average Experience” is a statistically significant negative 

number, which decreases (becomes more negative) as the frequency of incidents of each dataset 

increases. This would represent a larger impact of the experience of workers on the number of incidents 

in clinics where more incidents occur, the reasoning behind this relation is elaborated on in Section 

4.1.3. 

     

Figure 5.3; Results regression MV 
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Figure 5.3 shows that the strength of the relation between the experience of the workers (IV) and the 

number of incidents (DV) is indeed dependent on the frequency of incidents, in the manner that we 

predicted. The constant logically increases as the frequency of incidents increases, as this constant 

represents the average number of incidents of each shift. The estimate of the variable “Average 

experience” is negative and statistically significant for each dataset. Additionally, the estimate decreases 

as the frequency of incidents of the dataset increases, indicating a stronger relation with the dependent 

variable, as the frequency of incidents in the clinics increases. 

 

5.2.4 Confounding variable 

Finally, we evaluate the effects of the confounding variable of the proposed models, which is the 

variable which measures the hostility of the atmosphere in the clinic, based on if there was a recent 

aggression incident. According to both proposed models, a recent incident in a clinic could result in a 

hostile atmosphere in the same clinic. In this hostile environment, experienced workers would be 

especially valuable for identifying and deescalating hazardous situations (see Section 4.1.3). 

Consequently, we expect that the relation between the independent and dependent variable becomes 

stronger (more negative) as the latest incident occurred more recently. 

 

The presence of this possible relation is verified in a manner similar to the moderating variable of the 

previous section. Each shift is assigned a number ranging from 0 to 6, indicating how long ago the last 

aggression incident at that specific location occurred, where a value of 0 indicates that the last incident 

was longer than a week ago, and the value of 6 indicates that an incident occurred the day prior at that 

location. The data is split up into different datasets, based on the value of this variable, and a separate 

regression is performed, to verify the relation between the independent and dependent variable at every 

level of hostility. The results can be found in Figure 5.4. 

 

 
Figure 5.4; Results first regression CFV 

 

This result supports the previously posed hypothesis, which states that the strength of the relation 

between the independent and dependent variable is dependent on the variable “Recent incident”. As 

speculated, this strength increases as the last incident becomes more recent. However, we observe that 

the constant, which represents the expected number of incidents per shift, increases as past incidents 

become more recent. This was to be expected, as it is more likely that there was a recent incident at a 

location where incidents are frequent than at a location where virtually no incidents occur. It begs the 

question whether the change of strength of the relation between the independent and dependent variable 

is actually caused by a recent incident occurring, or if the effects of the variable that represents the 

frequency of incidents might mediate through the “Recent incident” variable, causing this result. To 

study the isolated effect of this variable, we perform another regression, including both the variable 

“Recent incident” and “Frequency of incident”. The results are found in Figure 5.5. 
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Figure 5.5; Results second regression CFV  

 

The results show that the isolated effect of the “Recent incident” variable is limited. We observe a slight 

downward trend in the value of the estimates for the independent variable, but the results are less 

striking as well as less statistically significant. It seems that most of the predicting power of the variable 

“Recent incident” was characterised by its correlation with the variable that describes the frequency of 

incidents between the clinics. The correlation between all potential independent variables is depicted in 

the correlation matrix in Figure 9.15 in the appendix. This matrix also confirms that there is a significant 

correlation between these two variables which could explain the results of these regressions. 

 

One should wonder whether the “Recent incident” variable might be a good predictor of the dependent 

variable itself. We perform another regression, including this variable among the other independent 

variables to evaluate whether it is more appropriate to treat the “Recent incident” variable as an 

independent variable or a confounding variable, in the construction of the prediction tool. Note that we 

include the variable which measures the frequency of incidents at the location and shift, as otherwise it 

is possible that the effects of this variable get transmitted through the “Recent incident” variable, giving 

a skewed view of the effects of the “Recent incident” variable on the dependent variable. Including both 

variables in the regression ensures that we can observe the isolated effect of the “Recent incident” 

variable.        

 

The results of this regression, displayed in 

Figure 5.6, show that the estimate of the 

variable is positive (as expected) and 

statistically significant, meaning that there is 

a meaningful relation between this variable 

and the dependent variable. Consequently, in 

the construction of the predicting tool, we 

now treat the variable “Recent incident” as 

an independent variable, meaning 

manipulating it has a direct impact on the 

expected number of incidents. As a final 

step, we inspect whether the relation between 

this variable and the independent variable 

might be influenced by the moderating 

variable “frequency of incidents”. 

       Figure 5.6; Results first regression CFV as IV 
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The presence of this relation is verified by dividing the dataset into multiple datasets, in the same 

manner as for the independent variable “Average experience” in the previous section. These smaller 

datasets hold the shifts of different locations based on the level of frequency of incidents. We observe 

the estimates of the variable “Recent incident” and look for trends between the different levels of 

frequency of incidents. The results of this final regression are given in Figure 5.7. 

 

 
Figure 5.7; Results second regression CFV as IV 

 

From this final result, we can see that there is a positive relation between the frequency of incidents 

inside of the location and the strength of the relation between the independent variable “Recent incident” 

and the number of incidents, which serves as the dependent variable. This means that in clinics where 

incidents happen more frequently, the occurrence of a past incident is expected to have a higher chance 

of causing future incidents than in a clinic where incidents are relatively less frequent. 

 

5.2.5 Predicting model 

Concluding the statistical analysis, we have analysed every variable discussed in the proposed models 

and we have evaluated their position in relation to the dependent variable. Neither of the proposed 

models perfectly resemble reality, according to the regressions. However, the models served as a 

benchmark which helped the research by giving direction to the regressions. The conclusions made 

based on these regressions helped us form the model visualised in Figure 5.8. 

 

In this model, both the experience of the 

present workers and the days since the last 

incident are expected to have a direct relation 

with the number of incidents that happen 

during a shift. The strength of both of these 

relations is dependent on the past frequency 

of the location, increasing the strength of the 

relations as this frequency increases (in the 

case of the “Average experience” variable, 

the relation becomes more negative. in the 

case of the “Recent incident” variable, the 

relation becomes more positive). 

       Figure 5.8; Final theoretical model 
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5.3 Prediction method 

5.3.1 Relations 

Following the model proposed in Figure 5.8, we can assign a value to the expected number of incidents 

at any given shift, when we know the exact values of the other variables and the strength of the relations 

between them. This “fitted” value represents the increased or decreased chance of an incident occurring 

during the shift, depending on whether the value is above or below the average expected number of 

incidents at that specific location. In this section, we calculate the strengths of the relations of the 

proposed model and give the formula that provides the fitted value. We calculate the fitted value on 

past data and compare it to the actual number of incidents, to evaluate the practicality of the tool. Finally, 

we demonstrate the workings of the tool on future shifts, as to demonstrate how the company could 

identify especially hazardous situations. 

 

The strength of the relation between both independent variables and the dependent variable is dependent 

on the frequency of incidents of the location. This means that to calculate a fitted value, which predicts 

the relative chance of an incident occurring, we first need to establish the average frequency of incidents 

at the location for which we are calculating this value. This is done using the data on past incidents. 

Further, we calculate the strength of the relation between the “Average experience” variable and the 

dependent variable and the strength of the “Recent incident” variable and the dependent variable. The 

fitted value can be calculated using the previously calculated coefficients (which represent the strength 

of the relations), in combination with the values that the variables take on, which are extracted from the 

future schedule data (in the case of the “Average experience” variable) and the past incident data (in 

the case of the “Recent incident” variable). This process is visualised in Figure 5.9. 

 

 
Figure 5.9; Process model prediction tool 

 

5.3.2 Coefficients  

First, we performed simple linear regressions for every individual location, measuring the relation 

between both independent variables against the dependent variable. Using the coefficients that resulted 

from these regressions and the respective frequency of incidents at each location, we performed another 

regression to establish how the value of the coefficient changes as the frequency of incidents is 

manipulated. Figures 5.10 and 5.11 show the change in coefficient for the variables “Average 

experience” and “Recent incident”, respectively. The regression tables in Figure 9.16 and 9.17 in the 

appendix show that the estimate of the regression constant is not statistically significant, meaning we 

can assume that this constant is in reality zero.  
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Additionally, the coefficient for the strength of the relation between the “Average experience” and the 

dependent variable, measuring the dependency of the relation’s strength on the frequency of incidents 

at the location, is -0.045. This means that if a location were to have an average of 0.1 incidents per shift, 

the value in the prediction model for the estimate of the coefficient of the relation between this 

independent variable and the dependent variable would be −0.045 ∗ 0.1 = −0.0045, meaning that with 

every (mean) year of experience the expected number of incidents during that shift decreases with 

0.0045. The same type of coefficient for the strength between the “Recent incident” variable and the 

dependent variable is 0.085, meaning that in the same clinic with an average frequency of 0.1 incident 

per shift, the coefficient measuring the strength between this independent variable and the dependent 

variable takes on the value of 0.085 ∗ 0.1 = 0.0085. This means that if an incident occurs in this clinic 

after a week of no aggression incidents (“Recent incident” variable goes from 0 to 6) the expected 

number of incidents during a shift the next day increases with 0.0085 ∗ 6 = 0.051. 

 Figure 5.10; coefficients “Average experience”            Figure 5.11; coefficients “Recent incident” 

 

5.3.3 Prediction formula 

Following these regressions, the prediction formula is constructed and defined as follows: 

 

𝐸[# 𝑜𝑓 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡𝑠] = 𝐹𝑂𝐼 + x1 ∗ (𝐹𝑂𝐼 ∗ −0.045) + x2 ∗ (𝐹𝑂𝐼 ∗ 0.085) 

Where: 

E[# of incidents]: Expected Number of incidents during the shift, 

FOI: Frequency of incidents of the location and shift, 

x1: Value of the variable “Average experience” (mean years of staff present during the shift), 

x2: Value of the variable “Recent incident” (ranging from 0-6 in increasingly recent order). 

 

The outcome of this formula is heavily dependent on the past frequency of incidents (FOI) of the 

locations, meaning that this value is a good prediction of the risk of an incident considering the scope 

of the whole of Trajectum. However, this value is not a good predictor of the relative risk within 

locations, caused by suboptimal staff allocation. By dividing the outcome of the formula with the FOI 

of the type of shift at the specific clinic, we obtain the relative chance of an incident occurring during 

the shift, we call this the relative risk factor, or RRF.    

 

𝑅𝑅𝐹 =
𝐸[# 𝑜𝑓 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡𝑠]

𝐹𝑂𝐼
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Based on the RRF, we assign a categorical value to each shift, which describes the risk of an incident 

occurring during the shift in nominal terms. The terms are: Very Row Risk, Low Risk, Normal Risk, 

Increased Risk, and High Risk. An example of an output is given in Figure 5.12.  

 

 
Figure 5.12; Output tool 

5.3.4 Evaluation 

The evaluation of this tool is best done using data regarding incidents and the work roster that has not 

been used to train the model. By verifying the relation between the expected number of incidents (output 

first formula) and the realised number of incidents, using a regression, a strong relation should be found. 

The same should be true for a simple linear regression between the RRF (output second formula) and 

the realised number of incidents. To test the model, we use data from 2024-05-29 to 2024-07-11, which 

was not included in the training set (2022-01-01 to 2024-05-28). 

 

The results of the regressions between the expected number of incidents and the realised number of 

variables is given in Figure 5.13, and similarly for the risk indicator RRF in Figure 5.14. Both estimates 

are of remarkable statistical significance with the estimate of the regression for the expected number of 

incidents and the estimate of the regression for the RRF posing t-values of 28.6 and 15.0 respectively. 

This result indicates that both outputs of the tool would be good predictors of risk of an incident.  

       Figure 5.13; Evaluation E[# of incidents]               Figure 5.14; Evaluation RRF 
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5.4 Conclusion 

The results of the research performed in this chapter shows how we can predict incidents inside of the 

clinics of Trajectum, based on the independent variables ideated in the previous chapter. According to 

a statistical analysis, the variables that measure the average experience of the workers present during a 

shift (“Average experience”) and the variable that represents the time since the last incident at the 

location (“Recent incident”) both proved to have a significant relation with the number of incidents 

during the shift (DV), making them independent variables. Additionally, the statistical analysis revealed 

the relation between the variable that measures the average frequency of incidents inside of the location 

(“Frequency of incidents”) and the strength of the relations between the aforementioned independent 

variables and the dependent variable, making it a moderating variable (see Figure 5.10 and 5.11).  

 

Using this knowledge, we construct a model that calculates the expected number of incidents at any 

given shift, given the value of these variables. The output of the model is effective at predicting an 

increased chance of an incident occurring, mostly measuring the differences in risk between locations. 

Additionally, the relative risk factor (RRF) is calculated, which removes the location-based bias and 

provides the company with an assessment of the risk of an incident occurring relative to the usual 

frequency of incidents at the location. This output is effective at predicting an increased risk of incidents 

within different locations. 
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6 Implementation plan 

This chapter concludes the research by answering the main research objective: “How can we implement 

a data-driven way of working in companies in the (mentally) handicapped-care to prevent future 

incidents?” This is done by elaborating on how Trajectum and the other organisations of the initiative 

G-AAN should implement the deliverables of this research into their organisations. This is first done 

for the deliverable that resulted from the first two research questions. This deliverable is an assessment 

of how organisations such in the mentally handicapped-care can benefit from data-driven working. 

These conclusions regard all organisations of G-AAN. Additionally, we share the implementation plan 

specific to Trajectum, where we discuss how the company can properly utilise the prediction tool, the 

deliverable that resulted from the research performed for the last two research questions.  

 

6.1 First deliverable  

The assessments in the Chapter 3, which make up the first deliverable, provide companies in the 

mentally handicapped-care with an introduction to the broad applications of data-driven working, as 

well as the limitations that are specific to this sector. Making this deliverable of use to both Trajectum 

as well as to the other companies that make up the initiative G-AAN. 

 

For Trajectum specifically, this deliverable is the foundation of the prediction tool that serves as the 

second deliverable of this research. Whereas other companies can implement the results of this research 

into their company by assessing which of the posed applications and limitations of DDW applies to 

their own organisations. To these companies, this deliverable is most useful as an example of how data-

science can help their own organisation through risk prediction models, which uses relatively simple 

data-mining techniques. Depending on the organisation, different risks might need to be assessed and 

reduced, where different limitations, independent variables, and different types of incidents might 

apply. This deliverable might serve as a blueprint for how these models can be ideated. Additionally, 

for some organisations the limitations specific to Trajectum, regarding the interchangeability of 

employees across clinics, may be less relevant. They could conclude from the research that it would be 

valuable for them to look into more direct forms of data-driven staff allocation systems. 

 

It is crucial that the people that make up these companies gain trust in the potential of data-driven 

working. Companies in the sector of healthcare, and especially the (mentally) handicapped-care, tend 

to be hesitant at implementing new technologies into their decision making. A sentiment that limits the 

speed of the implementation of new technologies. This research demonstrates that data can support 

business processes, while retaining the human touch needed in a sector where these processes are as 

personal as at Trajectum. As a result, this research could be a gateway for Trajectum, and other 

companies alike, to experience the functionality of data-driven working and its further applications. 

 

6.2 Second deliverable 

To fully benefit from this research, some steps have to be taken at Trajectum to make optimal use of 

the tool. First, the roster maker of Trajectum has to be informed about the workings of the tool, such 

that when an increased risk of an aggression incident is detected, the management can be alerted and 

can take a look at the factors that result in the increased risk (low experience of staff and/or hostile 

atmosphere in clinic). The responsibility of acting on a possible increased risk lies completely with the 

management of Trajectum, as the tool is meant to merely assist the management to make decisions 

based on the data. Consequently, the impact that data-driven decision making can have on the company 

is hugely dependent on the management’s trust in data-driven working. 
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The tool needs to be regularly updated, as the value of the variable “Recent incident” for a shift can 

hugely differ depending on the day the shift is evaluated. If an aggression incident occurs in a clinic 

where no such incident had occurred in the previous week, the variable “Recent incident” on the day of 

the incident will be of the value 0, while the next day this value changes to 6. This change hugely 

influences the expected number of incidents and the predicted relative risk factor of the shift.  

 

For shifts that are at least a week in the future, the “Recent incident” variable always takes on the value 

0, with the estimates becoming more accurate as shifts move closer to the present. Consequently, the 

estimations of the risk of incidents for shifts in the future is structurally underestimated, as these 

estimates do not accurately reflect the effects of the “Recent incident” variable, sometimes 

underrepresenting the eventual value of the variable, but never overrepresenting it. The resulting 

underestimation is visualised in Figure 6.1, where the data of incidents stops at 2024-05-28. Note that, 

similarly to Figure 5.12 and Figure 6.2, the variable “Location_SKey” refers to the clinics of Trajectum. 

Due to privacy reasons, the names of these clinics are not shown. Though, in the UI that the company 

receives the names of these clinics may be shown alongside the “Location_SKey” variable.  

 

Figure 6.1; Structural underestimation of RRF as incident data stops at 2024-05-28 

 

It would be a possibility to run the tool every day, as runtime is around 10 minutes when using 2 years 

of data. However, the easiest way to update the tool regularly is to integrate it into the IT-infrastructure 

of Trajectum, relating it to the database that holds the data of the roster and incidents. To do this, efforts 

of the IT-department are necessary, as they understand this infrastructure best. After integrating the tool 

into the IT-infrastructure of Trajectum, the management of Trajectum can be presented with an 

understandable user interface to make the decision-making process more approachable.  

 

This UI can be displayed in Excel, where approaching shifts are represented in rows and highlighted 

when an increased hazard is predicted. Besides the shift information (date, location, etc.) and prediction 

(RRF, risk-meter), the row should also include the independent variables, such that the user can identify 

the reasoning behind the increased hazard. A UI of this kind could look like the UI in Figure 6.2. 
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Figure 6.2; User interface in Excel 

 

It should be noted that the highlighted results represent the risk of an incident occurring relative to the 

average frequency of incidents in the same clinic during the same type of shift (morning, evening, or 

night). This means that the value “High Risk” does not necessarily indicate an abnormally high chance 

of an incident occurring during that shift, but rather a situation with exceptionally high risk of an 

incident for that clinic. Management should decide to act when they deem the combination of the 

expected number of incidents (measures risk between clinics and shifts) and the RRF (measures risk 

among clinics and shifts) too high.  

 

Trajectum should evaluate the performance of the tool by verifying the relation between the predicted 

risk factors and the realised number of incidents within the clinics. The formula that is used to predict 

the expected number of incidents uses values calculated using the last 2 years of data. We do not expect 

these values to change significantly over time. However, as new incidents are reported, it is possible for 

the strength of any relation between variables to (slowly) change. To make this tool future proof, these 

variables should be recalculated from time to time, as different underlying factors might influence the 

strength of the independent variables on the dependent variable. As these values are based on large 

sums of data, they do not have to be evaluated constantly, once every quartile will presumably be 

enough to keep the tool accurate to its environment. 

 

To conclude, what is needed for Trajectum to take full benefit from this research is (1) an 

understandable UI of the tool, which is integrated into the IT-infrastructure and can be used by the 

management of Trajectum. (2) Occasional (yet planned) evaluations of the strength of the variables and 

the performance of the tool itself. And importantly, (3) trust from the management of Trajectum in the 

potential of data-driven decision making in the mentally handicapped-care. 
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7 Recommendation 

In this final chapter, we give our separate recommendations regarding the use of this research to 

Trajectum and to the companies that are part of the initiative G-AAN, in the first and second section, 

respectively. Both of these sections include recommendations on relevant topics of future research that 

we believe could have fruitful results. These researches could add to or build on this research. 

 

7.1 Recommendations Trajectum 

The first recommendation that we have for the company to make optimal use of this research is to follow 

the implementation plan, integrating the tool into the IT-infrastructure of Trajectum with the help of the 

company’s IT-department. Subsequently acting on the predicted risks can be a first step for Trajectum 

to consciously make decisions supported by data. If these decisions result in a significant decrease in 

aggression incidents, this would lead to an increase in the employee’s confidence in DDW that is needed 

for the company to fully utilise this research. This trust is crucial for an environment where (future) 

data-driven projects are frequent and effective. 

 

This leads to the second recommendation that we have for the company, which is to immediately look 

into more data-driven projects. It became apparent how much potential there is for data-driven decision-

making at Trajectum, considering the large volumes of data that they record constantly. This leads to 

the recommendations we have for Trajectum regarding future research.  

 

First, future research could build on this research by expanding this existing model to include more 

(independent) variables, relations, and by e.g. including more types of incidents (where the current 

model mainly includes aggression incidents). Additionally, new (risk prediction-)models can be 

constructed based on different processes of Trajectum such as the prediction of omissions or the flow 

of patients through the different clinics of Trajectum. These models can also utilise the information of 

the first deliverable, and can be constructed using the same methodology of this research (Chapter 4 

and 5). These data-driven projects can also help increase the trust of the company in DDW.  

 

7.2 Recommendations G-AAN 

To the companies of G-AAN we also make the recommendation to look into new data-driven projects 

based on this research. Each company should consider the results of this research and how these 

techniques apply to their respective business processes. Similarly to Trajectum, they should consider 

risk prediction models to support their decision making. This way, research similar to this one can be 

performed in different problem contexts, resulting in the use of different variables and relations. 

 

Additionally, they should consider the limitations of this research and evaluate whether the same 

limitation applies to their company. For example, it could be possible that an organisation in G-AAN is 

less limited by the rate of specialisation of their staff, meaning they could look into more direct demand-

based staff allocation solutions, which got ruled out in this research as a result of the specific problem 

context of Trajectum. Regarding the use of AI in future research, the organisations of G-AAN could 

consider centralising the data, meaning the data (e.g. regarding incidents) collected at each organisation 

follow the same format and are pooled together. This would result in a more efficient and larger scale 

dataset to train the neural network on. 
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9 Appendix 

9.1 Introduction 

  

Research question Type of 

research  

Research 

subjects 

Research 

strategy 

Data 

gathering 

Data 

analysis 

What type of incidents 

have to be prevented at 

Trajectum?  

 

Descriptive management, 

staff, and 

patients of 

Trajectum 

 

Qualitative Observation, 

Expert 

Interviews 

Summary 

In what ways can data-

driven working help 

the mentally 

handicapped-care? 

 

Exploratory Literature Qualitative Systematic 

literature 

review 

Content 

analysis 

In what ways can data-

driven working 

prevent incidents? 

 

Exploratory Literature Qualitative Literature 

study 

Ideation 

How can we predict 

incidents at 

Trajectum? 

Explanatory Trajectum IT 

department, 

Patients of 

Trajectum. 

 

Quantitative Primary 

sources, 

Statistical 

analysis 

Trend 

analysis, 

Linear 

regression 

(using R) 

Figure 9.1; Research design 
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9.2 Analysis of incidents 

 Question (English) 

 

Question (Dutch) 

1 What different types of incidents have you 

witnessed inside of the clinics? 

Wat voor soort incidenten heb je 

meegemaakt binnen de klinieken? 

 

2 What types of incidents occur most 

frequently? 

Welke types incidenten komen het vaakst 

voor? 

 

3 What types of incidents are most important to 

you to prevent? 

Welke types incidenten vind je het 

belangrijkst om te voorkomen? 

 

4 What type of incidents are not always 

reported?  

Zijn er incidenten die genegeerd/niet 

gerapporteerd worden? 

 

5 Under which circumstances could an incident 

occur? 

Onder welke omstandigheden ontstaan 

incidenten (is het vaak voorspelbaar)? 

 

6 How often do you feel like there is a shortage 

of staff? 

Hoe vaak heb je het idee dat er te weinig 

personeel is voor de mix cliënten? 

 

7 How many hours of labour are you generally 

missing a week? 

Hoeveel werkuren komen jullie over het 

algemeen te kort per week? 

 

8 Do you notice a relation between the number 

of incidents occurring and the present staff? 

Merk je een verband tussen de hoeveelheid 

incidenten en (tekort aan) aanwezige 

personeel? 

 

9 Do you notice a difference between full time 

staff and independent staff? 

Merk je dit verschil ook tussen bijvoorbeeld 

vaste medewerkers en ZZP’ers? 

 

10 Do you think that more present members of 

staff could prevent these incidents? 

Heb je het gevoel dat de aanwezigheid van 

meer medewerkers incidenten voorkomt? 

 

11 How do the patients move from clinic to clinic 

within Trajectum? 

Hoe stromen cliënten door de verschillende 

afdelingen van Trajectum? 

 

12 How do clinics communicate the information 

of each new patients and their hazards? 

Hoe wordt de informatie van de cliënten 

door gecommuniceerd wanneer zij naar een 

andere kliniek verplaatsen? 

 

Figure 9.2; Interview questions 
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9.3 Literature review 

Key search term Related term Narrower term  Broader term 

 

Data-driven  Data driven business 

model*, DDBM*, 

trend analysis 

Data-mining, AI Big data, predictive 

data, trend* 

Staff allocation Manpower planning, 

job scheduling 

Stochastic scheduling 

model*, Patient 

safety; Probabilistic 

risk assessment 

Resource allocation, 

schedul*, risk 

planning, risk 

management 

Mentally handicapped-

care 

Sheltered housing, 

ICF/ID, ICF/MR, 

Mild mental handicap, 

Intermediate Care 

Facilities for 

individuals with 

Intellectual disability 

Healthcare, hospital*, 

intellectual disability 

Figure 9.3; Key search terms 

 

Inclusion criteria  Justification  

 

Peer reviewed Ensures reliable scientific contents. Only 

databases were used that exclusively hold peer 

review literature. 
  

Full access through UT library As access to other databases can be pricey, only 

databases were used that give full access to the 

literature through the UT subscription. 
  

English publication No translated works are included to prevent 

irrelevancy. 
 

Exclusion criteria  Justification  

 

For articles regarding data-engineering: older 

than 10 years 

As data-engineering techniques can change/ 

develop quickly, records of the last 10 years are 

included (only applies to articles on e.g. data-

mining techniques). 
 

No recorded author Seems implicit, but occasionally records were 

found from IEEE conferences that did not 

formally state any author, as it was part of a 

collaboration. These records were eventually  

excluded. 
 

Surveys as centre part of study As seen from the results from PubMed, many 

papers used surveys as main means of data-

collection. As this research concerns itself with 

data-science on primary data, these records 

were excluded. 
 

Figure 9.4; Inclusion and exclusion criteria 
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Database Justification  

 

Scopus Multidisciplinary database with exclusively peer 

reviewed articles to ensure articles that are 

relevant but possibly not in the relevant 

scientific fields are included in the research. 

Access through UT find.  

 

PubMed Medical science database to find articles closely 

related to the healthcare aspects of the research. 

Contains healthcare specific articles that are not 

included in Scopus. Access through UT find. 

 

IEEE Database with technical literature to find articles 

closely related to the data-mining/engineering 

aspects of the research. Contains articles related 

to data-driven working that are not included in 

Scopus. Access through UT find. IEE also 

publishes literature themselves, which is not 

always available in other scientific databases.  

 

Figure 9.5; Choice of database 

 

 

 

 

Figure 9.6; Flowchart of search process 
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Date 

 

Database Search query Hits Comment 

17/04/2024 Scopus TITLE-ABS-KEY ( ( "Data-

driven" OR "Data driven business 

model*" OR ddbm* OR "trend 

analysis" ) AND ( "Staff 

allocation" OR "Manpower 

planning" ) AND ( "Mentally 

handicapped-care" OR "Sheltered 

housing" OR icf/id OR icf/mr ) ) 

0 This first search was too 

specific to my own case. 

From here I will look for 

relevant papers that include 

applications of data-driven 

techniques outside of the 

mentally handicapped-

care, to see if I should 

broaden this search term. 

17/04/2024 Scopus TITLE-ABS-KEY ( ( "Data-

driven" OR "Data driven business 

model*" OR ddbm* OR "trend 

analysis" OR "big data" OR 

"predictive data" OR trend* ) 

AND ( "Staff allocation" OR 

"Manpower planning" OR 

"resource allocation" ) ) 

7,312 From this adjusted query, 

where broader terms were 

included for the first two 

key search terms, we get 

too many irrelevant articles 

(mostly to do with resource 

allocation). In response, 

the first two terms are 

narrowed again, and the 

last term (mentally 

handicapped-care) 

broadened 

17/04/2024 Scopus TITLE-ABS-KEY ( ( "Data-

driven" OR "Data driven business 

model*" OR ddbm* OR "trend 

analysis" ) AND     ( "Staff 

allocation" OR "Manpower 

planning" ) AND ( "Mentally 

handicapped-care" OR "Sheltered 

housing" OR healthcare OR 

hospital* OR "intellectual 

disability" OR icf* ) ) 

5 This was the first fruitful 

query, where relevant 

papers came up. Though, 

preferably a broader query 

should be used to ensure 

more hits.  

17/04/2024 Scopus TITLE-ABS-KEY ( ( "Data-

driven" OR "Data driven business 

model*" OR ddbm* OR "trend 

analysis" ) AND ( "Staff 

allocation" OR "Manpower 

planning" OR "job scheduling" 

OR "Resource allocation 

schedul*" OR "risk planning" OR 

"risk management" ) AND ( 

"Mentally handicapped-care" OR 

"Sheltered housing" OR 

healthcare OR hospital* OR 

"intellectual disability" OR icf* ) 

) 

64 After broadening the key 

search term staff 

allocation, successfully 

including more articles in 

the search, various useful 

new papers were found. 

Still, various papers were 

found that were not 

performed in the medical 

sector. For this reason, we 

tried again in a medical 

database. 
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18/04/2024 PubMed ALL( ( "Data-driven" OR "Data 

driven business model*" OR 

ddbm* OR "trend analysis" ) 

AND ( "Staff allocation" OR 

"Manpower planning" OR "job 

scheduling" OR "Resource 

allocation schedul*" OR "risk 

planning" OR "risk management" 

) AND ( "Mentally handicapped-

care" OR "Sheltered housing" OR 

healthcare OR hospital* OR 

"intellectual disability" OR icf/id 

OR icf/mr ) ) 

34 Though new useful articles 

were found, most results 

did not regard 

staff/resource allocation. 

Instead, a lot of articles 

regarding risk management 

came up that were 

irrelevant. In the next 

query, risk management is 

let out of the search terms, 

and the first key search 

term is broadened. 

18/04/2024 PubMed ALL( ( "Data-driven" OR "Data 

driven business model*" OR 

ddbm* OR "trend analysis" OR 

"Big data" OR "predictive data" ) 

AND ( "Staff allocation" OR 

"Manpower planning" OR "job 

scheduling" OR "Resource 

allocation schedul*" OR "risk 

planning") AND ( "Mentally 

handicapped-care" OR "Sheltered 

housing" OR healthcare OR 

hospital* OR "intellectual 

disability" OR icf/id OR icf/mr ) ) 

3 No new articles were 

found with this query. For 

the next search, I included 

more terms for the second 

key search term. The third 

key search term was 

redefined according to the 

commonly used terms in 

the library of PubMed 

(using “Intermediate Care 

Facilities for individuals 

with Intellectual disability” 

instead of “mentally 

handicapped-care”). 

18/04/2024 PubMed ALL( ( "Data-driven" OR "Data 

driven business model*" OR 

ddbm* OR "trend analysis" ) 

AND ( "Staff allocation" OR 

"Manpower planning" OR "job 

scheduling" OR "Resource 

allocation schedul*" OR "risk 

planning" OR "Stochastic 

scheduling model*" OR "Patient 

safety" OR "Probabilistic risk 

assessment") AND ( "Mentally 

handicapped-care" OR "Sheltered 

housing" OR hospital* OR 

"intellectual disability" OR 

"Intermediate Care Facilities for 

individuals with Intellectual 

disability") ) 

 

 

132 Many new useful articles 

came up after redefining 

and broadening terms. I 

decided to try another 

database that was more 

specific to data science, as 

many results were related 

to medicine, which has 

little relevance to our 

research.  
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18/04/2024 IEEE 

 

ALL( ( "Data-driven" OR "Data 

driven business model*" OR 

ddbm* OR "trend analysis" ) 

AND ( "Staff allocation" OR 

"Manpower planning" OR "job 

scheduling" OR "Resource 

allocation schedul*" OR "risk 

planning" OR "Stochastic 

scheduling model*" OR "Patient 

safety" OR "Probabilistic risk 

assessment") AND ( "Mentally 

handicapped-care" OR "Sheltered 

housing" OR hospital* OR 

"intellectual disability" OR 

"Intermediate Care Facilities for 

individuals with Intellectual 

disability") ) 

8 Two new relevant articles 

were found, both published 

by IEEE, demonstrating 

the value of using this 

database. The number of 

hits is low, suggesting that 

more OR operators should 

be used to include articles 

in a broader scope. As the 

articles in the database of 

IEEE are engineering 

related, the third search 

term stays broad, as the 

relation with healthcare is 

not implicit, like it was 

with PubMed.  

18/04/2024 IEEE 

 

ALL( ( "Data-driven" OR "Data 

driven business model*" OR 

ddbm* OR “data*mining” OR ai 

OR “big data” OR “predictive 

data” OR “trend*”) AND ( "Staff 

allocation" OR "Manpower 

planning" OR "job scheduling" 

OR "Resource allocation 

schedul*" OR "risk planning" OR 

"Stochastic scheduling model*" 

OR "Patient safety" OR 

"Probabilistic risk assessment") 

AND ( "Mentally handicapped-

care" OR "Sheltered housing" OR 

hospital* OR "intellectual 

disability" OR "Intermediate Care 

Facilities for individuals with 

Intellectual disability" ) ) 

74 This search resulted in 

various relevant articles. 

From here, I believed that I 

had accumulated enough 

relevant literature to, after 

snowballing, start 

thoroughly screening the 

articles. This was the last 

search in an academic 

database. 

Figure 9.7; Search log 
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Method (Database/Query)  Article Title Author(s)/year  Main points 

 

Scopus / TITLE-ABS-KEY ( 

( "Data-driven" OR "Data 

driven business model*" OR 

ddbm* OR "trend analysis" ) 

AND     ( "Staff allocation" 

OR "Manpower planning" ) 

AND ( "Mentally 

handicapped-care" OR 

"Sheltered housing" OR 

healthcare OR hospital* OR 

"intellectual disability" OR 

icf* ) ) 

 

Insight from 

data analytics in 

a facilities 

management 

company. 

 

Walker, D.,         

Ruane, M.,         

Bacardit, J., & 

Coleman, S. / 

2022. 

Explores the applications of 

data-science. One of them 

being a tool for job 

scheduling (outside of the 

field of healthcare).  

 

 

 

 

 

Scopus / TITLE-ABS-KEY ( 

( "Data-driven" OR "Data 

driven business model*" OR 

ddbm* OR "trend analysis" ) 

AND ( "Staff allocation" OR 

"Manpower planning" OR 

"job scheduling" OR 

"Resource allocation 

schedul*" OR "risk 

planning" OR "risk 

management" ) AND ( 

"Mentally handicapped-care" 

OR "Sheltered housing" OR 

healthcare OR hospital* OR 

"intellectual disability" OR 

icf* ) 

A data-driven 

and practice-

based approach 

to identify risk 

factors 

associated with 

hospital-

acquired falls: 

Applying 

manual and 

semi-and fully-

automated 

methods. 

 

Lucero, R. J., 

Lindberg, D. S., 

Fehlberg, E. A., 

Bjarnadottir, R. 

I., Li, Y., 

Cimiotti, J. P., 

& Prosperi, M. / 

2019.  

Risk-management study in 

hospital. Prediction model to 

assess risk factors within 

patient population. 

Data-driven 

approach to 

improving the 

risk assessment 

process of 

medical failures. 

 

Yu, S. H., Su, E. 

C. Y., & Chen, 

Y. T. / 2018.  

Risk assessment for medical 

failures using data 

envelopment analysis 

(DEA). 

Modelplasticity 

and abductive 

decision making 

 

Mukhopadhyay, 

S. / 2023. 

Overview of data-driven 

decision making. (including 

healthcare) 

Data as a 

catalyst for 

change: stories 

from the 

frontlines. 

 

 

Siegal, D., & 

Ruoff, G. / 

2015.  

Various successful 

applications of data-science 

for the reduction of risk in 

healthcare. 
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PubMed / ALL( ( "Data-

driven" OR "Data driven 

business model*" OR ddbm* 

OR "trend analysis" ) AND ( 

"Staff allocation" OR 

"Manpower planning" OR 

"job scheduling" OR 

"Resource allocation 

schedul*" OR "risk 

planning" OR "risk 

management" ) AND ( 

"Mentally handicapped-care" 

OR "Sheltered housing" OR 

healthcare OR hospital* OR 

"intellectual disability" OR 

icf/id OR icf/mr ) ) 

Factors Related 

to Medication 

Administration 

Incidents in 

England and 

Wales Between 

2007 and 2016: 

A Retrospective 

Trend Analysis 

Härkänen, M., 

Vehviläinen-

Julkunen, K., 

Franklin, B. D., 

Murrells, T., & 

Rafferty, A. M. / 

2021.  

Applications of trend 

analysis in medication 

incidents. Aims to find 

relations between patients’ 

factors and reported severity 

of incidents. 

Strategic 

analytics: 

towards fully 

embedding 

evidence in 

healthcare 

decision-

making. 

Garay, J., 

Cartagena, R., 

Esensoy, A. V., 

Handa, K., 

Kane, E., Kaw, 

N., & Sadat, S. / 

2015.  

Data-analysis that supports 

decisions in healthcare 

making through predictive 

analytics solutions. 

PubMed / ALL( ( "Data-

driven" OR "Data driven 

business model*" OR ddbm* 

OR "trend analysis" ) AND ( 

"Staff allocation" OR 

"Manpower planning" OR 

"job scheduling" OR 

"Resource allocation 

schedul*" OR "risk 

planning" OR "Stochastic 

scheduling model*" OR 

"Patient safety" OR 

"Probabilistic risk 

assessment") AND ( 

"Mentally handicapped-care" 

OR "Sheltered housing" OR 

hospital* OR "intellectual 

disability" OR "Intermediate 

Care Facilities for 

individuals with Intellectual 

disability") ) 

Advanced Data 

Analytics for 

Improved 

Decision-

Making at a 

Veterans Affairs 

Medical Center. 

Mahajan, A., 

Madhani, P., 

Chitikeshi, S., 

Selvaganesan, 

P., Russell, A., 

& Mahajan, P. / 

2019.  

 

 

Data-driven methodology 

for decision making in 

healthcare. Background 

information regarding data-

science applications. 

Mining 

routinely 

collected acute 

data to reveal 

non-linear 

relationships 

between nurse 

staffing levels 

and outcomes. 

Leary, A., Cook, 

R., Jones, S., 

Smith, J., 

Gough, M., 

Maxwell, E., 

Punshon, G., & 

Radford, M. / 

2016. 

Data-driven technique to 

find relations between 

staffing levels and patient 

outcomes, such as safety 

factors and physiological 

data. Explores possible 

applications of big data. 

Forward snowballing from 

Leary et al. (2016) 

 

Nurse staffing 

and inpatient 

mortality in the 

English National 

Health Service: 

a retrospective 

longitudinal 

study. 

Zaranko, B., 

Sanford, N. J., 

Kelly, E., 

Rafferty, A. M., 

Bird, J., 

Mercuri, L., ... 

& Propper, C. / 

2023.  

Explores the relation 

between nurse staffing level 

and mortality rate in 

hospitals. Statistical 

analysis, descriptive results. 



47 

 

IEEE / ALL( ( "Data-driven" 

OR "Data driven business 

model*" OR ddbm* OR 

"trend analysis" ) AND ( 

"Staff allocation" OR 

"Manpower planning" OR 

"job scheduling" OR 

"Resource allocation 

schedul*" OR "risk 

planning" OR "Stochastic 

scheduling model*" OR 

"Patient safety" OR 

"Probabilistic risk 

assessment") AND ( 

"Mentally handicapped-care" 

OR "Sheltered housing" OR 

hospital* OR "intellectual 

disability" OR "Intermediate 

Care Facilities for 

individuals with Intellectual 

disability") ) 

 

Towards health 

data stream 

analytics. 

Zhang, Q., 

Pang, C., 

Mcbride, S., 

Hansen, D., 

Cheung, C., & 

Steyn, M. / 

2010. 

Explores the need for proper 

continuously growing data-

sets in healthcare. Inner 

workings of possible trend-

analysis tools. 

 

 

IEEE / ALL( ( "Data-driven" 

OR "Data driven business 

model*" OR ddbm* OR 

“data*mining” OR ai OR 

“big data” OR “predictive 

data” OR “trend*”) AND ( 

"Staff allocation" OR 

"Manpower planning" OR 

"job scheduling" OR 

"Resource allocation 

schedul*" OR "risk 

planning" OR "Stochastic 

scheduling model*" OR 

"Patient safety" OR 

"Probabilistic risk 

assessment") AND ( 

"Mentally handicapped-care" 

OR "Sheltered housing" OR 

hospital* OR "intellectual 

disability" OR "Intermediate 

Care 

Dynamic 

changes by big 

data in health 

care. 

Balaji, S., & 

Prasathkumar, 

V. / 2020.  

 

Applications of big data in 

healthcare. Machine learning 

in healthcare. 

Promoting 

Patient Safety 

through 

Machine 

Learning.  

Al Nammari, R. 

H. / 2020.  

 

Explores the use of machine 

learning in healthcare to 

reduce medical errors.  

Empowering 

Health 

Surveillance: A 

Machine 

Learning Based 

Risk Alert 

System. 

Narisetty, N., 

Sai, V. H., 

Siddiqa, S. S., 

Bedadhala, S. 

M., & Banala, S. 

/ 2023.  

 

Method to use machine 

learning to make 

assessments on risk of the 

development of diseases 

among patients.  

Figure 9.8; Overview used articles SLR 
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                Concept 

 

       Article 

Specific to 

healthcare 

Trend 

analysis 

Big data / 

ML 

Risk Staff 

allocation 

Al Nammari (2020) X 

 

 X   

Balaji et al. 

(2020) 

X 

 

 X   

Garay et al. (2015) X 

 

X    

Härkänen et al. 

(2021) 

X 

 

X    

Leary et al. (2016) X 

 

X X  X 

Lucero et al. (2019) X 

 

  X  

Mahajan et al. (2019) X 

 

X    

Mukhopadhyay 

(2023) 

 X X   

Narisetty et al. 

(2023) 

X 

 

 X X  

Siegal et al. (2015) X 

 

X  X  

Walker et al. (2022)  X 

 

  X 

Yu et al. (2018) X 

 

X  X  

Zaranko et al. (2023) X 

 

X   X 

Zhang et al. (2010) X 

 

X X   

Figure 9.9; Conceptual matrix 
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9.4 Model ideation 

Abbreviation  

 

Variable 

type 

Effect on relationship Action needed 

DV Dependent Variable of interest, this research 

aims to reduce this variable. 

 

Measure 

 

IV Independent Believed to have significant effect 

on the DV. 

 

Manipulate 

 

IVV Intervening IVs effect is believed to be trans-

mitted through here to affect DV.  

 

Measure 

CV Control Might have an effect on DV, but 

outside of our control. 

 

Ignore 

MV Moderating Possible contributory effect on 

relation between IV and DV. 

 

Assess effect from 

IV and MV on DV 

CFV Confounding Unknown effect on the relation 

between IV and DV. 

 

Measure/discuss 

Figure 9.10; Variables of the model in Figure 4.1 

 

 

 

 
Figure 9.11; Frequency of incidents based on time of day  
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9.5 Prediction tool 

 

 
 

Figure 9.12; Relational model of the data provided by Trajectum 
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Figure 9.13; Relational model of the structured data 
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Variable  Type Description  Purpose 

Date yyyy-mm-dd, 

Range:  

2022-01-01 to 

2024-05-28. 

Date of the shift.  

 

 

 

 

These variables together uniquely 

identify any shift at any location 

of Trajectum where an incident 

could occur. 

 

 

 

Shift Integer, 

Range:  

1 (morning-

shift)  

to 3 (night-

shift). 

Type of shift;  

Morning-shift (start between 

06:15 and 14:00), evening-

shift (start between 14:00 and 

20:00), or night-shift (start 

between 20:00 and 06:15). 

Location Integer,  

Range:  

23 to 249. 

Number that refers to a unique 

location of Trajectum where an 

incident could occur (excludes 

e.g. office location). 

 

Average 

Number of 

Incidents 

Float, 

Range:  

0 to 0.5 

Represents the past frequency 

of incidents at a particular 

location. The value is the 

average number of incidents 

per shift. 

 

 

 

 

Independent variable, meaning 

that as it is manipulated, we 

expect the dependent variable 

(number of incidents) to change 

accordingly. We expect a 

negative, negative, and positive 

relation respectively. 

 

 

Average 

Experience 

Float, 

Range:  

0 to 38.7.  

Average years of experience at 

Trajectum of all staff members 

present during specific shifts. 

Based on the hiring date. 

 

Worker 

Ratio 

Float,  

Range: 0 to 1 

Represents the share of 

permanently employed 

workers among all workers 

present at any shift. 

 

Recent 

Incident 

Integer, 

Range: 0 or 3 

Categorical value that 

represents the time since an 

incident at that location.  

0: Longer than 7 days ago, 

1: Within 7 days ago, 

2: Within 3 days ago, 

3: Within 1 day ago. 

 

Confounding variable, meaning 

we expect it to influence the 

strength of the relation between 

the IVs “Average Experience” 

and the “Worker Ratio”. We 

expect the relations to become 

stronger as “Recent incident” 

increases.   

 

Number of 

Incidents 

Integer,  

Range: 

0 to 10. 

Number of (relevant) incidents 

that occurred during the 

specific shift. Relevance is 

determined in Section 2.3. 

 

Dependent variable, meaning that 

we aim to predict the value of 

this variable, based on the values 

of the independent and the 

moderating variable. 

Figure 9.14; Variables of the final data table 
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Figure 9.15; Correlation matrix between potential independent variables 

 

 

 

 

 

        

 

 

 

 

Figure 9.16; Average Experience coefficient Figure 9.17; Recent Incident coefficient 


