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Abstract 

In this thesis I argue that social media platforms, through the use of manipulative software 

interfaces known as ‘Dark Patterns’, have the potential to interfere with an end user’s ability to 

live by their values. Moreover, this thesis argues that, to the extent that Dark Patterns do interfere 

in this way, there is a further potential that these interfaces may interfere with society’s ability to 

collaborate on the collective pursuit of goodness. Dark Patterns are understood to be digital 

interfaces which, by virtue of their design, influence an end user of some software into making 

online choices that are not necessarily in their best interest (Gray et al., 2018). I argue that even 

when a platform’s values are not explicitly used to manipulate end users, the platform’s values 

can be considered to be favored when the platform undermines the values of their users through 

manipulative tactics. A major aim of a given platform is to capture and keep a user’s attention so 

they might turn that attention into behaviors which commercially benefit the platform. This thesis 

argues that platforms are quite successful in achieving this aim in part through the use of Dark 

Patterns. This process may simultaneously promote the platform’s values while also undermining 

their users’ values. This likely happens to the extent that Dark Patterns are systemically used 

which is argued to be significantly so. For those who wish to use their cognitive faculties of 

reflection and deliberation to help them live in accordance with their values, Dark Patterns may 

present a substantial obstacle. As a result, it is argued that there is good ethical reason to call for 

measures which curtail the use of Dark Patterns in software design. 
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Introduction 

In this thesis I argue that social media platforms, through the use of software interfaces known as 

‘Dark Patterns’, have the potential to interfere with an end user’s ability to live by their values. 

Borrowing from discussions of values in the pragmatist tradition, I define values as conceptions 

of worth regarding goodness. Moreover, this thesis argues that, to the extent that Dark Patterns 

do interfere in this way, there is a further potential that these interfaces also interfere with society’s 

ability to collaborate on the collective pursuit of goodness. Dark Patterns are understood to be 

digital interfaces which, by virtue of their design, manipulatively influence an end user of some 

software into making online choices that are not necessarily in their best interest (Gray et al., 

2018). These interfaces are considered manipulative due to their tendency, through the 

presentation of on-screen options, to undermine end users’ considerations and promote options 

which are more beneficial to the platform utilizing said interface. Online social media platforms, 

which this thesis sometimes abbreviates to ‘platforms.’, are examined as online virtual spaces 

engaged through a website or app where end users can socially connect to create, share, 

consume, and engage with content. With the increasing prevalence of online social media 

platforms and their industry of digital influence, I propose that platforms are a space that currently 

deserve critical attention (Giraldo-Luque et al., 2020; Borchers & Enke, 2022). With these ideas 

in mind, this thesis asks the following research question: 1. Why, how, and to what extent are 

Dark Patterns utilized by an online social media platform to manipulate end-user behavior and 

values in the service of that platform’s commercial interest and what may be the harm of such 

manipulation? 

 

To answer this question, the relationship between manipulation and values must first be 

examined. To that end, this thesis will first seek to answer the following research sub-question: 

1.1. How, if at all, can manipulation performed by an online social media platform change an end-

user’s values? As indications of what matters to people or ideals that someone might aspire 

towards, values may be connected to what people think is right and good (Singer, 2024). As a 

result, if someone wants to make decisions that matter to them, then their values might be a good 

place to begin thinking about those decisions. If someone can make a decision that aligns with 

their values, they might reasonably expect the results of that decision to advance the kind of 

goodness their values express. However, this thesis argues that personal values are not 

necessarily static and may be subject to change (Dewey and Tufts, 1936). To the extent that they 

are subject to change, values might be susceptible to undue influence. 



7 

 

To continue answering the primary research question, the potential for a digital artifact to be used 

to manipulate must also be examined. To that end, this thesis will seek to answer the following 

research sub-question: 1.2. How might manipulation be designed in a technical artifact, and what 

might that mean for any values implicated through the use of that artifact? This thesis argues that 

Dark Patterns are digital artifacts utilized by platforms which manipulate end user’s into making 

decisions that may align more with what the platform values and less with what the end user 

values (Susser et al., 2019; Luguri and Strahilevitz, 2021). This thesis details how Dark Patterns 

came about, how they are used, and examines their effectiveness before tying back to the 

previous sub-question. Once Dark Patterns have been discussed in detail, it will be possible to 

demonstrate why their manipulativeness may be especially concerning for someone who wishes 

to live by their values. 

 

Finally, to finish answering the primary research question, this thesis will examine the ethical 

aspects of the effect of Dark Patterns on values. To that end, this thesis will seek to answer the 

following research sub-question: 1.3 What are the ethical considerations of any potential harmful 

consequences of a manipulative digital artifact like Dark Patterns? This thesis argues that when 

an individual acts in accordance with any values, particularly in a public setting, then those values 

are likely to have some impact on others in society (Wieczorek, 2023). The people involved in 

these interactions may have different ideas of what matters to them or what they value. In this 

thesis I argue that, in order to make collaborative moral or ethical decisions, the people involved 

likely need to be able to understand and communicate the values they have as well as to be 

receptive and understanding towards the values of others. If people are less able to reflect and 

deliberate on what they themselves think is right or good, then they may also be less able to 

collaborate on right or good decisions. Collaborating on right or good decisions is conducive for 

making ethical decisions, particularly those that have a societal impact. To the extent that Dark 

Patterns interfere with an end user’s ability to live by their values, they might also be interfering 

with the ability for society to progress ethically. 

 

The methodology of this thesis is predominantly a conceptual analysis combined with secondary 

research. The main concept that will be analyzed is that of values which will be argued to be ways 

of conceptualizing ‘the good’ that often take shape in practice. The concept of manipulation will 

also be analyzed as the act of unduly influencing someone’s decision in such a way that 
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undermines that person’s judgment. These concepts will be developed through secondary 

research performed through an interdisciplinary approach. 

 

The approach of this thesis is an interdisciplinary one that draws from pragmatism, ethics, 

psychology, user experience (UX) design, and human computer interaction (HCI). The argument 

developed will utilize the data and conclusions from empirical studies performed in HCI and UX 

which seek to understand Dark Patterns and their effects on end users. Since these studies make 

a connection between HCI/UX and certain theories in cognitive psychology, this thesis will also 

draw on studies in psychology. Due to the conceptual analysis of values and manipulation, a link 

is proposed between Dark Patterns and values which is, namely, that Dark Patterns may influence 

end user practice(s) such that they may influence end user values. Furthermore, the empirical 

studies in HCI/UX that this thesis utilizes make ethical claims which will be analyzed using the 

link this thesis proposes. 

 

Chapter 1 seeks to answer research sub-question 1.1 through a conceptual analysis of values 

using a predominantly pragmatic approach, otherwise known as practice theory. Pragmatism 

asserts that in order to judge and reflect on right action, one must examine what happens in 

practice. Furthermore, pragmatism often understands ‘meaning’ as “the totality of conceivable 

[(i.e. able to be conceived)] practical consequences” and so there is an emphasis on the 

consequences of practice (Hickman et al., 2011, p. 186-187). Chapter 2 seeks to answer sub-

question 1.2 by performing secondary research on Dark Patterns and continues with the 

conceptual analysis of their interaction with values. Dark Patterns are manipulative forms of 

design patterns which are repeatable software solutions in UX/HCI aimed at making software 

easy to understand and use (Zimmer, 1995). A hallmark of Dark Patterns is their exploitation of 

cognitive biases and, because of the conceptual analysis performed in chapter 1, a connection is 

made in cognitive psychology between values and Dark Patterns. Chapter 3 seeks to answer sub-

question 1.3 by exploring this connection in detail, analyzing its ethical consequences, and 

proposing some solutions. 
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Chapter 1 - Values and Manipulation 

Chapter 1 Introduction 

This chapter will make arguments for how manipulation can change a person’s values. To do so, 

I will discuss what values are and how they can function in someone’s life, then I will discuss what 

manipulation is and how it can interact with values to potentially change them. In terms of what 

values are, the definition I put forward in this chapter is largely informed by the pragmatic 

approach of John Dewey (1922b) and other authors who have reflected on his work. That 

definition, namely, is that values are conceptions of worth regarding goodness. The first section 

of this chapter will break this definition down into its key terms and defend why this definition is a 

reasonable one. This discussion will emphasize the role of human fallibility among other 

complexities in the conceiving of values (Kaag, 2013). The second section will explain how values 

are used in everyday practice. Depending on one’s attitude towards them, values tend to be 

persistent concepts that can guide the decisions of both individuals and groups (Hickman et al., 

2011). Yet, simultaneously, values can be rather flexible concepts in the ways they are applied to 

various contexts (Wieczorek, 2023). The third section will then cover how values are formed. 

Consistent with the pragmatic approach of this thesis, values are not only used in practice but 

may take shape through practice. How values are thought of and used in practice is influenced 

by the members of a given society or culture (Le Dantec et al., 2009; Boenink and Kudina, 2020). 

Section four will end the chapter by expanding on how values are vulnerable to manipulation. This 

final section will first explain what manipulation is before detailing how it might be used to influence 

a person’s values (Susser et al., 2019). 

Section 1.1. What are values? 

This section will argue for the definition of values as conceptions of worth regarding goodness. 

This definition is comprised of depictions of values in the pragmatic tradition along with 

discussions in the Oxford Handbook of Value Theory (Dewey, 1922b; Hirose & Olson, 2015). The 

key words to be examined here are conceptions, worth, and goodness. I will elaborate on these 

terms starting with goodness and working backwards through my definition. Goodness will be 

examined instrumentally (good for something else) and intrinsically (good for its own sake) 

(Korsgaard, 1983). Predicated on instrumental and intrinsic conceptions of goodness, worth will 

be examined as a general attitude that may lead to more specific conative attitudes, or attitudes 
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of what to do regarding an object of value (Svavarsdóttir, 2014). Finally, values will be discussed 

as conceptions that may be implicit/unconsidered or explicitly considered (Dewey, 1925). 

Judgment need not be performed for values to influence a person's actions, but judgment is likely 

necessary if one wishes to understand a given value and intentionally make decisions with it. In 

this way, how values appear in conceiving or thinking follows a dual process theory of human 

cognition. Dual process theory holds that cognitive processing often flows in two different modes: 

one automatic, the other deliberate (Frankish, 2010). Moreover, conceptions are necessarily 

fallible ideas and are subject to revision (Grenberg, 2007; Kaag, 2013). 

 

Values in philosophy are usually “associated with what is good” (Van De Poel, 2020, p. 302). 

What a specific value means typically refers to what makes something good or what something 

is good for. A beautiful sunset, for instance, suggests that this sunset is good for someone who 

wishes to experience beauty. An efficient tool, on the other hand, suggests that the tool is good 

for accomplishing some tasks efficiently. These examples depict two different notions of the term 

‘good for.’ Where the former depicts beauty as good for its own sake qua the experience of beauty, 

the latter depicts efficiency as good for something else. In axiology (or value theory), the former 

is typically called ‘final’ or ‘intrinsic’ value while the latter is called ‘instrumental’ value. This 

distinction is often made when discussing goodness where ‘good’ can mean some ideal end or it 

can refer to some useful means to an end (Korsgaard, 1983). 

 

The ways values relate to goodness often follows this pattern of instrumental vs. final in value 

theory (Schroeder, 2021). Instrumental values are those which are good for the sake of something 

else while final values are those which have been judged to be good for their own sake 

(Korsgaard, 1983). In both cases, values relate to goodness as the answer to the query “what 

makes it good?”. The ‘what’ of a value is itself in the case of intrinsic value and it is how it 

contributes to some other end in the case of an instrumental value (Dewey, 1922b). To return to 

the examples of beauty and efficiency, beauty might be considered what makes some end good. 

Beauty might be thought of as something worth pursuing because there is something intrinsically 

good about beauty that makes it worth experiencing. Efficiency describes a good way a given 

entity might contribute to some end. There may not be anything intrinsically good about efficiency 

that makes it worth experiencing, but rather it is good if one wants to, for example, perform some 

tasks effectively. The kind or degree of goodness a given value might be ‘good for’ can be 

depicted in terms of what it is worth. 
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Dewey (1922b) considers ‘worth’ to be “the tribute paid by reason to value” (p. 351). In other 

words, to explain what something is worth is to attempt to reason why one should value it. If I 

were to ask, ‘what is that worth to you?’, it is reasonable to think that I expect you to quantify 

and/or qualify your desire for whatever ‘that’ is. In the Oxford Handbook of Value Theory, 

Pattanaik & Xu (2015) demonstrate this concept with the following thought experiment. Imagine 

you are presented with two situations and asked in which situation you would have a greater value 

of freedom. In situation A you are asked what you would like for dessert and presented with two 

choices: a fresh apple or nothing at all. In situation B you are asked the same thing and given the 

same choices with one addition: a rotten apple. Pattanaik & Xu (2015) argue that, to the extent 

that freedom in some way depends on the number of available options, a person might reasonably 

evaluate situation B to have greater freedom. However, it does not necessarily follow that the 

value of this freedom is necessarily greater as well. One might reasonably say “but this extra 

freedom is not worth anything to me” since it is highly unlikely anyone would choose a rotten apple 

especially if a fresh one is available (Pattanaik & Xu, 2015, p. 367). The sort of freedom to eat a 

rotten apple for dessert when a perfectly good apple is available is likely not worth very much, 

i.e., not very valuable. What this thought experiment demonstrates is that, whether freedom is 

valued instrumentally or intrinsically, it may be possible to quantify or qualify its value. The same 

can be considered for values generally. 

 

The quantification/qualification of value may also be understood in terms of a general attitude 

towards the person, place, thing, or idea desired. A general attitude towards a place of historical 

significance, for instance, might be qualified as an allure of that place as a location important in 

history. This general attitude may help explain more specific emotional or motivational attitudes 

concerning what to do about the person, place, thing, or idea (Svavarsdóttir, 2014). For example, 

if an old building somewhere were discovered to have some great historical value, it may 

engender the notion that the building should be preserved. Furthermore, it may inspire an attitude 

of teaching history, prompting the construction of an educational repository such as a museum. 

This kind of attitude is also called a ‘pro-attitude’ or a fitting attitude in value theory which is the 

concept that values may carry certain attitudes that fit one’s understanding of the value at hand 

(Rabinowicz & Rønnow‐Rasmussen, 2004). There are some unresolved questions concerning 

this idea. For example, are pro-attitudes inspired by values or assigned to them? These 

complexities can make it difficult to discern the exact relationship between values and specific 

attitudes concerning those values. Still, it may be the case that pro-attitudes are at least a good 

indication of a respective value. 
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An emphasis in the pragmatist tradition is that value “is to be found in present experiences” as 

well as directed towards the future in the sense that values can be an assertion or prediction of 

what something may be (Hickman et al., 2011, p. 188; Gouinlock, 1978). To claim that something 

is ‘worth it’ is akin to claiming that whatever ‘it’ is ought to be desired. Whether something is 

desired because it is valuable or whether something is valuable because it desired is a contested 

debate in value theory, but no matter which side someone falls on in that debate it seems likely 

that there is a strong connection between desire and values (Oddie, 2015). If something is 

desirable, it may be thought to be so presently and predicted to remain so in the future. As 

conceptions of worth, values can be considered to be present and future oriented in that they 

indicate what one may do with the subject or object of value (Gouinlock, 1978). If a tool is fittingly 

described as efficient, then it must be so for a present or future task that it is made to perform. To 

lose its  efficiency would be to lose this particular value and it may no longer be used to complete 

any tasks in an efficient manner unless it regained that value. 

 

Worth and goodness are related but distinct concepts that are not necessarily equivalent. It is 

possible to perceive something as having worth without thinking of it as being good and vice 

versa. For example, one may recognize that others believe something is good while they 

themselves have no such belief. Still, knowing that others find this something to be good allows 

one to bestow upon it a sense of worth, generally speaking. However, when nothing good can be 

thought of regarding a certain something for anyone in any context, it might reasonably be 

evaluated to be worthless. Something may also be thought of as good but be difficult to quantify 

with a sense of worth, as may be the case with a sunset. However, even here it is reasonable to 

recognize that the goodness of a sunset, for example, may be something that someone finds 

worthwhile. Even though the worth of something may be difficult to pin down, one can still 

recognize that it can have worth. 

 

Depicting value in terms of worth regarding goodness accommodates an understanding of how 

that value may matter or what meaning it might entail. The particular way a given value is good 

suggests how that value might be meaningful. If one desires to have the particular goodness of a 

given value in their life, then the way it is good or what it is worth suggests how that value may 

interact in their life. If beauty, for instance, is good to experience, then it is reasonable to think 

that it is worth the effort to experience. Worthiness suggests a fitting attitude, in this case, one of 

spending effort. Worthiness and meaningfulness are related concepts (Betzler, 2019). If I desire 
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to experience a beauty that I believe is worth experiencing, then that means I will likely need to 

take the time or make the effort to experience it if I am able. I might understand the meaning of 

beauty to be something that, in part, is good to experience to the point of being worthy of my time 

and effort in certain contexts. Of course, beauty means much more than merely being good 

enough to experience, but the desire to experience beauty may help to explain the motivation to 

get out of my chair to see a sunset. 

 

Values may be best understood as conceptions, i.e., mental representations or abstractions. 

Values are not tangible objects but abstract principles which exist in one’s mind that point to and 

qualify aspects of goodness. As conceptions, the worth of a value in one’s understanding is 

necessarily an estimate or hypothesis (Dewey, 1922b, Kaag, 2013). The reason for this, I argue, 

is that what a given value means to someone is likely not something they can express fully. The 

pragmatist depicts meaning in terms of the totality or summation of conceivable consequences 

(Hickman et al., 2011). In other words, what something means is what happens or could happen 

to, within, and because of that thing over time. This is a tall order for complex concepts like values 

and, as a result, a value’s full conceivable consequences or meaning is likely very difficult to 

obtain fully. This view is supported by the fact that many debates about goodness remain 

unsettled in axiology, as this section has touched on (Schroeder, 2021). Therefore, any current 

depiction of worth likely cannot fully capture every sense of what it might be worth. Moreover, 

what a value might be worth may not be something actively depicted at all which may be the case 

for any value held implicitly. As a result, the term ‘conceptions’ attempts to capture these 

complexities suggesting that values are general ideas which are imperfect or unfinished. 

 

Values as conceptions can be understood as either implicit or explicit ideas. An implicit value may 

be an unconsidered preference, but one which still generally captures a sense of goodness and 

worth as discussed previously. What something is worth can be implicitly thought and felt. For an 

implicit value, one might be automatically conceiving it as feeling or seeming good without being 

able to express why they perceive it that way. For example, if some artisan personally holds the 

value of efficiency implicitly, then they may gravitate towards using efficient tools without knowing 

precisely why. One might treat something as valuable without judgment (Dewey, 1922b). Once 

one makes the attempt to understand a value they may hold, that value becomes an explicit 

conception. Explicit conceptions, or judgments, are formed through reflection and deliberation. 

Once made explicit, an individual who holds a given value will likely be able to say something 
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explicit about it, i.e., they may be able to formulate a judgment about what that value means to 

them. 

 

Thinking of values as conceptions which might be either implicit or explicit largely follows the 

same line of reasoning as dual process theory. Dual process theory comprises a family of theories 

of cognition which allege that human thinking processes predominantly fall into two different 

modes (Frankish, 2010). The first mode, known as Type 1 or System 1, describes cognitive 

processes which are unconscious, implicit, automatic, fast, and readily available. Types of System 

1 cognitive processes include biases, gut reactions, and impulses. System 1 thinking is 

advantageous in that it allows for quick decision making and seems relatively undemanding 

cognitively. Implicit values as automatic conceptions may follow a similar course to System 1 

cognition and so may be more unconscious, fast, and readily available. The second mode, known 

as Type 2 or System 2, describes cognitive processes which are conscious, explicit, controlled, 

slow, and analytic. Types of System 2 cognitive processes include logical thinking, reflection, and 

deliberation. System 2 thinking is advantageous in that it allows for considered decision making 

though it is fairly cognitively taxing as it requires concentration and discipline. Explicit values as 

considered conceptions may follow a similar course to System 2 cognition and so may be more 

conscious, slow, and controlled. 

 

Finally, before moving on to the next section, it is important to emphasize the role of reflection in 

the process of valuation, or the conceptualization of values. In cognition, both implicit and explicit 

processes are prone to failure (Frankish, 2010). Likewise, one’s pursuit of goodness is likely “an 

ever-continuing and fallible process, never fully achieved, subject to continual review and 

refinement, and, quite possibly, to failure” (Grenberg, 2007, p. 94). The propensity to failure may 

be a source of harm and wrongdoing, but it can also be an opportunity to reflect and improve 

(Dewey, 1922b; Kaag, 2013). Reflection can be considered a conscious attempt to assess a 

situation, seek to understand why that situation unfolded as it did, and improve one’s judgment 

accordingly (Dewey and Tufts, 1936). For example, if I were to try to climb a mountain that turned 

out to be too difficult for me to complete, if I wish to reattempt to get to the top (perhaps because 

I value the achievement) then it may help me to reflect on what went wrong so that I may improve 

my next attempt. As such, reflection can be considered to be a System 2 sort of thinking as it is a 

conscious and deliberate cognitive process. Reflection of values also emphasizes a significant 

role that values can play in a person’s life which is, namely, to affect one’s behavior which is 

where the next section shall turn to. 
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Section 1.2. Values affect behavior 

This section will argue that the attitudes that values engender indicate an idea of what to do with 

the object or subject of value. To support this idea, I will begin by exploring values as consistent 

yet flexible concepts. They are consistent, not in a fixed or permanent sense, but in the ways that 

they indicate consistent attitudes with regard to overall goals. This allows values to “endure from 

situation to situation” as their relevance may be understood to be widely applicable (Hickman et 

al., 2011, p. 179). However, to be applicable from situation to situation, values likely must be 

flexible enough to account for the relevant differences between situations if they are to adequately 

guide one’s behavior (Wieczorek, 2023). If this assessment is correct, then the appropriate view 

of any given value is one that is not so narrow or so fixed as to be impossible to fit into any specific 

application nor too broad or indefinite so as to become meaningless or worthless. 

 

Once the scope of a given value is roughly conceived, if one wishes to act in a manner consistent 

with the values they hold, then one’s attitudes can allow them to proceed with a consistent 

attentiveness to the subject or object of value. I argue that this attentiveness provides one with 

focus as they make value-congruent decisions, i.e., decisions in line with the values they hold. 

This perspective is one that has recently found support in empirical research which is discussed 

in detail later on in this section (Sagiv and Roccas, 2021; Frömer & Shenhav, 2022). With one’s 

goal in focus, guided by the attitudes of any relevant values, an individual might be able to bring 

a value-informed decision to fruition. Furthermore, it is possible that an agent may find a way to 

get someone else to treat some object as valuable in a particular way without the latter making 

any judgment themselves. As a result, if it is possible to integrate a given value and the attitudes 

it engenders within an artifact or process then that value might still guide someone’s behavior 

(Klenk, 2021). 

 

As argued in the previous section, values indicate appropriate or fitting conative attitudes. An 

historical building indicates potential ways to treat it, an efficient tool suggests how to use it, and 

a beautiful sunset suggests a kind of experience to expect from it. These attitudes are appropriate 

in that they make sense given the content of the value at hand (Svavarsdóttir, 2014). Some 

attitudes may make more or less sense given certain circumstances and are thus more or less 

appropriate. As discussed in the previous section, something that has value may reasonably be 

ascribed a sense of worth both quantitatively and/or qualitatively. In other words, the object of a 

value reasonably indicates one or more pro-attitudes, i.e., attitudes that advance said value. 
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These attitudes are not normatively required for someone to hold a relevant value, nor does the 

worthiness of a given value necessarily depend on someone’s attitude, but rather and more 

simply, values can be suggestive of certain pro-attitudes (Svavarsdóttir, 2014). For example, a 

pro-attitude of minimizing waste may be reasonably appropriate regarding the value of 

sustainability, but it is perhaps not as reasonable regarding the value of pleasure. Though 

minimizing waste might be pleasurable in some cases, it is not necessarily so and in some cases 

it might be distinctly unpleasant. However, minimizing waste is more likely to be applicable in 

circumstances where sustainability is a relevant concern or value. Thus, the pro-attitudes of 

values can be relatively applicable in different contexts. 

 

Before detailing how a value might be stable and flexible, I wish to assert that these concepts are 

not contradictory. Many systems, disciplines, and institutions must be both relatively stable and 

flexible to adequately function. Architecture, for example, requires enough stability in design so 

that a building in question does not topple, but it must also be flexible enough so that the building 

can absorb the force of the elements. Education must be stable enough so that its material is 

coherent, but flexible enough so that it might adapt to advancements in science, technology, and 

society. A democratic government must be stable enough so that law and order can be upheld 

but flexible enough to allow each citizen the freedom to be themselves. I propose axiology is no 

different. Stability and flexibility may be thought of as two ends of a spectrum and each value 

might be thought to fall somewhere on that spectrum relative to the attitudes it engenders. As a 

result, it is sensible to expect a certain consistency with values. Such consistency must be firm 

enough so that a value can be recognizable as one and the same between contexts but malleable 

enough for appropriate adjustments as the situation demands. 

 

So then, I first wish to consider values as relatively stable concepts. I do not mean to support an 

objectivist account of values; I am not supposing that any value necessarily has a core meaning 

which transcends the situations in which it might be used. There are limits to this stability and 

given enough time, the meanings of a given value as we understand it today may evolve into 

something completely different. Instead, what I am proposing is that values may be understood 

to have core meanings as they are used in discourse between agents who understand one 

another. This form of stability allows for the evolution of a given value over time, but accounts for 

how someone might reasonably expect a value that was fitting in the past to be relevant for a 

similar situation (Boenink and Kudina, 2020). There is evidence in psychology that values operate 

like this on a cognitive level. Sagiv and Roccas (2021) found that adults tended to report a similar 
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level of importance across situations for a value they held. Self-reported behavior and peer-

reported behavior suggested that an individual's values may be upheld over the course of months 

and even years. Enough stability is necessary to the extent that anyone can make a decision that 

is in line with their values (Hickman et al., 2011). If values were so unstable as to mean something 

completely different from moment to moment, there may be no way to predict what a value might 

mean next, let alone how to act in accordance with that value. 

 

Values also need a level of flexibility if they are to endure with changing circumstances; a new 

circumstance should not necessarily or automatically render a relevant value obsolete. There may 

be good reasons to continue desiring whatever benefits a value might afford despite new evidence 

that puts the old understanding in question as is. An example of this can be found in an ongoing 

conversation on techno-moral disruption. Nickel et al. (2022) discuss how mechanical ventilators 

changed the medical understanding of death in the 1950’s as well as the value of what can be 

called the respect for a patient’s body. Human organs can only legally be removed from a corpse 

for the purpose of organ transplant in the EU and U.S. However, mechanical ventilators were able 

to keep a body alive indefinitely which challenged the conventional understanding of death and 

corpses. Suddenly, a patient could be something between life and death. Despite this 

advancement in medicine blurring the medical distinction between life and death, respect for a 

patient’s body may reasonably remain important. There can still be good reasons to hold on to 

values despite changing conditions (Nickel et al., 2022). A change in circumstances can be such 

that a certain understanding of a value is no longer wholly fitting. If that value is to remain valuable 

then it must be flexible enough to adapt to the change in circumstance. 

 

In summary, a value must be stable enough so that one might consistently conceive of it but it 

must also be flexible enough so their conception can adapt to new relevant situations. An explicit 

depiction of a value’s stability and flexibility can also be thought of as the appropriateness of one’s 

conceptions of worth, or attitudes, brought into focus. To continue with the previous example, 

respect for a patient’s body must be consistent enough that one can recognize when that respect 

is violated. It must also be flexible enough that one can recognize the many different situations 

such respect might be warranted or not. These kinds of recognition requires focus or 

attentiveness. Though I am proposing that stability and flexibility are qualities of all values, to be 

able to focus on a given value likely requires explicit attention. 
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The attention someone pays to their values can help them make decisions guided by said values. 

One’s attention towards a given value can be understood to be in line with their relevant attitudes 

(Svavarsdóttir, 2014). For example, if someone has an attitude of preservation regarding historical 

objects, then the attention they pay towards an historical object will likely concern its preservation. 

One’s attitudes in focus may therefore be understood to be related to their attentiveness. If one 

is able to focus on their concern for a specific historical object, they may be able to deliberate on 

methods of how to preserve said object. In other words, values might be harnessed to intentionally 

affect one’s behavior. This mechanism of how attention might help to transform a conception of 

value into action also has some support in empirical research such as psychology and 

neuroscience. Sagiv & Roccas (2021) propose that, insofar as one’s attitudes concerning a value 

are goal oriented, they may be more willing to pay attention to that value in service of that goal. 

Frömer & Shenhav (2022), propose that attention spent on a value may help one to sample that 

value and get acquainted with it, which may also help in the consideration of value-congruent 

choices. In other words, these studies suggest that paying attention to values may aid one in 

making value-informed decisions. 

 

This section has sought to trace a conceivable path from values to decisions and action. It may 

not be the only path, but it is one that explains how a perspective of what is good may serve as a 

guide for decision making. Furthermore, it helps to make sense of another phenomenon: how 

someone might guide the decisions of others using values. If values do inspire certain attitudes, 

and those attitudes suggest a specific kind of attention, then if a given value grabs someone’s 

attention, either implicitly or explicitly, it might be of that specific kind. Recalling the example of 

the efficient tool, the way that it is efficient may reasonably grab someone’s attention such that 

they find an attitude of efficient use, even if they don’t fully comprehend it. The specific kind of 

attention likely does not appear out of thin air. It might be subtly informed by that value’s deliberate 

use in social interactions or things which advance that value’s conception of worth (Klenk, 2021). 

People who may not have an explicit conception of that value may still be exposed to it through 

such means. As a result, someone may attend to a value implicitly or automatically, as a 

preference or bias for example. Whether implicitly or explicitly, one’s attitude concerning a given 

value can be informed by how it is used which may reasonably lead to value-congruent actions. 

This concept will be detailed in detail in the next section. 
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Section 1.3. Values take shape in practice 

As argued, one’s attitude(s) towards a given value gives an indication of what someone may wish 

to do concerning a subject or object which carries such value. This section will argue that acting 

in accordance with a given value, whether in an actual action or an imagined one, is an enactment 

or performance of said value. If an enactment of something allows one to experience that thing to 

some extent, then the same must be true of values. This experience of enactment may be what 

enables one to reflect on values and make changes to their understanding as they see fit (Dewey 

and Tufts, 1936). Thus, this section argues that a value’s enactment is not a ‘final say’ as what 

happens after a value’s moment of enactment continues to shape its meaning in a given culture 

or society. As such, this section will argue that values are continually constructed in practice as 

their ongoing evaluation is used to resolve problematic situations, or conflicts (Gouinlock, 1978; 

Hickman et al., 2011). In accordance with an everyday use which continually shapes them, this 

section will propose that values are predominantly formed in organic, bottom-up processes where 

‘ordinary’ people conceive of what values are worth and how they are good (Wieczorek, 2023). 

However, due to the subjection of values to revision and the potential for unconsidered or 

unreflective uses of values, there exists a vulnerability where a value’s propensity to outside 

influence might be exploited (Grenberg, 2007). 

 

When someone has deliberated on how certain values might help them achieve an objective, 

practically speaking the only way to see if their judgment is correct is to test it through some 

means. One may believe their judgment to be correct to the point of feeling certain, but if they 

wish to produce some perceivable effect then belief is not enough, they must demonstrate. 

Pragmatism suggests two ways this might be possible (Dewey, 1922b). First, a person may act 

on their values in actuality, physically acting on the world whether that be with their hands, mouth, 

keyboard, etc. Second, a person may imagine what acting on their values might look like. In this 

second case, if one wishes to think on the impacts their actions may have in the real world, then 

their imagination should follow suit in the sense that they would do well to account for relevant 

features of real life. Imagination is useful for testing how a value contributes to a goal, particularly 

in scenarios where acting tangibly is not yet preferable. If a person has any desire to eventually 

enact this value in the real world, then they would do well to let their imagination include the 

relevant details of the real world as best they can. As a result, they will likely include details they 

think are physically possible, perhaps details they have experienced in the past, and responses 

and consequences they might reasonably guess based on these details. Dewey (1922a) calls this 
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process Dramatic Rehearsal and it along with physical enactments of judgment allow one to test 

out their values in the world. 

 

Once an enactment of value, real or imagined, is carried out, it is available for reflection. In the 

pragmatic tradition, reflection is a conscious activity which aims at “suggesting alternatives that 

might otherwise be overlooked, and stimulating greater consistency in judgment” (Dewey and 

Tufts, 1936, p. 175). The aim is to examine a previous decision to see what worked and what did 

not work. Succeeding in one’s objective may help to confirm the relevant strategy while 

alternatives may arise out of instances of failure. If one’s enactment of value fails to produce the 

expected effect, then if they wish to continue their project, they would do well to consider what 

they may have missed. If a missed detail is discovered, the decision-maker can utilize this 

information to help suggest an alternative. For example, imagine some person values a certain 

friendship and attempts to enact this value with a loving embrace. However, the friend recoils 

from the embrace, denying the advance. Why might this attempt have failed? Perhaps there is 

some unresolved hurt that needs dealing with first, perhaps there is danger present and now is 

not the time, or perhaps the hug is simply unwelcome. Whatever the case, the failed attempt to 

enact a given value requires a readjustment in judgment should another attempt be made if 

deemed appropriate. 

 

One option for improving judgment may be to adjust the values someone holds. Perhaps, to better 

fit, one’s attitudes need to be increased or decreased by some degree. Perhaps, if a value is to 

fit with a new circumstance, a redefinition is in order. As specific enactments of value fail in some 

measure to achieve the goals they aim for, and as new advancements in society suggest re-

examinations of old enactments of value, new and possibly improved understandings of those 

values may be necessary. It is for this reason that values may be adjusted in practice. As a result, 

it is likely inappropriate to think of values as fixed entities to be found “already in existence” 

(Gouinlock, 1978, p. 223). Values are concepts which allow for reflection on past and present 

circumstances. However, since they help qualify what is desirable, pragmatism understands 

values to be predominantly future oriented concepts, even if someone’s desire is merely to 

maintain the current state of the object of their desire. As a result, values can be considered works 

in progress to the extent that they help guide ongoing decisions that may require adjustment upon 

reflection. 
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Values may also be considered social concepts. Humans are social creatures whose goals and 

actions bump into each other – aiding, avoiding, or hindering one another. Values are by extension 

often social concepts in two senses. First, values are social in the ways that individual value 

practices are often experienced by others (Wieczorek, 2023). Human decisions often impact the 

world around them which includes both nature and other creatures. Human actions have the 

power to profoundly change the conditions of their environment. If certain conditions are able to 

be perceived by others, then they may also be able to reflect on those conditions to inform their 

own decision-making. Thus, any change to the environment enacted in accordance with some 

value might be socially perceived and reflected on. Second, values can be social in that many 

individuals may have an agreed upon understanding of certain values. This latter social depiction 

of values pushes back on the notion that values could be universal. Some goods may very well 

be universal, but none will have a perfect judgment of such a good (Grenberg, 2007; Kaag, 2013). 

If ‘good’ is something human made, whether through one’s work or sentiment of desire, then 

judgment will be required in the making. If ‘good’ is an a priori concept to be found in the world, 

then judgment will be required in the finding. Explicit values, as concepts which require judgment, 

will thus likely require some agreement in judgment if an understanding is to be socially practiced. 

 

The ability to perceive and experience some enactment of value is not limited to some explicit 

conceptualization of that value, it may be implicit as well. For example, De Monticelli (2019) thinks 

of how a ferocious mask might frighten a child without that child knowing the value of ferocity. 

That, she claims, “says something about the nature of values” (p. 118). I argue that this says that 

though the contents of some enactment of value is not limited to some predefined entity (Boenink 

and Kudina, 2020) values are not concept free either. A fierce mask may frighten a child; that fear 

and subsequent desire to perhaps get rid of the mask suggests some implicit concept of what it 

means to them. As soon as that child attempts to explain all of this, then explicit conceptions will 

be needed. Sometimes one discovers that the conceptions they are attempting to explicate have 

already been made by others who preceded them, and those earlier depictions may have an 

influence on the value holder’s understanding. What this example means to demonstrate is that 

values might be conceived of as works in progress which may arise implicitly and form through 

social discourse or practice. 

 

When some value is adjusted as a result of a change in personal or societal circumstances it can 

be considered to be formed or take shape through such processes. Values, as discussed in 

section 1.2, may help guide people to make decisions in their life; they can serve as a part of 
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people’s regular habits or practices. Through these practices a value’s meaning might be given 

or found (Boenink & Kudina, 2020). In other words, to practice some value may allow someone 

to come to a deeper understanding of what it means to them, either implicitly or explicitly. 

However, a person’s practices may need to change if they are to accommodate a relevant change 

in circumstances. If such a change in practice occurs so as to warrant the re-examination of some 

value then the personal or societal meanings of said value may have to change accordingly. In 

other words, “the core meaning of values is constantly being (re-)experienced and worked out 

within these practices” (Boenink & Kudina, 2020, p. 455). 

 

To the extent that the meaning of values continuously takes shape within everyday interactions, 

there exists a vulnerability. As this section argued, no attitude towards a given value is final. 

Values are subject to change which may come about through societal influence (Wieczorek, 

2023). Likewise, since people have the potential to unreflectively or inconsiderately use values, 

people may be vulnerable to this influence (Grenberg, 2007). If an agent were to be able to 

interject themselves into these everyday interactions, they might have the potential to change 

how values are enacted. Such an agent might suggest certain values as more or less important 

than they are currently understood in a given society or culture. They could capitalize on specific 

ways that humans fail, psychologically for instance, and trick people into adopting values they 

otherwise might not. To analyze this possibility, the next section will introduce and discuss 

manipulation. 

Section 1.4. Manipulation may influence values 

This section will discuss what manipulation is and how it functions before finally elaborating on 

how manipulation can tamper with a person’s values. A common characterization in academic 

literature depicts a manipulator as a kind of puppeteer ‘playing’ with their targets by pulling at 

certain ‘strings’ to evoke specific responses. Such ‘playing with’ can go unnoticed and, in fact, 

may be quite a bit more effective the longer it does (Sunstein, 2016; Susser et al., 2019; Cohen, 

2023). As a result, manipulation may inflict two potential harms to its victims: a loss of autonomy 

and the acceptance of unchosen values. Autonomy can be considered to be the ability to govern 

one’s own life or to decide for oneself how they ought to live (Susser et al., 2019). 

 

Before diving into the discussion on manipulation, the difference between deception and 

manipulation must be discussed as there is some disagreement over whether deception 
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encompasses manipulation or vice versa. This distinction is important as any two articles which 

discuss these as different concepts may, in fact, be concerned with the same thing. This will be 

particularly relevant in the next chapter which will dive into Dark Patterns, otherwise known as 

Deceptive Patterns. Despite the name, I will argue that Dark Patterns are predominantly 

concerned with the manipulation of end users, and so definitions here are warranted. The primary 

difference between deception and manipulation, I argue, is the outcome they are after. 

  

Deception attempts to alter a person’s belief about matters at hand such that they become 

mistaken or deluded (Cohen, 2023). There need not be a specific intention of what the deceived 

person is to do with that mistaken belief; the deception may merely conceal something the 

deceiver wishes to remain unnoticed. Deception, therefore, is inherently covert as once it is 

discovered, the mistake is revealed (Sunstein, 2016). For example, a pedestrian may lie that they 

have no spare change when asked for some by a person experiencing homelessness. The 

pedestrian may not have a specific outcome in mind aside from merely hiding the fact of their 

available wealth. However, deception may, sometimes, go as far as to seek a more specific 

outcome from the alteration of the deceived’s belief (Susser et al., 2019). Here deception crosses 

over explicitly into the realm of manipulation. 

 

Where deception aims to alter belief, manipulation seeks to alter a person’s behavior, often 

against their self-determined choices. The goal of manipulation remains distinct from deception. 

Manipulation “interferes with the workings of judgment” i.e., the ability to reflect and deliberate, 

rather than altering the input of judgment as deception does (Cohen, 2023, p. 299). While both 

deception and manipulation therefore interfere with judgment in some way, there is a specific aim 

of what a manipulated person is to do, often in the favor of the manipulator. This is the feeling of 

puppeteering mentioned earlier as experienced when one attempts to govern a person’s actions 

and decisions by pulling at certain ‘strings’ (Mildner et al., 2023). For example, perhaps an 

advertiser wishing to pull at the heartstrings of a viewer decides to evoke nostalgia by using 

images of happy families in their latest advertisement, implying that purchasing their product will 

make their customers likewise happy. While the degree of manipulation at play might be rather 

soft, it is at work in this example in the sense that the advertiser’s aim is to alter the emotions of 

their audience to better guarantee the desired behavior, namely purchasing the advertiser’s 

product. Conceivably, the audience may well be aware of this process, and so manipulation need 

not be covert (Sunstein, 2016). 
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Manipulation fails to respect the reflections and reasons of a decision-maker. In line with this 

notion that manipulation seeks to alter behavior, Sunstein (2016) argues that “an effort to 

influence people’s choices counts as manipulative to the extent that it does not sufficiently engage 

or appeal to their capacity for reflection and deliberation” (p. 216). Manipulation is problematic in 

the ways it seeks to overwrite a person’s decision-making processes insofar as a person’s 

decisions are based on the choices and reasons available to them. When successful, 

manipulation makes the manipulated person an instrument of the manipulator. As a person’s 

decisions fall in line with the manipulator’s desires their own autonomous deliberations may go 

unacknowledged and disrespected. 

 

The intent of manipulation is to get the manipulated person to do as the manipulator pleases. 

These aims may sometimes be thought to be in the best interests of the manipulated, as is the 

case with some paternalistic justifications (Susser et al., 2019). However, manipulation carries a 

risk that the interests of the manipulator will be prioritized over the subject being manipulated. In 

either case, “the problem with the manipulator is that he lacks relevant knowledge about the 

chooser’s situation, tastes, and values” (Sunstein, 2016, p. 228). Though large tech companies 

like Google sometimes justify manipulative acts by claiming to be able to know their users better 

than they know themselves (Zuboff, 2015; König, 2022), they necessarily lack such first-hand 

knowledge. So, any conclusions about their user’s situations, tastes, and values that are not made 

explicit by their customers are, at best, inferences or presumptions. The experiences, tastes, and 

values a given manipulator can know best is their own. As a result, it is often easier for a 

manipulation to be aligned with the manipulator’s own interests rather than the interests of the 

manipulated. 

 

Through the act of a successful manipulation, a manipulator may change the context through 

which the manipulated person acts. If someone were to be manipulated into allowing their 

personal data to be collected by some company then their context would change such that the 

company now has access to this data. Furthermore, this context carries the risk of reflecting the 

manipulator’s interests rather than those of the manipulated. This is acutely the case when 

manipulation is systematically enacted, i.e., sustained “through ongoing social feedback and 

comparison” (König, 2022, p. 1378). As a result, manipulation has the potential to not only change 

targeted behaviors, but also change an individual’s broader practices as they relate to the context 

of manipulation. Practices are developed within contexts and, like values, may have to adapt to 

new and unique circumstances (Dewey, 1922b). For example, say an individual is purchasing 
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their first smartphone and, when setting it up, is asked to consent to the phone using their personal 

data. They decline for personal reasons, but each day thereafter the phone nags the user with 

consistent pop-ups, re-asking for data. One day, tired of the inconvenience of the pop-ups, the 

user gives in and accepts the phone’s use of their personal data (Luguri & Strahilevitz, 2021). 

This user now lives in a new world where their data is out there to be utilized as desired by, at 

least, their phone company; their context has changed and, as a result, their practices may need 

to adjust so as to account for this change. 

 

Due to the potential for manipulation to effect a person’s practices, it may also have an impact on 

personal values. On this account, the goal of manipulation is “to hurry, evade, or undermine 

deliberation, and thus to encourage decisions that may or may not align with an individual’s 

deeper, reflective, self-chosen ends and values” (Susser et al., 2019, p. 9). This not only deprives 

the manipulated of their autonomy and the respect that entails (Sunstein, 2016), it also has the 

potential to influence how that individual chooses or changes their goals and values. Continuing 

with the new smartphone user example, this person now lives in a reality where their personal 

data is owned by a company to be used as desired. Perhaps this decision was made out of 

frustration and becomes something this person regrets. In reflecting on this decision and looking 

forward they have a few options. They may try to reverse their decision which, if possible, will 

return them to the manipulative nagging of before. They may try to account for this new reality 

and disable any targeted advertising (which often comes with consenting to the use of data, see 

Papadopoulos et al., 2017) and practice awareness of further manipulative strategies. Or they 

may try to justify their decision, convincing themselves that it was a ‘good enough’ choice to make. 

In these latter two cases, new values or changes to old ones will likely be required to 

accommodate these new practices. This person’s value of privacy, for example, may need to 

adapt to include exceptions in the first case or decide that privacy is perhaps less valuable than 

they previously thought in the second case. This would not have been the case had the 

individual’s initial autonomous decision been respected. 

 

In short, when manipulation effects behavior it also effects practice, so to the extent that values 

take shape in practice manipulation may influence values. The changes that manipulation can 

make to one’s context, practice, and values may have a broader influence on other behaviors 

related to those contexts, practices, or values. As discussed earlier, choices and decisions play 

a crucial role in value practices. When those decisions are not fully autonomous the 

consequences, including changes to values, may go unnoticed or unchallenged. Any values 
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adopted or adjusted as a result of manipulation may persist durably and dynamically across a 

multitude of situations. Values are deeply held and may be deliberately enacted, yet they are 

susceptible to other people who act with their own intentions as well. For example, in an effort to 

bypass reflective systems, manipulations may seek to foster habitual responses that steer 

towards the manipulator’s intentions (Sunstein, 2016; Susser et al., 2019). Any values at play in 

the context of that habituation may also be informed by that context. Manipulation, therefore, may 

favor the values of the manipulator over the manipulated in persistent and pervasive ways. Now 

that the way manipulation can alter values has been argued, the next chapter will get into how 

this can happen online through the use of Dark Patterns. 

Chapter 2 - Values and Dark Patterns 

Chapter 2 Introduction 

This chapter will explain what Dark Patterns are, where they come from, how they manipulate, 

and argue for why that matters concerning values. Dark Patterns are digital interfaces which 

“make it difficult for users to express their actual preferences, or manipulate users into taking 

certain actions” (Luguri & Strahilevitz, 2021, p. 44). Through the presentation of on-screen 

options, Dark Patterns trick, frustrate, confuse, or otherwise coerce end users into making choices 

that are often not in their best interest (Gray et al., 2018). Dark Patterns arose in User Experience 

(UX) design as the results of A/B testing performed rapidly and in real time online. An A/B test 

randomly issues two similar but notably different variants of a given interface to the users of a 

software application and measures which is more successful at achieving the designer’s goals. 

Through the use of these tests within UX, developers found design patterns which engineered 

seamless use but also seamless influence (Luguri & Strahilevitz, 2021; Mildner et al., 2023). 

 

A point of discussion gaining traction in UX and HCI today is how these designs often get end 

users to act against their own self-interests (Gray et al., 2018; Susser et al., 2019). Despite the 

evidence of their manipulativeness, Dark Patterns are liberally used, especially on the most 

popular websites and applications (or apps) available today. Though end users often struggle to 

identify specific implementations of Dark Patterns, many negative impacts are personally 

experienced in ways that leave them feeling helpless (Luguri and Strahilevitz, 2021; Bongard-

Blanchy et al., 2021; Gray et al., 2021). I argue that, based on the evidence, this is deliberate. 
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Platforms which implement Dark Patterns know of their effectiveness and (should) know of the 

harm they can cause. Social media platforms, or ‘platforms’ for short, are online virtual spaces 

that are engaged through a website or app where end users can socially connect to create, share, 

consume, and engage with content. 

 

Due to the funding strategy of platforms, namely by Venture Capital, the designers’ fiduciary 

duties to their funders may be held in higher regard than their responsibility to respect the 

autonomy of their end users. This results in a system which consistently holds a platform’s values 

as higher than personal or societal values and attempts to manipulate end users to do the same. 

As a result, to the extent that values are formed in practice, one’s personal values are likely to be 

unduly influenced by such a system. 

Section 2.1. A brief history of Dark Patterns 

Dark Patterns are reusable software solutions which exploit a user’s decision-making 

vulnerabilities (often psychological) through the way they organize information on screen. 

Specifically, Dark Patterns organize on screen information in ways that are considered to exploit 

cognitive biases. They trick, or coerce the user into taking specific actions that are often against 

their own self-interest (Gray et al., 2018; Susser et al., 2019; Mildner et al., 2023). Dark patterns 

were first discussed in the field of User Experience (UX) design by Harry Brignull in 2010 as “tricks 

used in websites and apps that make you do things that you didn't mean to, like buying or signing 

up for something” (Brignull, 2010). Such patterns were often integrated into a platform’s algorithm 

which dictated proprietary methods of delivering content and were thus protected as a trade secret 

(Zuboff, 2015; Luguri & Strahilevitz, 2021). Since then, taxonomies have been developed which 

categorize the increasing corpus of Dark Pattern types and the design strategies to which they 

contribute. 

  

As of 2023, Mildner et al. has composed a list of at least 81 specific Dark Patterns (p. 7). Other 

researchers like Luguri & Strahilevitz (2021) believe such a list may be too long and choose to 

limit their list to a more modest 27 variants (p. 53, see Table 1 at the end of this section). Some 

of the most common variants include ‘nagging’ which repeatedly prompts the user to accept 

something the platform desires, sometimes without the option to permanently decline. Google has 

used a nagging approach to their location service agreements where an end user can ‘Agree’ or 

‘Disagree’ to allow Google to collect location data on a user’s device at all times (Gray et al., 
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2018). If the user disagrees Google will ask again at another time, but if the user agrees Google 

will stop asking and continuously collect location data. Another common example is termed 

‘privacy zuckering’ which tricks end users into sharing more information about themselves than 

they meant to (Gray et al., 2018). Named after Mark Zuckerberg, this dark pattern has been 

infamously utilized by Facebook where they collected and used more personal user data than 

their users could reasonably determine from Facebook’s terms of use. 

 

Each Dark Pattern follows in a similar pattern. Through the presentation of on screen options Dark 

Patterns make certain options easy to choose and other options difficult or impossible to choose 

where the easier options tend to be ones that benefit the platform most. A potential reason for the 

vast number of dark pattern variants is simply “because the internal, proprietary research 

[performed by platforms] suggests Dark Patterns generate profits for the firms that employ them” 

(Luguri & Strahilevitz, 2021, p. 45). In other words, designers are good at finding many specific 

and profitable ways of influencing the decisions of their users. Through their influence on 

behavior, Dark Patterns manipulate end users, interfering with their capacities to autonomously 

reflect and deliberate on relevant decisions in noticeable ways (Bongard-Blanchy et al., 2021; 

Gray et al., 2021). How Dark Patterns accomplish this and the ways they interfere with end users 

will be explained in this chapter. 

 

The origin of Dark Patterns traces back to early internet commoditization in multi-channel markets. 

A channel, here, is a route or method for a given firm to “market their products and services” 

(Langley and Leyshon, 2017, p. 17). Prior to the advent of the internet, markets relied more on 

physicality - whether that be a location where exchange takes place, such as a stock exchange 

building, or a physical product. Buyers and sellers were connected via businesses which 

intermediated that connection linking their value to each other more or less directly. What the 

internet changed, according to Langley and Leyshon (2017) was the role of businesses in this 

intermediation. Online spaces were no longer merely a place that fostered connections between 

buyers and sellers, they became platforms “actively curating connectivity” (p. 15). These online 

spaces were not only connecting people together, but fostering creative interactions between 

users in the form of content. As content creators, users are considered to co-create value in the 

sense that they create reasons for other users to use the respective online space (Langley and 

Leyshon, 2017). 
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Many platforms only became profitable businesses well after their creation due to a popular 

modern investment model that allowed for ex post financial justification known as venture capital. 

Venture capital investments are inherently risky as they fund “early-stage emerging companies 

with little to no operating history but significant potential for growth” (Baldridge, 2022). Thus, 

though emerging platforms may not have any business experience, as long as they have a plan 

to scale up within their respective market, they retain the potential for a huge return on investment. 

Venture capital firms know of the risky nature of their investment and so expect losses. However, 

they also expect that the platforms which do succeed will be ‘home runs’ and realize returns that 

greatly exceed the losses on the failed platforms (Langley & Leyshon, 2017). Thus, there is a high 

expectation for platforms to prove that they are one of those home runs. Assuming that a venture 

capital firm has funded enough of these high-risk but high-reward startups, the firm is considered 

likely to gain more than they lost. As a result, venture capitalism became the machine that drove 

platform startups which required “confidentiality and privacy to protect intellectual assets” (Fields 

et al., 2020, p. 463). Since a firm’s portfolios of the platforms that they invest in are sensitive, so 

too is each platform’s algorithms, and the whole package is protected as trade secrets (Luguri & 

Strahilevitz, 2021). This may be the reason that platforms have historically received little 

regulatory oversight and, as a result, may not have been incentivized to evaluate any problematic 

outcomes of their connectivity algorithms (Zuboff, 2015). 

 

The term ‘algorithm’ as it is used colloquially often denotes a computational procedure that is 

“distributed, probabilistic, secret, continuously upgraded, and corporately produced” (Seaver, 

2017, p. 3). Distributed, here, refers to the ways algorithms are disseminated throughout the 

societies they enter. As such, algorithms become culturally responsive in the sense that their 

development often includes multiple regional variants which make adjustments based on the 

relevant features of various local cultures. As platforms collect vast amounts of digital data they 

use algorithms as one of the main tools to automatically analyze this data to figure out ways to 

keep a variety of people coming back. As platforms are digital spaces, ‘coming back’ has to mean 

something different to a traditional brick-and-mortar store. As such, a platform and its algorithm 

measures success, in part, with attention, i.e., the number of users and the amount of time they 

spend using the platform (Langley & Leyshon, 2017; König, 2022). 

 

A platform’s algorithm often measures the ability to successfully capture end-user attention 

through the use of rapid A/B testing, otherwise known as continuous experimentation. In an A/B 

test, “two software variants, denoted as variant A and variant B, are compared by evaluating the 
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merit of the variants through exposure to the end-users of the system” (Quin et al., 2024, p. 2). 

These two variants are pushed out to random users of a given platform, some experience variant 

A while an equal portion of others experience variant B. The software variant that performs better 

for some specified purpose is either selected as a feature to appear in a broader design framework 

and/or pitted against other variants in further A/B tests. Furthermore, this process can be, and 

often is, automated (Quin et al., 2024). This, I argue, is what the term ‘algorithm’ often means in 

popular western culture: the automated continuous experimentation that leads to the 

personalization of apps and websites. Since a major concern for platforms is keeping end user 

attention on their website or app, these A/B tests were initially optimized for attracting and 

maintaining attention. Such optimization came about from the recognition that platforms need to 

“invest in behavior design to create new habits that repeatedly bring producers and consumers 

back to the platform” (Choudary, 2015, p. 21). 

 

Once a platform has proven its capacity to capture and keep an individual’s attention, advertising 

becomes a lucrative revenue model. Software companies quickly realized that advertisers may 

purchase a selection of screen time and digital real estate on a given platform to capitalize on the 

attention the platform had garnered. However, this softer method of behavior design has today 

evolved into what is known as behavioral-targeted advertising (Zuboff, 2015; Langley and 

Leyshon, 2017). These types of advertisements offer ultra-specific products based on an end 

user's data generated from platforms and sold in Real Time Bidding (RTB) auctions to advertisers. 

As a result, this system that posited consumers as users which co-create value has shifted 

towards treating these users as products themselves (Papadopoulos et al., 2017). 

 

A platform’s continuous experimentation has evolved to the point where, today, their behavioral 

influence extends far beyond mere attention and advertising. Through the use of A/B tests, firms 

can find very subtle ways of influencing many different online behaviors of their end users (Luguri 

& Strahilevitz, 2021). Attention still remains an important behavior to influence, but other 

behaviors have been discovered to be influenceable as well such as the acceptance of cookies, 

the purchase of unwanted products or services, and the giving up of personal data (Gray et al., 

2018; Mildner et al., 2023). No longer are the platforms which utilize these Dark Patterns satisfied 

with keeping consumers coming back to them, they now seek to directly influence many specific 

behaviors of their end users. 
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Dark patterns are a product of this so-called ‘platform capitalism’, or the systematized financing 

of digital platforms to “realize a return on capital” (Langley & Leyshon, 2017, p. 22). Table 1 

provides a summary of the numerous variants of Dark Patterns and briefly describes what they 

do (for screenshots of some examples, see Appendix A). The story of their origin is important to 

see how systemically embedded they are. They are not just a feature of the last decade, but 

something that has been evolving over the past few decades at least. Dark patterns are 

intertwined with novel investment strategies, the invention of the internet, and other technological 

advancements, as well as behavioral psychology among other things (Langley & Leyshon, 2017; 

Thies et al., 2019; Luguri & Strahilevitz, 2021). The history of Dark Patterns is important to know 

because what is wrong with Dark Patterns, as argued in the next section, stems from the system 

they were born out of, namely one that has learned that the most profitable ventures are those 

that prey on people’s weaknesses and vulnerabilities (Zuboff, 2015; Gray et al., 2021). This may 

not be surprising, but this thesis will argue why it is especially concerning when it comes to Dark 

Patterns. 
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Table 1. Summary of existing Dark Patterns, taken from Luguri & Strahilevitz (2021, p. 53) 
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Section 2.2. How Dark Patterns manipulate 

The paramount desired behaviors a platform has for its users is either to get that user to pay for 

something on the platform, to get the user to do something someone else has paid for, or to nudge 

a user in either of those directions (Papadopoulos et al., 2017; Langley and Leyshon, 2017). A 

major goal of platforms, based on the venture funded laissez-faire system, is of course to make 

money. To be profitable, the behavior design of platforms generally must find a way to get their 

end users to pay for something (Gray et al., 2021; Luguri and Strahilevitz, 2021). Dark Patterns 

are an effective way of manipulatively achieving this goal. This section argues that Dark Patterns 

manipulate people by exploiting cognitive biases in the design of the on-screen choices (Willis, 

2020). These cognitive biases encourage the user to act automatically which undermines any 

careful or considered thinking – a hallmark of manipulation (Sunstein, 2016; Susser et al., 2019). 

They achieve this form of manipulation through continual experimentation and design iteration 

which tests and implements ways which have been proven the most successful in getting the end 

user to do as the platform wishes (Quin et al., 2024). These methods are not only effective but 

often negatively experienced, in some capacity, by end users as they coerced into decisions that 

they would otherwise not wish to make (Gray et al., 2021). This section starts with a technical 

example of how manipulation can be automatically formed in design. 

 

The A/B testing utilized for capturing and keeping a user’s attention is now being used to design 

for optimally effective manipulations. For example, the United States Federal Trade Commission 

(FTC) recently took action against the personal finance company Credit Karma for false 

advertising (Division of Financial Practices, 2022). Through automated A/B testing, Credit Karma 

learned that they could increase click-through rates on their advertisements with a false 

statement. Falsely stating that their users had been “‘pre-approved’ for a credit card” yielded more 

optimal click-through rates than the same advertisement stating viewers had “‘Excellent’ odds of 

being approved” (Division of Financial Practices, 2022, p. 3). As a result, Credit Karma chose to 

deploy the more deceitful yet effective option. Although neither the attempt to find the most 

effective advertisement nor the use of deceit in advertisement are new, what is new is that these 

processes are now automatically tested in real-time and in an online environment at the fingertips 

of the customer. This continuous experimentation efficiently discovers effective ways of getting 

users to do what the designers want (Willis, 2020). 
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In terms of their effectiveness, Luguri and Strahilevitz (2021) claim to have performed the first 

studies that publicly demonstrate the power of Dark Patterns. Prior to this point, the evidence of 

the effectiveness of Dark Patterns was based predominantly on their ubiquity. After Harry 

Brignull’s coining of the term in 2010, researchers, practitioners, journalists, and policy makers all 

began to identify a wide corpus of Dark Patterns found in the many corners of the internet (Gray 

et al., 2018; Susser et al., 2019). This led Luguri and Strahilevitz (2021) to claim that the 

prevalence of Dark Patterns suggests their effectiveness and to attempt to prove that claim. Their 

own experiments tested known Dark Patterns (e.g., false hierarchy and confirmshaming, see 

Appendix A for examples of each), which ranged from mild to aggressive, against no Dark 

Patterns (i.e., a straightforward choice). The results of these experiments suggest that “Dark 

Patterns are strikingly effective in getting consumers to do what they would [otherwise] not do 

when confronted with more neutral user interfaces” (p. 46). Dark patterns are so effective, in fact, 

that they may increase the acceptance of platform preferences by two to four times over the 

neutral interface rates (Luguri and Strahilevitz, 2021). 

 

The way Dark Patterns achieve this level of effectiveness is by interfering with a user’s reflective 

capacities and judgment. They undermine the user’s deliberation and encourage decisions which 

have no regard for that individual’s intentions or values (Susser et al., 2019). In psychological 

terms, Dark Patterns are considered to encourage what is known as ‘System 1 decision-making’ 

and discourage ‘System 2 decision-making’. “System 1 is the automatic, intuitive cognitive 

system, prone to biases and to the use of heuristics, while System 2 is more deliberative, 

calculative, and reflective” (Sunstein, 2016, p. 222). This ‘encouragement’ is performed by 

“altering online choice architecture in ways that are designed to thwart users’ preferences” and 

exploit their cognitive biases (Luguri and Strahilevitz, 2021, p. 52). For example, ‘roach motel’ is 

a dark pattern which makes it easy to sign up for an online service and much more difficult to 

cancel said service. Like roaches, such subscriptions can be difficult to eliminate. The tactic 

depends on making a user more comfortable with signing up due to the promise that they can 

cancel anytime, while actual cancellation is made confusing and tedious. Sony has been accused 

of using a roach motel in their PlayStation+ subscription (Luguri and Strahilevitz, 2021; see 

Appendix A for a screenshot). Through the exploitation of cognitive biases by the curation of on 

screen choices, Dark Patterns undermine a user’s reflection and deliberation. 

 

As manipulation “does not sufficiently engage or appeal to [one’s] capacity for reflection and 

deliberation” Dark Patterns may therefore be understood to be manipulative (Sunstein, 2016, p. 
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216). They “interfere with the workings of judgment” (Cohen, 2023, p. 299), pulling on different 

psychological strings to influence the decisions borne out of that judgment. The coercive 

strategies that Dark Patterns employ consistently prioritize action possibilities that shareholders, 

say, would find desirable. When using an interface that utilizes Dark Patterns, a user’s potential 

actions are limited in the ways Dark Patterns frustrate their available actions which do not benefit 

the platform. This frustration may materialize in ways that detract from options users should (e.g., 

legally) have within the interface but are undesirable for the company to let their users take (Gray 

et al., 2018). For example, putting an item in someone’s virtual basket while online shopping is 

arguably something the end user should have control over. However, the Dark Pattern known as 

‘sneak into basket’ (see Table 1), attempts to covertly add an item to the shopper’s basket which 

they may unknowingly pay for if the item remains hidden. Such tactics can be considered to be 

anti-user in the sense that they consistently deprioritize the judgment of users. 

 

These manipulated decisions may be ones that an end user would rather not make had they been 

able to determine their own choices (Gray et al., 2021). Though certain options may be the most 

desirable to a given user, when they are made to be more difficult to pick than others, people may 

reasonably choose options of lesser resistance. For instance, though an end user may prefer to 

deny consent to the use of cookies, if that option is obfuscated or made more frustrating and the 

option to consent is made less difficult, then they may be persuaded to consent despite their 

preference. This is supported in recent research, both in terms of effectiveness and in consumer 

self-reporting. When users are made aware of Dark Patterns, they may regret or otherwise dislike 

the ultimate decision they made as the result of Dark Patterns, indicating a mismatch between 

the decision made and their preferences (Luguri and Strahilevitz, 2021; Bongard-Blanchy et al., 

2021; Westin & Chiasson, 2021; Borberg et al., 2022). For example, many people are dependent 

on online services that use cookies which track their personal data across websites and apps. 

However, despite feeling concern over consenting to the use of cookies or outright distrusting 

websites that use cookies, users may feel that they have no choice but to consent due to Dark 

Patterns like nagging and privacy zuckering (covered in section 2.1.). This may result in a 

“perceived lack of control over their data” (Borberg et al., 2022, p. 10). It is this kind of disregard 

for people’s self-determination through the undermining of their deliberation in the interest of a 

platform that makes Dark Patterns manipulative (Susser et al., 2019). 

 

Though Dark Patterns may have specific objectives, end users often lack the ability to 

comprehensively understand what those objectives might be. In their recent research, Gray et al. 
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(2021) ran a survey seeking to understand how users experience the manipulative power of Dark 

Patterns. Their findings suggest that people struggled with initially identifying Dark Patterns as 

well as any sense of manipulation that followed that initial judgment. This covert aspect of Dark 

Patterns can make personal inquiry into meaningful options difficult (Tschaepe, 2018). However, 

many study participants were widely capable of noticing that “something is ‘off’” although unable 

to describe precisely what may be driving that feeling (Gray et al., 2021, p. 19). When a participant 

was able to identify a specific instance of manipulation, they were likely to describe it as 

distressing or confusing. Gray et al. (2021) argue that this kind of research can help raise 

awareness. However, though important, awareness may not be enough to counteract the 

“likelihood to be influenced by manipulative designs” (Bongard-Blanchy et al., 2021, p. 771). To 

really counteract Dark Patterns, more than mere awareness may be required, which this thesis 

will discuss in chapter 3. 

 

So, Dark Patterns are effective at manipulating users of platforms who struggle to discern what is 

happening to them. This alone is concerning but the pervasiveness of Dark Patterns may indicate 

a more sinister issue. For more than a decade now, platforms have been using Dark Patterns in 

online social spaces, shaping the habits of consumers for lasting engagement. Together, venture 

capitalists, advertisers, and platforms have formed an architecture for e-commerce that has the 

potential to “sustain practices that heavily intervene into society and social relations on a structural 

level” (König, 2022, p. 1378). Though it is individuals who experience the negative repercussions 

of Dark Patterns, any one individual is not so important for a successful platform so long as the 

systemic structure remains intact and broadly effective. Thus, end users become an expendable 

commodity (Zuboff, 2015). In other words, Dark Patterns stem from a system that values its 

people predominantly as means to a profitable end. So, what happens to the people living in such 

a system that constantly seeks to manipulate their behavior? Before answering that question in 

section 2.4 and in the subsequent chapter it will be necessary to clearly demonstrate that people 

do live in such a system. 

Section 2.3. The systemic nature of Dark Patterns 

Now that the ways Dark Patterns can manipulate has been explained, this section will detail how 

Dark Patterns exist as a part of a systemic issue which is, namely, the acceptance of rapidly 

performed mass manipulation. Here I mean acceptance in a descriptive sense, not a normative 

one. I do not mean to say that Dark Patterns are or should be accepted in a legal, regulatory, or 
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standard sense but that Dark Patterns have become so prevalent in online platforms that many 

of their instantiations have come to be expected (König, 2022). This section will argue that many 

times Dark Patterns are used in tandem with one another to comprise a system that is more 

complex and potentially more difficult to resist in terms of their manipulative power (Westin & 

Chiasson, 2021). This systemic embedding of Dark Patterns within platforms used in everyday 

interactions have become normalized and it is something that both the industry and end users 

may have come to expect. Part of this expectation may be a financial one, where executives and 

designers may feel a stronger sense of responsibility towards their investors than their end users. 

This financial responsibility may be seen to justify the use of Dark Patterns either implicitly or 

explicitly in the development context (Gray and Boling, 2016). The end result of this system, I 

argue, is that the end user regularly experiences manipulation which degrades their consumer 

control (Luguri and Strahilevitz, 2021). 

 

I argue that Dark Patterns comprise a systemic problem for the end users of platforms. An issue 

is systemic when it relates to the whole of some system or can be found distributed throughout it. 

It need not be found in every corner of the system, but cannot be isolated to one or two instances 

within the system either. To be systemic, something must be found throughout a system such that 

a relevant person who participates in that system is likely to experience some aspect of that thing. 

A systemic problem is a problem found throughout and within many different aspects of a system. 

This section will demonstrate how Dark Patterns are distributed throughout the system of online 

social media platforms. The impact of Dark Patterns, which the previous section argued is often 

problematic, is experienced at many different points throughout a platform capitalistic society. 

 

Dark patterns are numerous and can work cooperatively to achieve some manipulative aim. The 

sheer number and variety of Dark Patterns has been offered as evidence of their effectiveness. 

As discussed in this chapter, some academic sources presume that the reason they are so 

numerous is because the industry firmly believes they work due to the evidence of A/B testing 

(Gray et al., 2018; Luguri & Strahilevitz, 2021; Bongard-Blanchy et al., 2021; Westin & Chiasson, 

2021). Luguri & Strahilevitz’s (2021) study further suggests that multiple Dark Patterns working 

together may increase the effectiveness of their manipulative strategy. In one of the experiments 

they ran, the researchers found that when a subject resisted a single instance of a dark pattern's 

coerciveness, they sometimes fell for another dark pattern implemented soon after the first. This 

suggests that even when people are capable of resisting some Dark Patterns, they may still 

remain susceptible to others. Dark Patterns may have a cumulative power that capitalizes on that 
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susceptibility, working together as a set of traps (Luguri & Strahilevitz, 2021). Furthermore, the 

strategy of some Dark Patterns relies upon their repeated use, increasing the number of times 

they may appear on a given platform. Such is the case for patterns like ‘nagging’ (described in 

section 2.1.) and ‘infinite scrolling’ where content endlessly generates as an end user scrolls down 

a page as implemented on platforms like Reddit and TikTok (Gray et al., 2018; Bongard-Blanchy 

et al., 2021, see Table 1 above and Table 3 in Appendix B). The liberal use of Dark Patterns on 

platforms indicates they may be a regular encounter for many end users. 

 

Online platforms, and by extension the Dark Patterns they implement, are ubiquitous and 

pervasive to the point that they have become an everyday experience for their users (Langley 

and Leyshon, 2017; Westin and Chiasson, 2021; Bongard-Blanchy et al., 2021). Platforms are 

quite commonly used globally, but especially so in the Western world (Langley and Leyshon, 

2017). Many users have come to depend on platforms for many different purposes such as social 

connection, navigation, or entertainment (Gray et al., 2021; Westin and Chiasson, 2021). Dark 

patterns may be present in as much as 95% of the most popular platforms (Bongard-Blanchy et 

al., 2021; Mildner et al., 2023). As a result, end users of platforms are likely to regularly experience 

Dark Patterns and may even expect them when navigating through platforms, even if they cannot 

identify specific instances of them. Research by Bongard-Blanchy et al. (2021), Westin and 

Chiasson (2021), and Borberg et al. (2022) have all pointed to attitudes of end users who 

experience quite a bit of frustration and distress from Dark Patterns but also a sense of resignation 

in some cases. Despite potentially disliking some platform, an end user may rely on that platform 

to fulfill certain wants or needs. Many participants in Gray et al’s (2021) research felt the use of 

specific platforms was necessary either to connect with people, as on social media, or accomplish 

a specific task, such as commuting through a ridesharing platform. When made aware of the 

manipulative efforts being made, these participants expressed sentiments of powerlessness as, 

despite these efforts, they still felt the use of a platform was necessary. 

 

Dark patterns have become common software solutions in the platform industry which may be 

explained, in part, by the notion that a platform’s employees may feel a greater sense of 

responsibility towards their financial investors than their end users. Designers as guarantors is a 

useful concept to trace this problem through. The basic idea is that designers are, at least to some 

extent, responsible for the things they design. To this end, there is a recognized “need for 

licensure and accreditation in engineering disciplines” to ensure quality and protect public welfare 

(Gray and Boling, 2016, p. 979; Jang and Yu, 2008). Despite such accreditation processes 
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mandating ethical training, perhaps as little as 30% of design/engineering students are considered 

adequately prepared to handle ethical decision making, suggesting that the ethics training may 

be lacking. This gives rise to the question, what are these designers being trained to be 

responsible for and to whom? Gray et al. (2018) suggest that the industry expectations may be 

such that designers often focus on guaranteeing short-term successes, such as a successful 

launch, over long term ones, such as consumer well-being. The immediate financial health of a 

platform and the satisfaction of their investors may be aligned with this more short-sighted 

depiction of success. This may be further solidified by the expectation for startups to “demonstrate 

their capacity for revenue growth and thus cost-recovery to investors” (Langley and Leyshon, 

2017, p. 24). Any ethical concerns beyond what can be guaranteed short-term might therefore fall 

to the wayside which may very well include the ethical concerns generated by Dark Patterns. 

 

To summarize, Dark Patterns are numerous, distributed throughout the system of online 

platforms, and may be used conjunctively towards some manipulative aim by the platforms that 

utilize them. They are also commonly experienced by normal everyday users who have come to 

depend on platforms for various reasons. Finally, the focus of designers may be near-sighted 

such that long-term ethical concerns fall through the cracks of their licensure or accreditation 

training. In other words, designers may have a difficult time accounting for certain lasting problems 

within the system they help develop. The culmination of these factors constitute a fairly robust 

systemic problem. The ubiquity, normalization, and indifference regarding the manipulative nature 

of Dark Patterns compiles a bad deal for the end user who may systematically experience 

manipulation in such a way that it degrades their self-determination or self-control (Luguri and 

Strahilevitz, 2021). How this might happen in practice and the relevance of values is where this 

chapter turns to next. 

Section 2.4. Dark Patterns may influence a person’s values 

This final section of this chapter will argue for why and how Dark Patterns may influence personal 

values. As the last chapter argued, manipulation ‘plays with’ people in the sense that it pulls at 

different psycho-emotional ‘strings’ to steer a person’s decisions in the direction the manipulator 

desires. In the pulling of these strings, a person being manipulated has their judgment interfered 

which may decrease their ability to be self-directed while increasing their potential to be directed 

by the manipulator (Cohen, 2023). This evokes a sense that the manipulator may do with others 

as they please. For those of us who have experienced manipulation, “it presumes to decide for 
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us how and why we ought to live” (Susser et al., 2019, p. 4). Since how one ought to live may be 

guided by their personal values and Dark Patterns seek to influence how people live then Dark 

Patterns may likewise influence values. Several studies suggest this may be how end users 

experience Dark Patterns (Bongard-Blanchy et al., 2021; Gray et al., 2021; Westin & Chiasson, 

2021; Borberg et al., 2022). 

 

Since end users must deal with being ‘played with’ in daily online practices, it is reasonable to 

consider how and in what ways their values may be likewise ‘played with.’ Dark Patterns can be 

considered to establish or reinforce impulsive decision-making or make considered decision-

making more difficult (Luguri and Strahilevitz, 2021). Thus, they may often emphasize short-term 

goals, both positively and negatively. For instance, the dark pattern dubbed ‘Testimonials’ (see 

Table 1) utilizes false or misleading statements about some product in the attempt to convince a 

customer to purchase or use said product. A common variant of this dark pattern comes in the 

form of fake reviews which have been known to plague online shopping platforms like Amazon 

(Hill, 2024). A store hosted on a shopping platform might utilize fake reviews to give the 

impression that their product is more reliable or trustworthy than it actually is, potentially 

convincing customers who value trust and reliability to purchase said product. In ways such as 

this, Dark Patterns can play with a customer’s values to try and trick them into believing the 

product aligns with their values.  

 

Dark patterns may today be found as a more regular part of an end-users’ daily practice (Susser 

et al., 2019). Technological advancements have contributed to this in the ways they have made 

connecting online easier via technologies like mobile data and Wi-Fi. Furthermore, computational 

advancements have made mobile devices cheaper, more accessible, and increasingly useful. 

However, Dark Patterns themselves may have also contributed to this marked increase in online 

connectivity, which makes sense given the original purpose they served of capturing attention. 

For example, in recent years many young people have been found to spend around 5 and 1⁄2 

hours per day on social media platforms, “almost a third of the daily active hours of any person” 

(Giraldo-Luque et al., 2020, p. 2). Such a high number of hours spent online is sometimes 

attributed to Dark Patterns which utilize addictive design elements including ‘on-by-default’ 

notifications as well as “pull-to-refresh, infinite scrolling, and auto playing media” (Mildner et al., 

2023, p. 8). The end result is the regular and potentially adverse use of platforms within societies 

where platforms are prevalent. 
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As the previous chapter argued, values can be formed in practice; since Dark Patterns seek to 

change a person’s behavior, Dark Patterns may reasonably be expected to have an influence on 

the values formed within online practices. As manipulation can lead a person “to act toward ends 

they haven’t chosen… for reasons not authentically their own” (Susser et al., 2019, p. 9), they 

may be acting towards ‘ends-in-view’, or values, likewise not their own (Boenink & Kudina, 2020). 

Put another way, if a given personal value is not aligned with a particular attitude prompted by a 

dark pattern, and that dark pattern is successful in manipulating a given person’s action, then that 

personal value may be considered neglected or overridden. Automatic habit formation, 

characteristic of System 1 cognition, may further de-emphasize certain personal values and 

promote values consistent with impulsivity. In cognitive psychology, impulsivity has been 

“associated with increased automaticity of behavior” (Ersche et al., 2019, p. 8). 

 

When a Dark Pattern promotes automatic System 1 type responses, researchers like Giraldo-

Luque et al. (2020) argue that they may suffuse a user’s experience with impulsive and more self-

centered values such as popularity or prestige. For example, when using social media that 

encourages personal photo and video sharing, like Facebook or Instagram, Westin and Chiasson 

(2021) argue that Dark Patterns can pressure users into feeling like they must post to validate 

their experiences. This goes so far in some cases where certain users feel they must post to 

prove they have done something worth remembering. Users of social media can be left feeling 

like a personal experience is not valuable if it is kept private or that it may need to be seen and 

liked by others to be considered valuable. Likewise, the more popular a post is, the more valuable 

the personal experience that the post is about may seem to such users. This idea will be revisited 

in more detail in chapter 3. 

 

Dark patterns may achieve this influence by exploiting psychological impulses or biases 

(discussed in section 2.2) on a systemic scale. Values may constitute reasons for acting. So, 

when Dark Patterns prioritize System 1 cognition over System 2, values that align with impulsive 

System 1 behaviors may be emphasized over values that help govern deliberate System 2 

behavior (Luguri & Strahilevitz, 2021; Sagiv & Roccas, 2021). Thus, values which fit better with 

impulsivity may be more likely to grab the attention of the person being manipulated by Dark 

Patterns. As the previous section argued, Dark Patterns are systemically embedded in online 

platforms. To the extent that a person spends time on platforms they can expect to get regular 

exposure to Dark Patterns and, in turn, many chances for impulsive values to grab their attention. 

Furthermore, the impulsive nature of Dark Patterns means they do not encourage users to be 
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reflective or deliberative which may leave their more carefully considered values potentially 

ignored, altered, or devalued. Thus, Dark Patterns systematically encourage decisions which 

deprioritize an individual’s deeply reflective values (Susser et al., 2019). If this assessment is 

correct, and Dark Patterns do constitute a systemic manipulative practice, then platform 

capitalism signals somewhat of a societal degradation of consumer self-control and autonomy. 

 

In the attempt to capture attention and govern online behavior, platforms create a space where it 

can be difficult to pay attention to anything else which may, in turn, make it more difficult to practice 

self-control. Psychologist and professor Dr. Gloria Mark has been running a study since 2004 on 

attention. Together with her team, Dr. Mark’s results suggest that attention spans, or the ability to 

concentrate, has been steadily decreasing for professionals who use a computer screen. A 

potential reason the team explores is the increase in notifications in recent years which demand 

a user’s attention (Smith, 2023). Notifications meant to capture one’s attention as a part of a 

platform’s alert system can detract from the object of one’s focus, including other platforms. The 

many different notifications for the various platforms one may have access to on their device may 

consequently distract the user as they compete for the user’s attention. Prolonged distraction may 

in turn lead “to problems of self-control and self-discipline” (Giraldo-Luque et al., 2020, p. 7). As 

a result, Dark Patterns may not only be manipulating specific, individual acts, but supporting a 

new norm where concentration and self-control are more difficult to maintain. Concentration and 

self-control are not only desirable characteristics, but essential disciplines for reflection and 

deliberation. 

 

Resisting Dark Patterns and maintaining one’s self-control and personal values can be a 

challenging prospect. The choice architecture implemented and the exploitation of cognitive 

biases attempt to make the choice the platform prefers much easier to select than any alternative 

options (Luguri and Strahilevitz, 2021). When personal values come into conflict with platform 

values, the resolution to that conflict may require prioritizing, balancing, or redefining the values 

at play (Boenink and Kudina, 2020). However, if an end user is consistently manipulated into 

defaulting to what the platform wants, it may likewise be much easier to default to the values of 

the platform rather than going through the effort of prioritizing, balancing, or redefining. These 

latter strategies are slower, more considered, and cognitively taxing when compared to 

automatically defaulting to the platform (Frankish, 2010). To rise to the challenge of resolving 

value conflict likely requires adequate motivation and effort by the value holder. To the extent that 
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a user has already defaulted to a platform’s values, it may be that much more difficult to maintain 

certain personal values which conflict with those of the platform. 

 

Dark Patterns may contribute to an undesirable value formation since they play a substantial role 

in the online experience and thus may influence what one believes their peers and society values. 

The harms to autonomy that Dark Patterns can cause may result in expressions of values that 

are unchosen and undesirable but difficult to resist. To the extent that values are formed in 

practice and serve to further guide action (discussed in chapter 1) Dark Patterns may promote 

the propagation of a platform’s values through their use in practice. With recent studies 

demonstrating that young people already spend up to a third of their day on platforms (Giraldo-

Luque et al., 2020), there is a legitimate space for concern that they will learn more about values 

from these platforms than in their offline lives. If these platform values are more self-centered, as 

argued earlier, then Dark Patterns may establish platforms as spaces which oppose communal 

values and make living together more difficult (Gouinlock, 1978). Some researchers argue that 

the manipulativeness of Dark Patterns alone justify their regulation (Bongard-Blanchy et al., 2021; 

Luguri & Strahilevitz, 2021; Borberg et al., 2022). However, if this further concern is fair, it may 

provide greater ethical proof in favor of the regulation of platform’s use of Dark Patterns. The next 

chapter will argue for the case that Dark Patterns are unethical in the sense that they are 

antithetical to moral values which guide people towards living together. 

Chapter 3 - Dark Patterns and Ethics  

Chapter 3 Introduction 

In this thesis so far, some answers to the research questions have been discussed. First, in 

chapter 1 an answer was offered to the question: how, if at all, can manipulation change an end-

user’s values? In short, when some manipulative act succeeds in manipulating a target, it 

bypasses that person's process of deliberation. If this manipulative act becomes a regular 

occurrence, then it can be considered to form a part of the manipulated person’s regular routine 

or practice. To the extent that values are shaped in practice, this manipulative act has the potential 

to shape some of the manipulated person’s values to be more in line with those of the manipulator. 

Second, in chapter 2 an answer was offered to the question: how might manipulation be designed 

in a technical artifact, and what might that mean for any values embedded or implicated within 
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that artifact? In short, designers can implement certain choice architectures that exploit cognitive 

biases which thwart an end user’s preferences in an attempt to get them to default to what the 

designer wants. Since these Dark Patterns are systemically integrated in platforms, they may 

make up a regular occurrence for the users of platforms. As something regularly occurring in a 

person’s life can be considered to be a part of their routine, Dark Patterns have the potential to 

shape an end user’s values to be more in line with those of the platform. In this final chapter, an 

answer to the final research question shall be proposed: what are the ethical considerations of 

any potential harmful consequences of a manipulative digital artifact? In short, this chapter will 

argue that Dark Patterns have the potential to disrupt ethical decision making for those 

manipulated by them. To the extent that personal decisions influence societal decisions, Dark 

Patterns have the potential to not only impact personal decision making, but societal decision 

making as well. This chapter will conclude that these consequences constitute good reasons to 

attempt to restrict the use of Dark Patterns by platforms and proposes several methods that may 

do so. 

Section 3.1. Dark Patterns can disrupt ethical decision making 

This section argues that a concerning consequence of Dark Patterns is their potential to disrupt 

ethical decision making. Since Dark Patterns can disrupt decision making in general, as discussed 

in chapter 2, it stands to reason that ethical decision making may be likewise disrupted. However, 

this section will argue that there may be some deeper reasons ethical decision making in particular 

is vulnerable to Dark Patterns. In order to support this claim, this section will make an explicit 

connection between values and ethics. Singer (2024) describes ethics as a philosophical 

discipline which studies the concepts of rightness, goodness, and morality. Since values, as 

defined in chapter 1, regard goodness there is an implicit connection between values and ethics 

with some exceptions that will be discussed below. It is argued that ethical or moral values are 

those that help people get along in the collective pursuit of goodness (Gouinlock, 1978). Such 

collaboration may require mutual understanding which can sometimes be determined through 

automatic judgment, but may often require reflection and deliberation like, for example, in the 

case of misunderstanding. To the extent that Dark Patterns encourage fast, automatic, System 1 

type thinking and discourage slow, deliberate, System 2 type thinking, they may keep people from 

some crucial cognitive tools necessary for collaboration in the collective pursuit of goodness. Dark 

Patterns, therefore, have the worrying potential to disrupt the ability to make ethical decisions. 

The following two sections elaborate on how this consequence may play out in society. 
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A moral value can be considered to be a certain kind of value, one that helps determine what is 

good for a person to do and since what one does in a society is often social, “there is a social 

aspect to values” (Hickman et al., 2011, p. 176). A certain good valued by an individual is likely 

to “play out in an interaction with others” (Wieczorek, 2023, p. 361). So, while a certain concept 

of goodness “might belong to an individual” there is also a collective concept of goodness 

negotiated as individuals associate with one another (Wieczorek, 2023, p. 361). However, not all 

values are necessarily ethical which can more specifically be understood to be concerned with 

what is morally right or good (Singer, 2024). A value that an individual finds good and worthy of 

pursuit does not necessarily make that value morally right to pursue. Power, for instance, may be 

a value whose pursuit may result in activities that infringe on others in society. As a mere value, 

having power may have an allure both instrumentally and for its own sake, but when considering 

morality power has the potential to disregard others in a given social setting. When power is 

pursued without regard for others then the value holder might sometimes utilize means regarded 

as ‘ruthless’ or ‘dictatorial’. These terms are not inconsistent with power as a value but carry a 

selfish or uncaring connotation and therefore an immoral or unethical significance (Grenberg, 

2007). What this example means to show is that good morals are narrower in scope than values. 

The specific values that help determine what a person will do in order to live in a collective society 

may be considered morally good and therefore ethical (Gouinlock, 1978; Hickman et al., 2011). 

 

Resolving ethical problems that come up in society likely requires the cognitive faculties of 

reflection and deliberation as well as relational faculties like empathy (Frankish, 2010; Betzler, 

2019; Wieczorek, 2023). Due to its social role, ethics may be considered to be a collaborative 

effort. While it is possible that some collaborations might be fulfilled by relying only on automatic 

judgment, more likely there will be at least some issue that arises in the collaborative process that 

automatic judgment fails to resolve. To the extent that a collaboration is ethically minded and 

therefore guided by moral values, any conflict that arises in the collaborative process may be a 

moral problem. If this moral problem cannot be resolved through automatic and intuitive problem-

solving then more careful considerations would need to be made if the parties involved wish to 

resolve the problem. As chapter 1 discussed, instances of failure call for the suggestion of 

alternative solutions which may require the faculties of reflection and deliberation and the same 

is true for ethical issues (Dewey and Tufts, 1936). Collaborative reflection and deliberation require 

a conscious effort to understand why one may think or feel differently from another (Frankish, 



46 

2010). Such an attempt at relational understanding may be thought of as a form of empathy 

(Betzler, 2019). 

 

Since Dark Patterns interfere with reflection and deliberation, as discussed in chapter 2, they may 

also interfere with the ability to do relational work such as empathizing which, in turn, may make 

ethical problem-solving more difficult. Living together in a society is marked by the ability to 

recognize what is meaningful to one another, the values that are important to each other, and 

how each person has freely made their own lives (Susser et al., 2019). Such empathetic 

recognition may be slow and effortful, particularly if the other perspective one attempts to 

recognize is unfamiliar or somehow foreign (Betzler, 2019). As such, this ability to recognize each 

other in this way may be thought of as sitting firmly within System 2 cognition. 

 

Conversely, some cognitive psychologists have depicted bias and prejudice as sitting within the 

implicit and automatic judgments of System 1 (Frankish, 2010). This account of bias thinks of it 

as something that hinders impartial judgment and as such it is counter to the considered judgment 

of reflection and deliberation. Likewise, bias can be considered opposed to the account of 

empathy presented above (Dewey and Tufts, 1936; Tschaepe, 2018). As a rigorous attempt to 

understand someone or something different to oneself, one can use empathy to assist in their 

collaborative efforts. However, to the extent that someone remains stuck within their bias, it may 

make thoughtful judgments like empathy more difficult to practice. When bias interferes in this 

way, it might hinder someone’s collaborative efforts. As long as such a bias or prejudice remains 

unchallenged, a collaborative effort that has run into issues due to such judgments is unlikely to 

succeed in resolving the issue. To the extent that Dark Patterns keep users within System 1 and 

out of System 2, it may be reasonably stated that they make acting ethically, i.e., making decisions 

that improve life together, more difficult in the areas they pervade. 

 

When Dark Patterns subvert individual decision making, and multiple individuals within a society 

are impacted by that, then that may make collaboration all the more difficult. The issue with Dark 

Patterns’ exploitation of System 1 and subversion of System 2 is not that the System 1 processes 

are necessarily wrong or bad. The issue is that when System 1 processes go wrong or produce 

bad results then System 2 may be necessary to correct these. If individual deliberation requires 

that a single person have access to their System 2 cognitive faculties then ethical decision making 

likely requires a collaboration between decision-makers with access to System 2. Ethical 

decisions may require collaborative problem-solving to find moral solutions and considered efforts 
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such as empathy are important ingredients in that process. Dark Patterns are problematic to the 

extent that they hinder people’s ability to collaborate and considerately relate to one another. The 

next two sections detail some deeper consequences of this issue. First, Dark Patterns may result 

in the uncritical acceptance of amoral/immoral values which may make certain ethical practices 

more difficult. Second, Dark Patterns may inhibit moral growth by hindering an important way 

people adapt and learn. 

Section 3.2. Dark Patterns can promote unethical values 

This section argues that the potential of Dark Patterns to undermine ethical decision making may 

encourage the acceptance of unethical values which may happen in two different ways. First, 

Dark Patterns have the potential to promote the values of the platforms that utilize them which 

are not always the values of their users as explained in chapter 2. This section argues that a 

platform’s values are often those which align with shareholder values which may be unethical if 

they disrupt moral values for the sake of personal gain. Second, Dark Patterns may make it 

difficult to challenge unethical values associated with the automatic behavior of System 1 

cognition. Prejudice, stereotyping, and bias are typically quick and often automatic judgments 

associated with System 1 cognition (Frankish, 2010). This section argues that these heuristics 

promote values like supremacy and epistemic authoritativeness which are unethical in function 

(Tschaepe, 2018). These consequences are potentially harmful effects of Dark Patterns that 

deserve critical attention. 

 

Dark Patterns may get the users of a given platform to uncritically or implicitly accept the values 

of that platform as well as their definitions of said values which may, in turn, shape the practice of 

societal values. As chapter 1 argued, values are vulnerable to influence and manipulation. 

Furthermore, the choices one makes can play a crucial role in the practices of their values. So, if 

manipulation is successful in changing a person’s choices to be something other than they would 

have made then it will have, in some way, changed the context of that decision-maker. Such a 

context is meant to reflect the interests and values of the manipulator (Sunstein, 2016). This 

context is not only relevant to the individual practices of values, but may also be relevant to any 

other person who comes into contact with such an individual. The meaning of values can take 

shape in everyday interactions, as argued in chapter 1 (Wieczorek, 2023). If a person were to be 

manipulated into acting in accordance with a manipulator’s values, then anyone else who interacts 

with that person may be inadvertently experiencing these values as defined by the manipulator. 
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In other words, any influence Dark Patterns have on an individual’s values might reverberate in 

the everyday interactions these individuals have with other members of society. 

 

This effect may result in the societal engagement of values as defined by platforms and their 

shareholders which may be unethical. Manipulation of a digital interface via Dark Patterns “may 

result in the conversion of users towards shareholder-defined outcomes” including values (Gray 

et al., 2018, p. 10). If the values promoted by a platform oppose the cooperative pursuit of 

goodness, for example, then platforms may be encouraging their users to behave unethically. In 

a study by Adams et al. (2011), the authors make the case that corporations are more likely to 

side with their shareholders than other stakeholders in any shareholder-stakeholder conflict. The 

values favored in these conflicts tended to be individualistic ones like power and achievement 

over cooperative values such as equality and respect (Adams et al., 2011). Power and 

achievement, in such contexts, are amoral in the sense that their pursuit does not necessarily 

concern right and wrong. However, if they are pursued to the detriment of moral values as Adams 

et al. (2011) suggest, then that pursuit may be unethical. If the digital interfaces that subsume 

user values in favor of shareholder values are distributed throughout society, as chapter 2 argues 

they are, then the impact of manipulation on personal values may compound into a societal issue. 

To the extent that platforms do promote individualistic values over moral values, they may be 

promoting unethical practices in their user base and society at large. 

 

Dark Patterns may also promote implicit values associated with System 1 cognitive processes 

which may have a tendency to be more tribalistic. Tribalism is here understood to be an attitude 

of exclusivity that favors one’s own group to the detriment of other groups. As this thesis has 

argued, Dark Patterns may encourage people to favor automatic judgments. These automatic 

judgments may be inappropriate in the sense that they lack coherent evidence, for instance, 

requiring a slower deliberate process to correct. Failure to do so may result in these automatic 

judgements becoming persistently problematic. Certain automatic judgments may favor specific 

attitudes aligned with certain values. In cognitive psychology, stereotyping and prejudice are 

sometimes associated with the automatic processes of System 1 (Frankish, 2010). Cognitive 

biases like prejudice affirm values such as supremacy or superiority which promotes an ‘us vs. 

them’ attitude antithetical to moral values aimed at right action in social settings (Ladegaard & 

Cheng, 2014). As a result, when Dark Patterns exploit cognitive biases they may also have a 

tendency to promote implicit values of which some may be unethical. Any immoral values 
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automatically adopted may be all the more difficult to correct so long as Dark Patterns continually 

succeed in keeping their users thinking or behaving automatically. 

 

This effect may result in platforms being a space that is more conducive to exclusive or tribalistic 

values rather than cooperative ones. A platform’s algorithm often operates automatically, as 

explained in chapter 2. Furthermore, this automatic operation is often considered ‘black-boxed’ 

or inscrutable in terms of function even to the algorithm’s engineers (Christin, 2020). Therefore, if 

the focus is on exploiting cognitive biases to get users to accept the decisions of a platform, an 

algorithm may not be able to distinguish between the kinds of cognitive biases it capitalizes on. 

Exploiting a user’s sunk cost fallacy and exploiting a user’s prejudice may be all the same to an 

algorithmically programmed Dark Pattern. As a result, platforms may be unknowingly encouraging 

tribalistic values. There is some empirical evidence that supports this claim. Manacorda et al. 

(2022) suggests that the rise of social media platforms also saw rises in tribalistic attitudes both 

online and off. The mechanisms of Dark Patterns explained in this thesis help to explain why this 

may be the case. 

 

If Dark Patterns exploit cognitive biases to manipulate users into consistently acting automatically 

as a platform desires, then these platforms might reasonably be promoting individualistic and 

tribalistic tendencies. Furthermore, if this practice of manipulation adjusts not only the behavior of 

users but their values as well and those users in turn practice those values in other contexts, then 

Dark Patterns constitute a societal issue, both online and off. However, there may exist a yet 

deeper issue where users of platforms may not only be uncritically adopting unethical practices, 

but may have a more difficult time reflecting and deliberating ethically when regularly exposed to 

Dark Patterns. 

Section 3.3. Dark Patterns can hinder ethical growth 

This section argues for one final consequence of the potential of Dark Patterns to undermine 

ethical decision making. Insofar as Dark Patterns keep users within automatic decision making 

they may inhibit self-guided personal growth as well as collectively decided societal development. 

In keeping users within System 1 cognition and out of System 2, this section argues that Dark 

Patterns restrict or diminish cognitive access to a major faculty used for learning and adaptation. 

This may further hinder the ability to autonomously make one’s own life as deliberated with 

personal preferences and values. People likely need both System 1 and System 2 cognitive 
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processes to learn, adapt, and ultimately to grow in their ethical capacities (Frankish, 2010).  

Furthermore, this section argues that society may need their participants to have sufficient access 

to both System 1 and System 2 cognitive processes if they are to collaborate and pursue some 

notion of a collective good and moral value. In particular, resolving the interpersonal conflicts that 

inevitably ensue in attempts to develop and maintain a society require slow, effortful, and 

deliberate decision making for all relevant stakeholders. This consequence is a potentially harmful 

effect of Dark Patterns and deserves critical attention. 

 

Dark Patterns may have the potential to be a hindrance to personal growth. The ability to solve 

problems is considered necessary for learning or growth in the pragmatic tradition. To resolve a 

problem encountered and consequently develop one’s ability to problem-solve often requires the 

examination and selection of potential alternative solutions (Hickman et al., 2011). Accordingly, 

growth and learning often arise through repeated attempts to reflectively adapt to problematic 

situations that arise due to change (Wieczorek, 2023). This growth, as mentioned in chapter 1, 

often has a goal in mind which may be directed by personal values. The ability to recognize 

solutions, other than ones formed through automatic judgment, may require a person to recognize 

that their preferred solution might not work or that their values potentially need adjusting 

(Tschaepe, 2018). This form of analytical reflection is of the kind associated with System 2 

cognition (Frankish, 2010). While learning and adaptation is possible under both System 1 and 

System 2, the former, though quicker to access, is often considered to foster slower learning. 

System 2, on the other hand, is considered to be much more efficient for learning. To the extent 

that Dark Patterns keep users within System 1 and out of System 2 they encroach upon a 

substantial portion of a person’s ability to develop their reflective and deliberative capacities. As 

a result, Dark Patterns may not only be regularly overriding someone’s personally deliberated 

values, but they may also be hindering their ability to learn how to reflect on and deliberate their 

values. 

 

This adverse effect of Dark Patterns on personal growth may extend to the societal ability to 

develop ethically as they hinder two relevant factors of societal growth. First, societal growth 

depends on, in part, the ability of its members to learn how to reflect on and potentially adjust their 

values. Second, societal growth depends on, in part, the ability to resolve interpersonal conflicts. 

These may not be the only ingredients for social development, but they are important and relevant 

concerning the effects of Dark Patterns. The following paragraphs will explain how these two 

challenges are relevant to ethical decision-making. 
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Dark Patterns have the potential to interfere with social structure and change. The basic reasoning 

is that a society is made up of individuals who organize their social structure through their 

interactions (Form & Wilterdink, 2018). When a social structure changes, it can lead to a more 

permanent social change. Furthermore, an “individual’s sense of self [often] reflects their 

socialized experiences, relationships, and other internalized aspects of social structure” (Hitlin & 

Long, 2009, p. 138). When Dark Patterns regularly influence an individual's decisions it has the 

potential to also change their sense of self as developed in the context of manipulation. What 

someone likes, what they value, and what they find important are all concepts which may 

contribute to their sense of self which may change insofar as Dark Patterns change their likes, 

values, etc. If this change has an impact on one’s relationships and social experiences, then that 

personal change may have an impact on their social structure. For example, if Dark Patterns 

succeed in undermining a user’s value of privacy by getting them to give up their data, this change 

may alter this individual's social structure through the ways they interact in society as a result of 

that change. If this individual’s perspective on privacy has changed, they may reiterate that 

perspective in their societal interactions which may influence their social structure. When Dark 

Patterns interfere with personal growth, they may be inadvertently directing societal change. 

 

Dark Patterns also have the potential to make resolving moral problems more difficult. Resolving 

conflict often requires conscious reflection and deliberation in order to understand the situation, 

examine any relevant values, and consider possible solutions (Gouinlock, 1978). Such judgments 

require one to be conscious about not only the relevant facts at hand, but their own judgments as 

well (Tschaepe, 2018). Dark Patterns may not only inhibit understanding why others may think 

differently from one another, as argued in section 1 of this chapter, they may also inhibit someone 

understanding what they themselves think and why. When Dark Patterns keep people in System 

1 and out of System 2, they may also be inhibiting their ability to scrutinize their own reasons and 

values. If someone is less capable of scrutinizing a change to their personal values, then they 

may carry this limitation with them in any social interactions they may have. Should that change 

become problematic and cause conflict then the lack of scrutiny may make finding a solution all 

the more difficult. As Dark Patterns are a systemic problem, as argued in chapter 2, there may be 

many different platform users whose scrutiny may be impaired, making interpersonal conflict 

resolution more difficult on a societal level. As the first section of this chapter discussed, a conflict 

that arises in a collaborative process of determining right action may be considered a moral 

problem. Resolving moral problems is important for the ethical development of any society. 
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Therefore, a society that is hindered in its ability to resolve conflicts is hindered in its ability to 

develop ethically (Gouinlock, 1978; Wieczorek, 2023). 

 

In the conclusion of their article, Luguri and Strahilevitz (2021) propose that, although 

“manipulation in the marketplace is a longstanding problem”, Dark Patterns have exacerbated the 

problem greatly (p. 104). While the focus of researchers into Dark Patterns has predominantly 

been on the legal and immediate impacts of Dark Patterns, this thesis has attempted to provide 

a philosophical grounding for why Dark Patterns are problematic. The tendency of Dark Patterns 

to exploit cognitive biases to manipulate a user into automatically accepting the preferred decision 

of a platform is what makes them uniquely problematic. Not only are they experienced negatively 

in the ways they violate a person’s autonomy and self-chosen values, but Dark Patterns may also 

interfere with a user’s moral growth and entrench ethically problematic behavior such as prejudice 

and bias. These personal issues may in turn result in deep-seated societal issues as well. The 

following section proposes potential resolutions that may help limit the uses of Dark Patterns in 

UX design and alleviate some of their harmful effects. 

Section 3.4. Some ethical suggestions 

The problems of Dark Patterns argued above may be considered sufficient reasons to call for 

ethical solutions and, accordingly, this section will propose several. I propose three potential and 

partial solutions that seek to minimize the ethical harms of Dark Patterns as well as promote 

appropriate legal repercussions and reasonable alternatives. The three suggestions proposed are 

as follows: (1) resistance (both personal and societal including legal measures), (2) awareness 

and transparency, and (3) promoting design solutions for platforms that are Dark Pattern free. 

This section will provide arguments and evidence for the effectiveness of these measures as well 

as potential advantages and drawbacks of each. 

3.4.1. Resistance 

Depending on how much they interfere with a person’s life, an ideal may be to resist Dark Patterns 

wherever warranted and whenever possible. This might be accomplished through several means 

including minimizing time spent on platforms, installing software made to mitigate certain Dark 

Patterns, and forming new policies to restrict their usage in design. Firstly, the less time a user 

spends on platforms, the less exposure to Dark Patterns they will have. To that end, there is some 

wisdom in the colloquial meme ‘go touch grass’ which, in short, means to put away devices and 
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go out and experience the ‘real’ world. Doing so may offer some meaningful health benefits 

including improving judgment and lowering risks for stress-induced health complications (Price, 

2019). End users can also limit their exposure to platforms without separating from technology 

entirely. Disabling notifications and using non-platformed apps and devices (such as e-books, 

offline Blu-ray Players, and even some video games) may also provide some meaningful distance 

from Dark Patterns. However, such opportunities may be few and far between for workers with a 

company device meant to be close at hand at all times during work hours. Given the systemic 

nature of Dark Patterns, some companies may need to reconsider such policies for the wellbeing 

of their employees. 

 

Another method of resistance is to install third party software designed to bypass certain Dark 

Patterns. For instance, Ghostery is a company that has developed a few software applications 

with an emphasis on privacy and transparency (Ghostery Manifesto, n.d.). Their flagship ad-

blocking browser plugin has a feature that allows a user to automatically refuse consent to 

platforms asking for personal data whenever possible. Such a feature bypasses many different 

Dark Patterns that might be used to coerce a user into giving consent. While no complete list of 

anti-dark-pattern software currently exists, the Berlin based Tactical Tech does have a site listing 

alternative apps aimed at improving individual privacy (Tactical Tech, n.d.). While these apps are 

not specifically anti-dark-pattern, their pro-privacy mission is complementary to an anti-dark-

pattern mission and a good place to start for any individual looking to reduce their number of Dark 

Patterns encountered. Future research might create a catalog of software solutions meant to 

resist Dark Patterns. 

 

Policies can be made and enforced to actively resist Dark Patterns. There are some legal policies 

in place that theoretically restrict the usage of Dark Patterns. The EU has officially prohibited the 

use of Dark Patterns through the Digital Services Act (DSA). However, as of 2023, there is still a 

question of how to implement and enforce this prohibition (Akhurst et al., 2023). In the U.S., forced 

continuity, roach motel, hidden information, disguised ads, aesthetic manipulation, bait-and-

switch, and other uses of Dark Patterns (see Table 1 in chapter 2) have all been penalized in 

cases plaintiffed by the Federal Trade Commission (FTC). These cases, according to Luguri & 

Strahilevitz (2021) suggest that legally restricting the more harmful Dark Patterns may be 

substantially achievable under existing laws (within the U.S. for these examples). However, given 

their still pervasive use on the world’s most popular platforms, more should be done (Bongard-

Blanchy et al., 2021; Mildner et al., 2023). One suggestion, by Luguri & Strahilevitz (2021), is to 
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give existing legislation more teeth by empowering agencies like the FTC to perform counter-A/B 

testing on platforms suspected of using Dark Patterns. These tests, they argue, could be used to 

“track user responses to ensure that consumers’ choices are broadly consistent with their 

preferences” (p. 99). Such measures are, however, reactive and so may not do enough to prevent 

the use of Dark Patterns. This is especially the case for companies who believe they can get away 

with unethical decisions, who include the price of punitive measures in their cost of doing 

business, or who avoid compliance by basing their company in a country without such standards. 

 

However, policy makers also have a lot of room to create new and improve existing measures 

focused on resisting Dark Patterns. These measures include advocacy as proposed by Gray et 

al. (2021), enforcing user-friendly options to reject web tracking (Borberg et al., 2022), 

decentralizing online social spaces (Westin and Chiasson, 2021), and creating “economic 

incentives and regulatory interventions” that work to eliminate Dark Patterns from online platforms 

(Bongard-Blanchy et al., 2021, p. 773). These authors argue that such forms of resistance will 

likely have a significant impact on reducing the usage and harm of Dark Patterns. These new 

policies will need to be carefully considered if they are to succeed in facilitating compliance as 

platforms may determine that Dark Patterns are still worth using (Armour et al., 2020). 

3.4.2. Awareness and Transparency 

One of the issues with Dark Patterns is that they are sometimes subtle or deceptive. Many end 

users are unaware of the existence of Dark Patterns which makes resisting them rather difficult 

(Pot, 2023). Strategies which focus on cultivating the popular awareness of Dark Patterns may 

help to reduce their influence. Several studies provide evidence that generating awareness may 

“strengthen people’s resistance to [Dark Patterns]” (Bongard-Blanchy et al., 2021, p. 774; see 

also Westin and Chaisson, 2021 and Luguri & Strahilevitz, 2021). The reasoning for this is simply 

that to avoid danger one may need to be aware of it. A lack of awareness is often a key ingredient 

for Dark Patterns to function, especially the more deceptive varieties that aim to trick or mislead 

(Borberg et al., 2022). Raising awareness can give language to the negative ways Dark Patterns 

impact users as well as provide information on the tools available to contend with Dark Patterns. 

However, these studies also argue that awareness is often not sufficient to avoid being 

manipulated by Dark Patterns (Bongard-Blanchy et al., 2021; Westin and Chiasson, 2021; Mildner 

et al., 2023). As covered in chapter 2, users may remain manipulated despite being aware of the 

attempts of Dark Patterns to manipulate them. So, though awareness may be a necessary 

ingredient, it may not be sufficient to counter the negative effects of Dark Patterns. 
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Requiring transparency may also improve this systemic problem. Transparency here means to 

make plain or to disclose. The covertness of some Dark Patterns can make them difficult to detect 

and the normalization of Dark Patterns may increase as users get used to them. Legally or 

officially recognizing Dark Patterns and requiring platforms to disclose their use may undo some 

of this obfuscation. There is precedence for similar legislation having a positive impact. The 

success of the General Data Protection Regulation (GDPR) and the approval of the recent EU 

Artificial Intelligence (AI) Act demonstrate that the EU can have substantial sway over enforcing 

ethical mandates for digital technologies (Zaeem & Barber, 2021; Artificial Intelligence (AI) Act, 

2024). The EU may be able to follow in the footsteps of these like-minded legal frameworks to 

create a new policy that requires the disclosure of the use of legally recognized Dark Patterns. 

 

Furthermore, such legislation may help to enforce existing policies like the GDPR which Dark 

Patterns have been shown to undermine (Nouwens et al., 2020, see Appendix A). However, this 

does have the potential for a downside similar to what happened after the advent of the GDPR. 

Since its implementation, end users have had to deal with a substantial increase in the number 

of popups concerning privacy and consent which they must deal with before they can use a 

website or app. The less a user consents, the more popups they may need to deal with causing 

frustration and confusion (Burgess, 2018). Regulating Dark Patterns by requiring transparency 

may follow a similar misfortune. Legislators will need to think about how to enforce such a law in 

ways that do not tax their constituents too greatly so as to defeat the purpose of such a law. 

3.4.3. Alternative design patterns 

Finally, companies and public agencies may be able to encourage decreasing the use of Dark 

Patterns through the promotion of alternative design patterns which are opposed to the design 

philosophy of Dark Patterns. I shall discuss two such methods known as Bright Patterns and 

useful friction. Bright Patterns attempt to do exactly the opposite as Dark Patterns but use the 

same kind of design strategy. Specifically, Bright Patterns are still a form of digital manipulation, 

but promote options which are meant to favor the user as opposed to the platform (Bongard-

Blanchy et al., 2021). For example, a consent form designed using Bright Patterns would make it 

easier for a user to deny consent and more difficult for them to opt in. While Bright Patterns may 

prioritize certain consumer protections, many of the same harms as identified earlier in this thesis 

remain. As they are still manipulative, Bright Patterns may still promote “unreflective default 

[behavior] and users’ perception of a lack of control” (Graßl et al., 2021, p. 25). 
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Another design pattern opposed to Dark Patterns is known as useful friction which focuses on 

improving user choice by adding friction to the end-user experience (Westin and Chiasson, 2021, 

p. 10). Popularized by Tristan Harris, the co-founder of the Center for Humane Technology, useful 

friction is an idea that reacts to the sense that platforms have become too easy to navigate, i.e., 

too frictionless. However, not every choice is equally easy. Platforms “want to make the choices 

they want you to make easier, and the choices they don’t want you to make harder” and, this 

thesis has argued, use Dark Patterns to achieve this (Harris, 2016, original emphasis). In other 

words, one way to think about the manipulativeness of Dark Patterns is that they can add an 

overabundance of friction to choices platforms want their users to reject. Furthermore, they might 

add too little friction to the choices platforms want their users to accept. 

 

Westin and Chiasson (2021) argue that adding an appropriate amount of friction to design 

patterns can make an end user's actions clearer as they must slow down to consider their options 

more carefully. For example, if an online store wishes to sign a user up for a free trial they could 

add equal measures of friction to both the option to accept and decline. Such a system designed 

with the dark pattern ‘forced continuity’ (see Table 1 in chapter 2) would attempt to get the user 

to accept the free trial implicitly and auto-renew at full price once the trial expired. That same 

system designed with useful friction may require the user to manually select if they would like to 

sign up for such a trial or not and, if so, if they would like to auto-renew. The main idea is that 

each option presented to a user should be relatively similar in terms of the effort required to select 

it. Such a design solution is in line with encouraging System 2 thinking, which is again slower, 

considered, and conscious. Thus, useful friction also falls in line with the pragmatic inclinations of 

this thesis in that friction may help one slow down and consider how their values may or may not 

apply to the situation at hand to help resolve it.. 

 

The suggestions in this section are meant to counteract some of the harms that Dark Patterns 

can cause by offering some ways to diminish exposure to Dark Patterns, increasing the capacity 

to identify instances them, and proposing some alternatives to Dark Patterns for future UX design. 

No single suggestion is a guaranteed fix to the problem at hand, and any wholistic approach to 

resolving this societal problem will likely need some combination of methods to succeed. 

Furthermore, this thesis is limited to a predominantly theoretical argument, no original empirical 

research was performed which is something future research may wish to undertake. However, if 

Dark Patterns are a problem worth resolving, then these are some ideas to get started. 
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Conclusion 

Dark Patterns are software solutions which have incorporated regular and systemic use of 

manipulation to habitually steer the practices of their users towards the aims of a platform 

(Choudary, 2015; Susser et al., 2019). When Dark Patterns bypass or undermine considered and 

conscious thinking, they have the potential to diminish a person's ability to reflect on, develop, or 

adapt their values. To the extent that Dark Patterns are enactments of systemic manipulation, 

they have the worrying potential to prevent individuals as well as society from making decisions 

based on their values. 

 

Values are concepts that concern goodness, as this thesis has argued, and may require 

conscious, reflective, and deliberative thinking if a person is to intentionally direct their actions 

towards that goodness. In practice, values might help guide such action in the pro-attitudes they 

can inspire, i.e., attitudes that fit or align with what someone wants or values, like fairness possibly 

inspiring an impartial attitude for example (Svavarsdóttir, 2014). However, values are not 

necessarily static concepts and the pro-attitudes they inspire may change in accordance with new 

and unique circumstances that can occur in practice (Dewey, 1922b). As a result, a person’s 

values may be open to change both in meaning and relative importance. On the one hand, this 

openness is a good thing in the sense that what matters to people can remain important as they 

figure out how to keep or change their values with respect to a new situation. In this way, the 

meaning of values is continually reflected on and developed in practice (Boenink & Kudina, 2020). 

On the other hand, because of the ways values take shape in practice, it is possible that values 

are also sensitive to influences within practice, including the influential power of manipulation 

(Wieczorek, 2023). 

 

Dark Patterns are manipulative, as this thesis has argued, and have a tendency to exploit implicit 

biases (Luguri and Strahilevitz, 2021). An objective of platforms is what some in the software 

industry call ‘behavior design’ which seeks to keep and maintain a user’s attention in order to 

potentially convert that attention into a profitable behavior (Choudary, 2015). The design 

philosophy of platforms has heavily relied on continuous experimentation to find the most effective 

ways of getting a user to do as the platform wishes (Quin et al., 2024). This technique has 

developed ways of turning attention into behaviors which benefit the platform most. These Dark 

Patterns are effective in manipulating users into accepting what the platform has determined is 

best for their business rather than what the user may themselves think to be right and good (Luguri 



58 

& Strahilevitz, 2021). This kind of acceptance is something these platforms try to automate, which 

makes Dark Patterns a kind of technology that can be difficult to keep up with. While attempts at 

mass manipulation are nothing new (Bakeless, 1931), as with the use of deception in advertising 

discussed in chapter 2 for example, the scale and speed of manipulation that comes with Dark 

Patterns is new. 

 

This raises cause for concern. We may be entering an era when people who spend their time 

regularly on platforms have less cognitive space to think about and practice their values, either 

personally or collectively. One’s values, as argued in chapter 1, can be formed and maintained 

through reflection and deliberation. Dark Patterns, as argued in chapter 2, undermine reflection 

and deliberation when they keep users within automatic thinking and away from conscious 

thinking. Reflection and deliberation, as argued in chapter 3, can also be important for ethical 

decision making. Meanwhile, the amount of time users spend on social media platforms continues 

to rise, especially since the COVID-19 pandemic (Trott et al., 2022). End users who spend a 

significant amount of time on platforms are regularly exposed to the Dark Patterns those platforms 

use, as this thesis has argued. With that much time exposed to rapidly-evolving and effective 

methods of manipulation, these users may be living more automatically and less consciously than 

they otherwise might. If so, then it may be more difficult for these users to reflect on or develop 

their values in uncertain circumstances, personally or socially. 

 

If society is to be able to evaluate the impact technology has on it, then it likely needs its members 

to have the ability to evaluate their values. When people are hindered in their access to reflecting 

and deliberating on the things that matter to them, then it may become difficult for them to 

communicate this to others. If enough people have trouble communicating what matters to them, 

then it may become difficult for their society to collectively decide what matters to it as a whole. If 

a substantial number of people are under the influence of mass manipulation, then it is possible 

that their society might develop to be more in favor of what matters to the manipulators rather 

than what matters to that society. Considering how widely and heavily used digital platforms are, 

this thesis proposes that this may be precisely what platforms are doing through their extensive 

use of Dark Patterns (Langley and Leyshon, 2017; Giraldo-Luque et al., 2020; Westin and 

Chiasson, 2021). In other words, there is a serious risk that platforms are manipulating society to 

conform to the platforms’ aims and values through the use of software design methods that are 

highly effective, rapidly modifiable, and black-boxed or inscrutable (Luguri & Strahilevitz, 2021; 

Christin, 2020). 
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Some solutions are presented in this thesis in chapter 3, such as promoting methods of resistance 

or the creation of new legislation. However, I propose more work needs to be done in three 

domains specifically. First, though the term Dark Patterns is entering into the mainstream, it is still 

a niche of which many remain unaware (Pot, 2023). As discussed in chapter 3, while awareness 

is not sufficient for reducing the effectiveness of Dark Patterns, it may be necessary. Given the 

ethical consequences of Dark Patterns, more should be done by academics and policy makers to 

disseminate this knowledge (Bongard-Blanchy et al., 2021; Westin and Chaisson, 2021; Luguri & 

Strahilevitz, 2021). 

 

Second, more policy research is needed that focuses on preventing Dark Patterns from 

undermining policy goals. Dark Patterns might allow platforms to adhere to the letter of the law 

while subtly ignoring the spirit of the law, as they may be doing in response to the GDPR as 

discussed in chapter 3 (Burgess, 2018). There is a gap in research on best practices for 

implementing policies that are less vulnerable to Dark Patterns. Filling that gap would be 

beneficial to strengthening current and future policies regarding the tech industry. 

 

Third and finally, ‘useful friction’, i.e., adding equal and appropriate digital constraints to all of the 

relevant choices in a software interface, is a little studied concept that has some exciting synergy 

with the research presented in this thesis. Intentionally adding friction to software solutions may 

have the benefit of making the options presented clear, encouraging users to slow down and think 

more carefully about their choices (Westin and Chiasson, 2021). Such slow and considered 

thinking can help a decision-maker to make choices that matter to them, rather than automatic or 

habitual choices that matter to some platform. Of course, useful friction may have some 

drawbacks. For instance, it may not be desirable for users who already practice minimal use of 

social media and for whom the added friction may cause them to stop using social media 

altogether. However, to the extent that a user spends a significant amount of time on social media, 

it may benefit them to take their time and try to use that time wisely (Graciyal & Viswam, 2021). 

 

Given the above arguments, I propose a possible answer to the main research question asked at 

the outset of this thesis. Why, how, and to what extent are Dark Patterns utilized by an online 

social media platform to manipulate end-user behavior and values in the service of that platform’s 

commercial interest and what may be the harm of such manipulation? A platform’s values are not 

explicitly used to manipulate, at least not insofar as the research put forward in this thesis 
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demonstrates. Rather they can be considered to be favored when the platform undermines the 

values of their users through manipulative tactics. The aim is to capture and keep a user’s 

attention so they might turn that attention into behaviors which commercially benefit the platform. 

This process may simultaneously promote the platform’s values while also undermining their 

users’ values. This likely happens to the extent that Dark Patterns are systemically used which, 

as argued, is significantly so. For those who wish to use their cognitive faculties of reflection and 

deliberation to help them live in accordance with their values, Dark Patterns may present a 

substantial obstacle. This obstacle is important to understand for any person or society that 

wishes to consciously progress in the ways that matter to them.  
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Appendices 

Appendix A - Screenshots of Dark Patterns 

This appendix compiles a number of screenshots found within the literature examined for this 

thesis. While the thesis itself relied on some descriptions of certain Dark Patterns to support the 

argument, it can be helpful to see the precise interfaces that are being called problematic and 

unethical. These examples are not comprehensive, but hopefully they can help give a good idea 

of what an end user can regularly expect to encounter on platforms. This appendix will provide 

examples from Gray et al. (2018), Luguri & Strahilevitz (2021), Mildner et al. (2023), and Nouwens 

et al. (2020) in that order. 

Examples from Gray et al. (2018) 

The aim of Gray et al’s (2018) research was to assemble a comprehensive compilation of what 

had been termed ‘Dark Patterns’ by UX practitioners and determine ethical concerns based on 

this list. The figures provided aimed to demonstrate the variety of Dark Patterns and their 

problematic nature. 

 

 

Figure 1. An example of the ‘nagging’ dark pattern from Instagram. This notification offers no 

way to permanently dismiss and will continually pop-up or ‘nag’ ad infinitum (Gray et al., 2018, 

p. 6) 
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Figure 2. An example of an ‘obstruction’ or ‘labyrinthian navigation’ (depending on which name 

the author chooses) on iOS 6. The option to limit ad tracking is buried in a confusing and 

labyrinthian menu structure (Gray et al., 2018, p. 7). 

 

 
Figure 3. An example of two Dark Patterns working together. 1. ‘Preselection’ which 

automatically selects an option beneficial to the platform. 2. ‘Hidden information’ which visually 

obscures important information (Gray et al., 2018, p. 8). 
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Examples from Luguri & Strahilevitz (2021) 

The aim of Luguri & Strahilevitz’s (2021) research was to demonstrate the effectiveness of Dark 

Patterns. Furthermore, they propose legal policies to discourage the use of Dark Patterns. The 

figures provided aimed to demonstrate the effectiveness of Dark Patterns and generate evidence 

for their legal advice. 

 

 

Figure 4. An example of the Dark Pattern ‘trick question’ found on the Pressed Juicery’s 

cancellation page. It is unclear if the CONTINUE button continues with the cancellation process 

or continues the membership. This lack of clarity is compounded by the CANCEL button which 

makes it unclear if it confirms a request to cancel or cancels the cancellation request (Luguri & 

Strahilevitz, 2021, p. 49). 

 

 

Figure 5. An example of ‘forced continuity’ combined with ‘roach motel’ found on a Sony 

PlayStation. There is no way to purchase the product without the subscription auto renewing. 

The subscription’s auto-renew feature can only be disabled after purchase by digging into a 

settings menu that is neither simple nor intuitive (Luguri & Strahilevitz, 2021, p. 56). 
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Examples from Mildner et al. (2023) 

The aim of Mildner et al’s (2023) research was to fill a gap they identified in the research of Dark 

Patterns. They sought to identify instances of Dark Patterns that could help to explain a perceived 

“lack of users’ self-determination regarding control over personal data and time spent on [social 

networking services]” (Mildner et al., 2023, p. 1). The figures provided aimed to demonstrate this 

lack of self-determination and control. 

 

 

Figure 6. Four examples of ‘gamification’ found on various social media platforms. Performing 

the requested tasks will connect the user to followers, friends, etc. Mildner et al. (2023) argue 

that this may be motivated by the platform’s desire to keep people socially engaged on the 

platform for longer than they may intend and encourage users to share their information with 

more people than they may be comfortable with (Mildner et al., 2023, p. 9). 

 

 

Figure 7. An example of ‘social brokering’ working in tandem with ‘preselection’ and ‘privacy 

zuckering’ found on TikTok. These options are on by default and connect with people both on 

and off the platform using personal information to do so in some cases (Mildner et al., 2023, p. 

10). 
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Figure 8. An example of a ‘forced grace period’ found on TikTok. There is no way to 

immediately delete an account, users must wait for 30 days for their account to be deleted 

(Mildner et al., 2023, p. 11). 

An example from Nouwens et al. (2020) 

The aim of Nouwens et al’s (2020) research was to demonstrate how Dark Patterns could be 

used to undermine the GDPR and how effective these interfaces might be in increasing rates of 

consent. The figures provided demonstrate how consent management platforms can use Dark 

Patterns to potentially undermine the GDPR. All three images provided in this section are from 

the same consent form and progress in the order they can be found. 
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Figure 9. An example of ‘false hierarchy’ found on https://sourceforge.net/ The highlighting of “I 

ACCEPT” is considered to indicate it as a preferred option in UX design, though no meaningful 

reason is presented to prefer it (Nouwens et al., 2020, p. 3). 

 

 

Figure 10. An example of ‘forced dialogue interaction’ that only comes up when the above “I DO 

NOT ACCEPT” button is clicked. Screens like this may forgo the “REJECT ALL” button at the 

top and preselect each category to be toggled on, making the denial of consent more difficult 

(Nouwens et al., 2020, p. 3). 

https://sourceforge.net/
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Figure 11. An additional ‘force dialogue interaction’ that again comes up when consent is not 

given in figure 9. These screenshots may also be an example of ‘labyrinthian navigation’ as 

these menus may be confusing to end users (Nouwens et al., 2020, p. 3). 
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Appendix B - Alternative Tables 

This appendix provides two alternative tables, both provided by Mildner et al. (2023), that 

comprehensively summarize the various Dark Patterns found in the research. I chose to use the 

more succinct table provided by Luguri & Strahilevitz (2021) within the body of my thesis due to 

its descriptiveness and discernment, but there are some advantages of Milder et al’s (2023) tables 

and so they are worth adding to this thesis here. 

 

Table 2 provides an entire list of all the discussed Dark Patterns in the extensive literature Mildner 

et al. (2023) reviewed. This table can be helpful to 1) see the full list of Dark Patterns as described 

in the research and 2) identify discrepancies between authors who may be referencing a similar 

or even identical Dark Pattern but using slightly different terminology depending on their sources. 

No description is provided for these Dark Patterns, but the names are, for the most part, fairly 

descriptive of what they seek to accomplish. 

 

Table 3 provides Mildner et al’s (2023) additions based on the inductive codes they determined 

using the questionable and problematic interfaces they examined that did not fit into the list 

provided in Table 2. The strategies they examined as related to the Dark Patterns found in Table 

3 are very relevant to the content of this thesis. Furthermore, the discussion of these strategies 

were of a high research quality. However, they give the final Dark Pattern coded in this table the 

name “plain evil” which they describe as “interface elements suddenly change functionalities or 

are being exchanged for alternative ones” (Mildner et al., 2023, p. 15). I believe this term is 

problematic and their description fails to capture the extremity of ‘evil’. As a result, this table was 

not used within the body of this thesis. 
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Table 2. List of Dark Patterns and the platforms that use them by Mildner et al. (2023, p. 7) 
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Table 3. Mildner et al’s (2023, p. 9) additional Dark Patterns and the platforms that use them. F 

= Facebook, I = Instagram, Ti = TikTok, & Tw = Twitter (i.e., X) 


