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Abstract

This project presents an end-to-end system using Large Language Models (LLM) and
Retrieval-Augmented Generation (RAG) to automatically evaluate a company’s EU Taxon-
omy performance based on their sustainability reports by answering two different questions:
(1) What is the most suitable prompt between Zero-shot Chain-of-Thought (CoT), Few-
shot CoT, and no-CoT prompting, and (2) What is the most suitable retriever system to
retrieve EU Taxonomy-related information from company’s reports. For the first question,
we developed a qualitative human evaluation score to compare the answers’ informativeness
and correctness. We investigated whether automated metrics such as BERTScore or BLEU
correlate with these human-evaluation scores. For the 2nd question, we compare different
keyword extraction techniques (for keyword retrievers), query splitting and expansion tech-
niques (for vector retrievers), and investigate the role of reranking in retriever systems. For
question (1), results show that Zero-shot CoT prompting performs slightly better than tra-
ditional prompting followed by Few-shot CoT prompting, possibly due to the significantly
longer prompts of Few-shot CoT. We also discovered that CoT prompting demonstrated a
higher correlation between automated and human-evaluation metrics than noCoT prompt-
ing. Thus, it is easier to flag errors automatically. For the second question, we discovered:
(i) Keyword extraction techniques do not concretely improve BM25 Keyword Retriever’s
performance; (ii) Splitting long queries into more self-contained sub-queries, whether us-
ing separators or using LLMs, achieves considerable performance boost for vector retriever;
(iii) LLM-generated hypothetical answer also show significant improvement compared to
the naive query splitting method; and (iv) Cross-Encoder reranking often filters out good
results annotated by human, and the choice of reranking question also play a significant
role in the Cross-Encoder Reranking model’s performance. Finally, although our system
and evaluation methods are not flawless, we have demonstrated that LLM and RAG can
assist humans in extracting information related to EU taxonomy from a company’s report
and measuring that company’s EU Taxonomy performance.

Keywords: Large Language Model, Retrieval-Augmented Generation, Information Re-
trieval, Chain-of-Thought prompting
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Chapter 1

Introduction

1.1 Brief Introduction of Large Language Models

The introduction of Transformers architecture by [48] has revolutionized the Generative
Artificial Intelligence (GenAl) landscape. Subsequent Transformer-based Large Language
Models (LLMs) such as GPT-4 by [36], Llama 3 by [33], and Gemini 1.5 pro by [16] contain
billions and trillions of parameters and demonstrating exceptional knowledge across vari-
ous domains, with the ability to produce human-like texts, understand long and complex
instructions, and perform them accordingly. With the remarkable capabilities of LLMs,
institutions are increasingly reported to adapt Generative Artificial Intelligence (GenAl)
into their daily workflow to reduce manual and repetitive work, boost productivity, and
generate new insights. However, LLMs also possess problems similar to other deep learn-
ing methods, such as shortcut reasoning [13] or hallucination [32]. These problems have
raised concerns and reservations about LLMs’ reliability and deterministicness, especially
in critical sectors such as healthcare and finance.

Different strategies have been proposed to improves LLM’s reliability, and the two
most notable are Retrieval-Augmented Generation (RAG) and Chain-of-Thought prompt-
ing (CoT). RAG, as it name suggests, "retrieves" additional information related to what
user is asking, and "augment" it to the prompt as additional information for LLM to
answer. The retrieval method could be through an additional Google Search query, or a
similarity search within a vector database. Similarly, additional information can be infor-
mation from the internet, or a set of verified documents, etc. RAG have been demonstrated
[28] to drastically reduces LLM’s hallucination by reducing LLM’s dependency on its inter-
nal knowledge. On the other hand, CoT prompting focused on instructing LLM to think
through a problem step-by-step, instead of coming up with an answer straight away. CoT
can be performed through many different ways, and has also been demonstrated to improve
LLM accuracy on multiple tasks [51].

1.2 ING, LLM, and the EU Taxonomy

As a leading European universal bank, ING is also looking for use cases where LLMs
could potentially assist their employees’ workflow. One such case is Domain-specific
knowledge enhancement of Large Language Models, focusing on the EU taxonomy
for sustainable activities (EU taxonomy). EU taxonomy is a "green classification system"
that sets out criteria for different economic activities to contribute to a more sustainable
future based on the EU’s climate and environmental objectives [38]. The EU taxonomy
defines more than 300 economic activities, each with multiple sets of criteria. Each criterion



1. Identify relevant economic activities w.r.t. a company

Retrieve information
that can identify
economic activities
(revenue stream,
NACE codes, etc.)

Identifg relevant
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from the EU
taxonomy
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FIGURE 1.1: Overview of workflow to extract EU Taxonomy related information
from company reports.

is complex and contains multiple logic clauses, sub-criteria, and cross-references to other
documents, standards, or legislations. Most companies doing business in the EU (including
ING) would have to report on their economic activities/investments if these activities are
mentioned in the EU taxonomy but with different timelines (see figure 4.1).

1.3 Workflow overview

Figure 1.1 describes the high-level overview of how EU Taxonomy-related information
is extracted from company reports. In the first step, we need to retrieve information
that can identify economic activities that a company participates in, which can be done
through revenue stream, NACE codes, etc. However, due to the lack of publicly available
data, this project is not focused on this step. The focus is placed on step 2 - for each
economic activity per company, (1) Retrieve relevant information from company’s report
(2) Ask LLM whether the company reports compliant with all criteria in the substantial
contribution criteria, and finally, evaluate the retrieval and generation performance.

1.4 Problem Statement

ING is mandated to report on its investments based on the EU taxonomy in 2025. However,
other institutions doing business with ING can either have a deadline until 2028 (large non-
EU companies) or do not have to report at all (non-EU companies with no business inside
the EU). Nevertheless, these companies normally report on sustainability through the
media or their sustainability report. Currently, this process is being carried out manually
by sustainability analysts at ING, and it involves manual and repetitive work. Therefore,
ING is interested in investigating if RAG and LLM-based applications can automatically
extract sustainability information related to a company and validate it against the criteria
set out in the EU taxonomy. However, this is not a trivial task, posing different problems
in both the retrieval and the generation steps. In the retrieval step, all information related
to an organization’s sustainable economic activities defined in the EU taxonomy must
be retrieved. As each economic activity comes with multiple criteria, the company can



report on each criterion in different places (within the report, in a press release, etc.).
Therefore, a single search query (similarity /keyword search) might not perform well. In
the generation step, LLM must understand the EU taxonomy and validate the information
retrieved against it. LLM might have trouble breaking down the criteria into sub-criteria
or hallucinating.

1.5 Research Gap

To our understanding, there has been no attempt to evaluate RAG-based LLM with CoT
on a task and scale as complex as this. Most CoT papers are evaluated using multiple-
choice, arithmetic or algebra questions, and furthermore, no qualitative evaluation has
been performed on LLM with CoT prompting for long-form generation.

1.6 Research Questions

To formalize the problem described in section 1.5 and section 1.3, we define two research
questions, focus on two different aspect of the pipeline: Generation and Retrieval.

¢ RQ 1: What is the best prompting strategy for LLM in answering ques-
tions about EU taxonomy economic activities?

— RQ 1.1: How can we manually evaluate LLM’s answer on EU Taxonomy-related
questions?

— RQ 1.2: How can we manually evaluate CoT prompting step-by-step?

— RQ 1.3: To what extent do automated metrics (BLEU, BERTScore) correlates
with human judgement and the LLM’s consistency in evaluating LLM’s answer
on EU Taxonomy-related information?

— RQ 1.4: To what extent can Few-shot CoT and Zero-shot CoT improve Large
Language Model in answering questions about EU taxonomy economic activities
over non-CoT (traditional) prompting?

¢ RQ 2: What is the best retriever setup to retrieve EU Taxonomy-related
information from company report?

— RQ 2.1: To what extent can keyword extraction, stopwords removal, or Tf-
IDF (Term frequency - inverse document frequency) filtering improve the per-
formance of a BM25 Keyword Retriever in retrieving EU Taxonomy-related
information from the company report?

— RQ 2.2: To what extent can separator-based query splitting, LLM-assisted query
splitting, and LLM-assisted query expansion improve the performance of retriev-
ing EU Taxonomy-related information from the company report?

— RQ 2.3: To what extent does Cross-Encoder reranking and filtering affect the
retrieval performance?



1.7

Report Structure

The remaining parts of this report is organized in 12 different chapters:

Chapter 2 and Chapter 3 present a comprehensive literature overview and the-
oratical background on Prompt Engineering and Retrieval-Augmented Generation,
respectively.

Chapter 4 gives an overview of the creation process of the dataset.

Chapter 5 presents the methodology and experimental setup for Prompt Engineer-
ing, manual evaluation methodology (RQ 1.1 and 1.2) for prompt evaluation, and
evaluation methods for RQ 1.3.

Chapter 6 explains in detail the approach and experimentation process with the
retriever systems, including keyword retriever, vector retriever, and cross-encoder
reranking.

Chapter 7 and Chapter 8 present the main results of this research, following
the experimental design and evaluation method mentioned in the previous sections.
Furthermore, the discussion of each sub-RQ will also be included in these chapters.

Finally, Chapter 9 concludes the research, discusses the limitations, and suggests
different future work ideas stem from this research.



Chapter 2

Literature Review - Prompt
Engineering and Chain-of-Thought
Prompting

2.1 Overview of Prompt Engineering

One of the sub-domains of LLM research gaining traction lately is prompt engineering.
Prompt engineering can be defined as formatting and optimizing a prompt so that the
LLM gives the most desired answer. Multiple research has highlighted the importance of
prompt engineering: Tom et al. [5] demonstrated that few-shot examples could greatly
improve LLM’s output, sometimes on par with fine-tuning, while Liang et al. [29] and
Lu et al. [31] discovered that the type of examples and order of examples also matters.
This section reviews relevant methodologies of prompt engineering used in this research,
focusing on the Chain-of-Thought (CoT) family of methods.

2.2 Chain-of-Thought family of methods

2.2.1 Original Chain-of-Thought

Wei et al. proposed Chain-of-Thought (CoT) a simple few-shot learning method that
helps model to break down large, complex questions into small, intermediate steps to help
with reasoning [51]. Their prompt introduced a few reasoning examples to assist LLM in
finding the desired CoT. Chain-of-thought (CoT) method has been demonstrated to outper-
form standard few-shot learning by a wide margin, especially with larger language models
(60B+ parameters). However, CoT requires multiple (expensive) LLM calls, which is the
motivation for Kojima et al. [26] to introduce Zero-shot CoT (ZeroCoT). ZeroCoT
method only adds "Let’s think step-by-step" to the prompt, without additional examples.
Therefore, while ZeroCoT underperforms traditional CoT, it significantly improves over
standard prompting without demonstration and sometimes with few-shot learning.

2.2.2 Zero-shot Chain-of-Thought

Expanding from the Zero-shot CoT, Zhang et al. proposed AutoCoT [53] , automating
the creation process of CoT examples. They achieve this by clustering the set of questions
@, then sample a question from each cluster, creating a sub-list Qs € (). LLM will then
generate reasoning for Qs with ZeroCoT, creating a set of reasonings R, and R is used as a



CoT demonstration for LLM to answer the desired question. Results show that AutoCoT
matches the performance of CoT on the Commonsense dataset and outperforms Arithmetic
tasks while requiring less manual effort to annotate the few-shot examples.

2.2.3 Self-consistency Chain-of-Thought

Another attempt was made to improve the original CoT method by Wang et al., the Self-
consistency CoT [50]. Wang et al. argued that complex problems always involve multiple
ways of thinking before leading to a unique correct answer. Thus, instead of basing the
answer only on one CoT, they proposed employing a diverse Chain-of-thought path and
deciding the answer by majority voting. This improvement has boosted the performance
of standard CoT by 4% to 18%, depending on the test dataset. Fu et al. proposed a minor
improvement of the self-consistency CoT, dubbed Complexity-based consistency [15].
They encourage output with a longer chain by only voting among the top K complex chain.
In other words, out of N chains, only the top K (ranked by length of chain) is allowed to
vote, increasing self-consistency CoT’s performance by around 2% on average.

2.3 Other Prompt Engineering methods

2.3.1 Selection-Inference

Creswell et al. [11] introduce a method named Selection-Inference (SI-prompting), where
LLMs are used as processing modules to generate interpretable, causal reasoning steps -
essentially breaking each step of the standard CoT method into two steps:

e Selection step: List of facts C} is also ranked by LLM, and facts with the highest
log-likelihood scores are removed from C; and added to s;. This step is repeated
until the desired number of facts (a hyperparameter) is reached.

e Inference module: Produces the new fact based on the information generated by the
selection step s;. The newly generated fact is added to the context, creating Cy 1.

The selection and inference steps are repeated for H times (another hyperparameter).
After the H steps, the last generated fact is returned as the model’s answer. Creswell
et al. have demonstrated that SI prompting outperformed the standard CoT method,
even when CoT is performed on a 280B model, and SI is performed on a 7B model while
being able to recover from errors during generation. However, SI prompting is expensive,
requiring multiple LLM call to be able to arrive at the answer.

2.3.2 LAMBADA

LAMBADA, proposed by Kazemi et al. introduced the concept of "backward chaining",
where goals are broken down into sub-goals based on applied rules [25]. The sub-goals are
approved or disapproved by verifying against the rules. LAMBADA includes four modules:
fact-check, rule selection, goal decomposition, and sign agreement.

e Fact-check: Select a relevant fact from a set of facts, then verify if the goal can be
approved or disapproved based on this fact.

e Rule selection: Identify relevant rules from a set of rules. Relevant rules are rules
that have the same consequences as the goal.



e Goal decomposition: Break down the goal into sub-goals that need to be proven or
disproved based on the set of rules.

e Sign agreement: Verify if the sign of the sub-goal agrees or disagrees with the sign
of the consequent of the rules.

LAMBADA significantly outperforms the standard CoT and SI methods, with fewer infer-
ence calls than SI and more than CoT [25] .

2.3.3 Least-to-most prompting

Zhou et al. [54] argue that CoT-based methods performed poorly on questions harder
than the demonstrated CoT example. Thus, they proposed Least-to-most (L2M) prompt-
ing. L2M prompting involves two steps: (1) Decomposing the problem into sub-questions
by few-shot learning, and (2) solving each sub-question sequentially, with the answer to
the previous sub-question serving as part of the context to solve the next sub-question.
L2M prompting is reported to outperform traditional CoT by 2% to 14%, depending on
the dataset. However, one major drawback of L2M prompting is that there is little gen-
eralization across different domains, as prompts for decomposing math questions are not
the same as decomposing common-sense reasoning problems.

2.4 Prompt Engineering Evaluation

2.4.1 Evaluation of text generation
BLEU-score (Billingual Evaluation Study)

Originally proposed in 2002 by Papineni et al., BLEU-score (Bilingual Evaluation Study)
is a metric to evaluate Machine Translation automatically [37]. BLEU measures how
close a machine-translated sentence matches a set of reference translations by utilizing
n-gram precision and penalty for brevity. The usage of the BLEU score has been extended
throughout the evolution of Natural Language Processing (NLP), and nowadays, within
the realm of LLMs, the BLEU score can be used to evaluate LLM-generated text against
ground truth. However, the BLEU score suffers from two pitfalls: (1) against paraphrased
texts (especially when there is only one reference translation, (2) the focus on precision,
and (3) the lack of clarity when reporting. has documented the latter problem citepost-
2018-clarityBLEU, where the authors mentioned that BLEU is a parameterized metric
in which results can change considerably based on these parameters. In 2018, Post [41]
proposed that researchers start to use the Annual Conference on Machine Translation
(WMT)’s BLEU as standard, facilitated by a new tool named SACREBLEU. All BLEU
scores mentioned in this paper will be understood as referring to SACRE BLEU.

ROUGE (Recall-Oriented Understudy of Gisting Evaluation)

ROUGE is a family of metrics introduced by Lin et al. for machine translation and
text summarization [30]. Included in the ROUGE family are ROUGE-n - the n-gram
co-occurrence variant, ROUGE-L with longest common subsequence (LCS), ROUGE-W -
weighted LCS, ROUGE-S with skip-bigram co-occurrence, and ROUGUE-SU, an extension
of ROUGE-S with unigram as counting unit.

10
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FIGURE 2.1: Potential structural casual models (SCMs) for CoT prompting [2]

BERTScore

BERTScore |52] is one of the most widely used metrics to compare natural text generation.
BERTScore calculates contextual-embedding similarity for each token in the candidate
sentence versus each token in the reference and addresses the major flaws of n-gram-
based metrics such as BLEU-score when comparing paraphrased sentences and distanced
dependencies [52]. BERTScore gives precision, recall, and F1, whereas precision calculates
the match between reference and candidate sentence and recall the other way around.
The author has demonstrated that BERTScore consistently correlates better with human
judgements and is robust to paraphrased texts.

2.4.2 Evaluation of Chain-of-Thought prompting

Bao et al. |2] proposed four different structural causal models (SCMs) for CoT prompting
in the question-answering tasks, as defined in 2.1: Type I (causal chain) means the answer
is a direct result from CoT, and CoT itself is derived from the instruction. Type II (full
connection) means that the answer is partly derived from the instruction and the CoT.
Type III (common cause) shows the case where there is no link between CoT and the answer
- and the answer is derived directly from the instruction. Finally, type IV (isolated) defines
cases where the answer is completely unrelated to the instruction or the CoT.



Chapter 3

Literature Review and Theoratical
Background - Information Retrieval
and Retrieval-Augmented Generation

3.1 Chapter overview

This chapter will discuss relevant literature and theoretical background on the retriever
component. First, section 3.2 will give a high-level overview of Retrieval-Augmented Gen-
eration (RAG). Afterwards, we will discuss details on the pre-retrieval steps (section 3.3),
retrieval databases (section 3.4, and post-retrieval (section 3.5). Finally, we will discuss a
non-conventional method in section 3.6, where IR and CoT are interleaved step-by-step.

3.2 Retrieval-Augmented Generation

In 2020, Lewis et al. [28] proposed Retrieval-Augmented Generation (RAG), com-
bining a pre-trained seq2seq Language Model BART (parametric memory) with vector
indices of knowledge base (non-parametric memory). For each question, top-k documents
are retrieved using BERT and augmented as part of the context for BART to answer.
Results show that their RAG model achieved State-of-the-Art (SotA) results with open-
domain Question Answering (QA) dataset, but human prefers RAG answer over purely
parametric BART for its factuality and detail-oriented. [28]’s work has been influential
in reducing hallucination and improving reliability and factuallity of LLMs, and RAG’s
methodology has come a long way since then. Huang et al. in their survey divided the cur-
rent landscape of RAG into four paradigms, shown in figure 3.1: Pre-retrieval, Retrieval,
Post-retrieval, and Generation [20].

3.3 Pre-retrieval: Query pre-processing

3.3.1 Query Expansion by Prompting LLMs

Jagerman et al. [22| proposed Query Expansion by Prompting LLMs (QEPL) by asking
LLM to generate a hypothetical answer without giving any sources to the question. The
hypothetical answer is then used as part of the retriever query to retrieve relevant docu-
ments. Jagerman et al. also experimented with different prompting strategies, including
zero-shot, few-shot, and CoT, before concluding that CoT-guided query expansion by hy-
pothetical answer can outperform traditional query expansion methods.
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FIGURE 3.1: Different stages of modern RAG [20]

On a similar approach, Wang et al. [49] prompt the LLM to generate pseudo-relevant
chunks (Write a passage that answers the given query) before using these chunks to assist
the retriever process. This method, named Query2doc, has been shown to improve BM25
retriever’s performance by 3% to 15% on ad-hoc datasets and benefit SoTA-dense retrievers
as well.

3.3.2 Corpus-steered Query Expansion

Lei et al. [27] introduced Corpus-steered Query Expansion (CSQE), taking inspiration
from Pseudo-relevance Feedback (PRF). They first retrieve top-k documents, then prompt
the LLM to expand the queries based on these top-k documents. These expanded queries
are used to retrieve again to get the final result. Lei et al. found that CSQE significantly
improves the retriever, especially on queries that LLM lacks knowledge, both compared to
baseline (QEPL) and Contriever |21], a State-of-the-Art Learning-to-rank method.

3.3.3 Keyword extraction

In this section, we will briefly go through the theoretical background behind different
keyword extraction models used: Tf-idf, KeyBERT, and YAKE.

Term frequency - inverse document frequency

Tf-idf (term frequency—inverse document frequency) is a widely-used term weighting method
that represents textual documents as vectors for various use cases, including retrieval and
keyword extraction [44]. Tf-idf, as its name suggests, is a fusion between two metrics: Term
frequency and inverse document frequency. Tf-idf of terms ¢; in documents d; calculated
according to equation 3.1, with T'f;; the relative term frequency of ¢; in d;, and IDFj}
inverse document frequency of terms ¢; in the whole corpus. T'f;; and I DF} are calculated
in equation 3.2 and equation 3.3, respectively.

iy =Tfi; » IDF; x () _(TF;IDF))*)'/?) (3.1)
J
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f(tj> dl)
Ztledi f(t,7 dz)
Where f(t;,d;) the raw count of term ¢; in document d;, N the total number of docu-

ments in the corpus, and DF} the count of documents where term ¢; appears, added by 1
to prevent division by zero when term ¢; is not in the corpus.

Ny
1+ DF;

KeyBERT

Based on the original paper by Sharma et al. [45], Grootendorst [17] developed KeyBERT,
a BERT-based keyword extraction model. First, BERT extracts the document embeddings
for a document-level representation before word embeddings extract n-gram phrases. Fi-
nally, KeyBERT uses cosine similarity to rank the keyword based on the document-level
representation.

YAKE

Campos et al. [7] trained a lightweight, unsupervised keyword extractor named YAKE (Yet
Another Keyword Extractor). YAKE’s advantages compared to other keyword extraction
models include (1) Corpus- and Domain/Language-independent, (2) Retrieve keywords
with stopwords, (3) Term frequency-free, and (4) Open Source. YAKE comprises of 4
main steps:

1. Text preprocessing and candidate term identification on sentence level: In
this step, the text is split into chunks and tokens, lowercase, and then tag special
tokens such as digital /number, acronyms, etc.

2. Feature extraction and term score: Using statistical analysis to score the term
based on structure, term frequency, and co-occurrence.

3. N-gram generation and scoring: Forming n-gram keyword candidates using a
sliding window of size N, then considering only candidates with the same chunk and
sentences. Then, each candidate is given a score according to different features.

4. Data deduplication and ranking: Remove similar keywords based on cosine sim-
ilarity, then sort them by score.

3.3.4 Combining Retrieval and Chain-of-Thought reasoning

Researchers have also investigated the combination of CoT prompting with RAG, notably
by He et al. with Rethinking with Retrieval [19] . In this paper, CoT is used to
generate multiple paths of reasoning for a question (similar to self-consistency). After the
LLM answer (consisting of an explanation F; and a prediction P;) for each reasoning path,
an external knowledge base is queried based on E; and P; to support the explanation.
Then, the most faithful prediction, i.e., the prediction supported by the most facts, is
selected. Using GPT-3, He et al. have demonstrated that Rethinking with Retrieval
slightly outperforms self-consistency prompting by 3-4%, but on simple datasets.
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3.4 Retrieval Databases

3.4.1 BM25 Keyword Retrieval

BM25 is a bag-of-words retrieval function that ranks documents on query terms count,
irrespective of their proximity within the document [43].

3.4.2 Vector Database and FAISS

With the advancements in Deep Learning and Language Models, embeddings have emerged
as a superior method to represent textual data. Thus, there is a need for an efficient way
to store and retrieve these embeddings, which is where vector databases come in. One such
vector database is FAISS [12], a lightweight, production-grade library for similarity search
based on research by Johnson et al. [24]. FAISS relies on different methods for searching,
such as L2 distance, dot product, cosine similarity, and Approximate Nearest Neighbors
(ANN) search for large knowledge bases.

3.4.3 Reciprocal Rank Fusion

As hybrid search comprises two or more retrievers (often keyword and vector retriever for
RAG), fusing the results from all retrievers into one is necessary. In 2009, Cormark et
al. proposed Reciprocal rank fusion (RRP) [10], a naive scoring system to sort a set of
documents D with a set of retrievers R:

1

RRFSCO?’e(d S D) = Z m

reR

(3.4)

3.5 Post-retrieval: Reranking

3.5.1 Cross-Encoder ranking

Reimers et al. [42] introduced the Cross-Encoder (CE) architecture, shown in figure 3.2!.
Compared to a Bi-Encoder, where two sentences are passed through two identical BERT
models for embeddings, then calculated cosine-similarity score for ranking, CE is a novel
architecture where two sentences are passed simultaneously to the transformer network.
The CE model then generates a similarity score between 0 and 1 for the pair. CE models
have then widely been used for reranking in RAG, mostly due to their lightweight and high
performance.

3.5.2 LLMs as ranking agents

Sun et al. [46] evaluates different LLMs on passage ranking task using a simple yes/no
prompt and a sliding window strategy (evaluate four documents at a time for a list of
8 documents to be ranked) to overcome the limited context window of LLM. They have
demonstrated that ChatGPT and GPT 4 perform extremely well on binary passage rank-
ing tasks, outperforming BM25 keyword retriever and BERT-based dense retriever.

Nouriinanloo and Lamothe [35] explore LLM as a pre-filtering step before CE rerank-
ing, using Few-shot CoT prompting to give documents a score between 0 and 1. Only

Tmage retrieved from the authors at
https://www.sbert.net/examples/applications/cross-encoder/README.html
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documents with a score higher than a certain threshold move forward to the next rerank-
ing step, which could be a BERT-based cross-encoder reranking model. They conclude
that using smaller LLMs (Mixtral 8x7B instruct with 4-bit quantization) in this approach
can have comparable performances with much larger models, although it requires expert
input (for few-shot examples).

Déjean et al. [14] performed a comprehensive comparison between cross-encoders and
LLM rerankers on the MS MACRO dataset, with the reranker models being deBERTa-v3
large and ELECTRA-large, around 300M parameters, and the LLM used are GPT-3.5
and GPT-4. They discovered that while GPT-3.5-turbo and GPT-4 are very effective in
reranking passages, CE rerankers remain competitive against these LLMs, with the ben-
efit of being faster and more efficient. However, they also noted that CE rerankers could
perform differently on in- and out-of-domain datasets, while LLMs do not exhibit that
problem.

3.6 Interleaving Retrieval with CoT Reasoning

Instead of post-retrieval generation, [47] took a more unconventional route with Interleav-
ing Retrieval with CoT Reasoning (IRCoT): First, K documents are retrieved based
on the user question, and then two steps are repeated until termination: (1) Reasoning
step: Generate next rationale based on the question, retrieved documents (so far), and
generated rationales. (2) Retrieve step: Based on the generated rationale in step (1), K
more documents are retrieved. The process terminates when a desired number of steps is
reached, or the generated rationale contains "answer is". [47] made a few conclusions with
IRCoT: Better than one-step retrieval, effective in an Out-of-distribution (OOD) setting,
and generates CoT with fewer factual errors.
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Chapter 4

Dataset

For this research, we curated our dataset using publicly available information on the EU
Taxonomy and different companies’ sustainability reports or equivalent. This chapter will
further describe the creation dataset, beginning with a deeper dive into the EU Taxonomy
below.

4.1 The EU Taxonomy

The EU taxonomy defines different economic activities and how they can contribute to a
more sustainable future [38|. These economic activities are divided into 16 sectors: "Wa-
ter supply, sewerage, waste management and remediation", or "Arts, entertainment and
recreation". For an activity to be "aligned", it must satisfy three different conditions [38]:
(1) Substantially contributed to one of the six environmental objectives (listed below),
(2) Do No Significant Harm (DNSH) to other five objectives, and (3) Comply with
minimum safeguards and technical screening criteria' in the EU Taxonomy regu-
lation. The criteria for substantial contribution and DNSH differ on an economic activity
basis. Subsequently, the six climate environmental objectives are:

1. Climate change mitigation (mitigation)

2. Climate change adaptation (adaption)

3. Sustainable protection of water and marine resources (water)
4. Transition to a circular economy (circular economy)

5. Pollution prevention and control (pollution)

6. Protection and restoration of biodiversity and ecosystems (biodiversity)

The EU’s Corporate Social Reporting Directive (CSRD) [39] set out criteria and time-
line for mandatory EU taxonomy reporting, for different type of companies. The timeline
is visualized in figure 4.1. For instance, economic activity 5.1 "Construction, extension,
and operation of water collection, treatment, and supply systems". This activity can sub-
stantially contributes to the "mitigation" goal or the "adaptation" goal, but to simplify,
we will consider only the mitigation goal. The substantial contribution criteria are one of
the following:

'In this research, we will only consider the first two conditions.
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FIGURE 4.1: EU taxonomy mandatory reporting timeline. 2024: All companies
falling under the EU’s Non-financial Reporting Directive (NFRD); 2025: All large
EU companies, and all large 2, listed non-EU companies ; 2026-2029: All EU
and non-EU listed small and medium enterprises (SMEs), except micro-enterprises;
2028: Large non-EU companies with turnover > 150 million €, with large EU-
based subsidiary. [18]

1. Net average energy consumption for abstraction and treatment equals to or is lower
than 0.5 kWh per cubic meter produced water supply.

2. The leakage level is calculated using the Infrastructure Leakage Index (ILI) (231).
That calculation is to be applied across the extent of water supply (distribution)
network where the works are carried out, i.e. at water supply zone level, district
metered area(s) (DMAs) or pressure managed area(s) (PMAs).

Meanwhile, EU taxonomy does not define a specific DNSH criteria for any other climate
goals. Consider a hypothetical large company A, with headquarter in the EU. A is doing
business within the scope of economic activity 5.1 as described above, and therefore have
to report on whether they are substantially contributing to one of the climate goals or not.
In their annual sustainability report, A discloses that they have 50 water treatment plants
across Europe, and currently 30 of them have a net average energy consumption lower than
0.5 kWh per m? water produced. In this project, we would like to automatically retrieve
this information and have the LLM to validate if the company is reporting based on the
EU taxonomy criteria or not.

4.2 Building the dataset

We identified 15 companies from different sectors with our colleagues at ING. Companies
marked with an asterisk (*) have already reported on their EU taxonomy performance
according to EU reporting standards. The miscellaneous category represents a company
that operates in more than one sector. Furthermore, as these companies have already
released their sustainability report for the financial year 2023 (FY2023), we will use data
from FY2023. Detailed links to each company’s report are presented in appendix A.
Afterwards, for each company’s report, we further identify possible economic activities for

2Large companies are companies that satisfy 2 out of 3 following criteria: (1) 250+ employees, (2) Total
balance sheet > 20 million € , or (3) Turnover > 40 million € [9]
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Sector Company Activities
Waste Management | Suez* 5.1, 5.3, 5.5-5.10, 4.8, 4.25
Renewi 5.3, 5.5, 5.8-5.10, 4.3, 4.23
Biffa 5.5, 5.9, 5.10, 4.8
Marine Transport Euronav 6.10, 6.12
Golden Ocean 6.10
Maersk 6.2, 6.6, 6.10, 6.12, 6.16, 6.19, 7.6
Metal AcrelorMittal* 1.3, 3.5,3.9,4.1,4.3, 5.9, 7.1
ThyssenKrupp* | 3.1, 3.2, 3.6, 3.9, 5.9, 6.6
Energy Trafigura 3.8, 3.10, 4.1, 4.3
Iberdrola* 3.10, 4.1, 4.3, 4.5, 4.9, 4.10, 7.3-7.6
Automotive BMW* 3.3,6.5
Miscellaneous Hitachi 3.9, 3.19, 3.20, 5.1, 5.3, 8.1
General Electric | 3.1, 7.6, 4.26, 4.28
Vopak* 1.4, 4.1, 4.12, 4.16, 5.3, 5.4, 7.2-7.6, 8.2

Norsk Hydro*

3.2, 3.8, 3.10, 4.5

TABLE 4.1: Eligible activities identified per company

which the company is eligible. To narrow the scope, we only look for activities contributing

to a company’s turnover.

e For companies already reported by EU standard, the task is simple:

From the

turnover table according to EU reporting standard, we can already identify eligi-
ble economic activities. For each activity, we then identify chunks of information
scattered in the company reports related to the activity description and its substan-

tial contribution criteria.

e For companies that do not report by EU standards, we identified eligible activities
based on (1) their competitors’ activity, (2) The turnover table in their financial
report, and (3) skimming through the sustainability report and manually identify-
ing. Afterwards, the process is similar: identify information related to the activity
description and its substantial contribution criteria for each eligible activity.

Finally, based on the available chunks of information, we analyze whether a company has
aligned with an economic activity or not. We refer to appendix A for an example.

Disclaimer

As the dataset is curated for experimental purposes only, it has not been verified by a
seasoned Sustainability Analyst. We also consider only textual and tabular data from the
reports; any graph or figure is lost. Table 4.1 shows the eligible activities identified per

each company.
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Chapter 5

RQ 1 - Prompt Engineering
Methodology, Experimental Setup,
and Evaluation

5.1 Chapter Structure

In this chapter, we will describe our complete experimental setup in prompt engineering,
including approaches to different prompting techniques - Zero-shot no-CoT prompting,
Zero-shot CoT, and 5-shot CoT (for details on the content of the prompts, we refer to ap-
pendix B). For details on the content of the prompts, we refer to appendix B. Furthermore,
we will describe our approach to manual evaluation strategies and compare them against
automated evaluation methodologies. The chapters are structured as follows:

e Section 5.2 describes the experimental setup, including how different prompts are
structured, what kind of information and examples are included in the prompt, and
how we instruct the LLM to generate the desired output.

e Section 5.3 describes our approach to the manual evaluation of LLM outputs.

e Section 5.4 describes how we calculate different automated metrics and their corre-
lation to human evaluation metrics.

5.2 Experimental Setup

5.2.1 Prompt Design

In order to evaluate different prompt engineering methodologies, all relevant information
must be provided to the LLM. This section describes three main aspects considered when
crafting different prompts to ask LLM about evaluating a company’s EU Taxonomy per-
formance.

e What is the background information (related to the company, EU Taxonomy, report-
ing, etc.) that the LLM need to know to answer the question?

e What are the thought processes (Chain-of-thought) that humans use to answer this
question?

e How can the output be structured in order for a streamlined evaluation process?
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Background information provided in the prompt

We provide the LLM with its role as a Sustainability Analyst at a large European bank,
followed by a brief introduction to the EU Taxonomy and the scope of consideration. For
experimental purposes and time limitations, the scope includes only the turnover/revenue
of a company and the Substantial Contribution Criteria of that activity towards the Cli-
mate Change Mitigation (CCM) goal. Furthermore, the prompt also includes the current
Financial Year in which the report is carried out. This information is important for LLM
to (1) identify the correct piece of information within the report, since most companies
also report on their future target and ambitions, and (2) Determine which criteria apply
since some sub-criteria only apply from a period in the future. Finally, the format of the
data (HTML) and type of data (text and table) is also given.

Chain-of-Thought for evaluating EU Taxonomy alignment
We define the following as the Chain-of-Thought the LLM should follow:

1. Break down the criteria into a set of sub-criteria: In this stage, the goal for
LLM is to thoroughly demonstrate its understanding of the criteria and its complex
nature. For instance, if all the sub-criteria need to be satisfied or only one (or a few)
of them, any metrics/regulations need to be considered. This step also verifies (and
ensures) whether or not LLM uses internal memory to understand the criteria.

2. Identify relevant content from company report: This step aims to identify
the relevant information from the source regarding each sub-criteria. As the source
contains different information, some unrelated to the economic activity in question,
this step is crucial in ensuring that LLM selects the right information to derive a
conclusion.

3. Evaluate if the company satisfy the substantial contribution criteria or
not: In this final stage, the final answer is given by the LLM.

Furthermore, we ask the LLM to answer in a JSON format, with four fields corre-
sponding to each thinking step (step 3 consists of two fields, one for reasoning and one for
conclusion). We also employed a JSON format validator, and if the answer is incorrect,
the LLM is asked to generate again, emphasizing the fact that there was a JSON format
error. The JSON answer template is:

{
"Step 1: Break down the criteria": <STEP 1 REASONING as string>,
"Step 2: Break down what the company report on each sub-criteria":
<STEP 2 REASONING as string>,
"Step 3.1: Conclude and explain if company satisfy
the substantial contribution criteria": <STEP 3.2 REASONING as string>
"Step 3.2: Conclusion based on step 3.1": True/False

5.2.2 Traditional prompting and Zero-shot CoT prompting

Traditional prompting is considered a baseline for comparing Few-shot CoT and Zero-shot
CoT prompting. In traditional prompting, we only provide the LLM with the instruction,
"Perform step-by-step analysis of COMPANY on this ECONOMIC ACTIVITY, based on
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the following report snippet. Do not just answer yes or no; provide detailed information
on how you come up with the conclusion". The JSON template for traditional prompting
consists of two steps:

{
"Analysis: Conclude and explain if company satisfy
the substantial contribution criteria": <STEP 3.2 REASONING as string>
"Conclusion: Conclusion based on step 3.1": True/False

3

To simplify the terminologies, from now on, we will also call the Analysis step of Tra-
ditional prompting Step 3.1, and the Conclusion step as Step 3.2. For Zero-shot CoT
prompting, we provided the LLM with the CoT thinking step as described in section 5.2.1;
however, no examples are given.

5.2.3 Few-shot CoT prompting

We identified ten rows from the original dataset as examples for Few-shot CoT prompting.
The examples are crafted with two constraints:

e Contain companies with different reporting standards: EU companies that
report partly compliant, EU companies that report no compliance since it is not their
deadline yet, and non-EU companies that do not report based on EU taxonomy.

e Contain economic activities from different sectors, with both single- and mul-
tiple substantial contribution criteria.

Furthermore, the answers are written concisely, and bullet points are used whenever
possible. The sources given as examples are also shortened to reduce the token length of
the prompt. Finally, five examples are picked randomly from the ten examples used in the
Few-shot CoT prompting to ensure a diverse reasoning path.

5.2.4 Overall LLM consistency

For each prompt, we ask the LLM to generate five times separately, which allows for diverse
reasoning paths. We then prompt the LLM again to combine all the answers together into
one final answer, as this is commonly done in practice to group different reasoning paths
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5.3 Manual Evaluation of Prompt Engineering

Since the evaluation target is open-ended text generation, there are no fully automated
analysis methods - even with ground truth datasets available, except for methods that
utilize LLM to evaluate. However, in this paper, we will not consider the LLM-based eval-
uation method due to the non-deterministic nature of LLM and its sensitivity to prompts.
Instead, we will employ human (qualitative) and automated evaluation based on static
metrics such as BLEU and BERT-score. We will investigate the correlation between hu-
man evaluation and automated metrics, as well as between consistency and automated
metrics. Furthermore, as Chain-of-Thought is the main prompting strategy, evaluation
should not focus solely on the final conclusion—LLM should also provide correct reasoning
steps, and the conclusion must be derived from these reasoning steps.

5.3.1 Terminology

To avoid further confusion, this section presents different terminologies mentioned later
on:

1. Row: One of the 86 original rows in the ground truth dataset represents an economic
activity of a company.

2. Generation: For each prompting technique (Zero-shot CoT, Few-shot CoT, and tra-
ditional), LLM is asked to generate five times. A generation is one of these five
LLM-generated texts.

3. HE,: The Human-Evaluated score for step n.

5.3.2 Criteria for answer correctness

For each step of the CoT prompting and the final answer of the traditional prompting
experiment, the generated text is evaluated based on these criteria:

1. Is there any hallucination? Hallucination is any output that appears coherent and
plausible but is completely incorrect and unfaithful [23]|. All hallucination, although
in small quantities, is treated as harmful.

2. Can the LLM understand the complex criteria relationship in the EU Taxonomy
SCC?

3. Does the LLM utilize its internal memory as part of the answer? Contrary to hal-
lucination, internal memory information is any incorrect information not present in
the prompt.

4. Does the LLM utilize the right section of sources to derive the answer?
5. Is the LLM-generated answer factually correct, or does it contain any logic flaws?

6. How consistent is the LLM-generated text? i.e., if we ask LLM to generate five times
with the same prompt, can we expect a similar answer?

7. Does LLM follow the prompt as instructed, or does it take any shortcut (ignore steps
or does not perform it adequately)?

8. (Only for CoT prompting) Does the next reasoning step utilise information from the
previous step? In other words, how is the Chain-of-Thought connected?
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5.3.3 RQ 1.1 - Evaluate CoT prompting
Evaluating Stage 1: Breaking down the criteria

In stage 1, the LLM was asked to break down the criteria and demonstrate its understand-
ing of the EU Taxonomy SCC’s complex relationship. Correctness criteria (section 5.3.2)
1, 2, 3, and 6 are considered. We define a three-point scale for step 1 (HE}), shown in
table 5.1. In this scale, we define "entities" as any regulations (example: Article 29(2-
5) of Directive (EU) 2018/2001), standards (ISO 14067:2018), values (50-100 MW), date
(01/01/2026), or other economic activities reference (4.3) mentioned in the criteria. While
the prompt does not provide the regulations, standards, and other economic activities,
they can be implemented in future work.

Evaluating Stage 2: Identify relevant information from company report

For the second stage, we will assess whether useful and relevant information has been
derived from the company report and if there is any hallucination/ internal memory usage.
The relevant correctness criteria (section 5.3.2) are 1, 3, 4, and 6. The score range H E»,
among examples for each score, is given in table 5.2.

Evaluating stage 3: Conclusion

The answer will be directly compared to the ground truth for the last stage. The relevant
correctness criteria (section 5.3.2) are 1, 3, 4, 5, and 6. We also define a score range from
-1 to 2 H Fj3, visualized with examples in table 5.3.

5.3.4 RQ 1.1 - Evaluate traditional prompting

For traditional prompting, since there are no stages, all the correctness criteria (section
5.3.2) are evaluated at the same time, using a similar scoring system mentioned in 5.3.

5.3.5 RQ 1.2 - Evaluating CoT Correctness

Inspired by Bao et al.’s structural causal models (SCM) [2], we designed a scoring system
to evaluate CoT prompting. As the LLM is required to "think" in three steps: break down
the criteria, identify relevant information from the company report snippet, and give a
conclusion, we rate a score of 0 whenever information in the next step is independent and
unrelated to the previous step. Formally:

0 ifyll f(z)

1 otherwise

V(y, x) € [(27 1)7 (3’ 1)’ (37 2)]7 ny = { (5'1)

Cyz represents the chain score between step y and x. With this scoring system, there
are seven possible combinations of SCMs, shown in figure 5.1. Moreover, table 5.4 will
explain and give examples of cases where a score of 0 is given.
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Score | Explanation Examples Reason
-1 There are hallucinated | The substantial con- | Imagined a  criteria
entities. tribution  criteria  for | on GHG emissions (in

this activity is: Man- | bold).

ufacture iron and steel
where GHG emissions
do not exceed specific
thresholds: Hot metal =
1,331 tCO2e/t product,
Sintered ore = 0.163
tCO2e/t product,

including the amount
of emissions assigned
to the production of
waste gases in ac-
cordance with point
10.1.5(a) of Annex
VII to Regulation
(EU) 2019/331.

0 The criteria could not be | To qualify as substan- | Does not mention all en-
understood correctly, ei- | tially contributing to | tities in the criteria.
ther due to missing enti- | climate change mitiga-
ties or shortcut. tion, the activity of iron

and steel manufacturing
must meet specific GHG
emission thresholds for
different process steps.

1 The criteria is correctly | The substantial con- | Does not mention spe-
understood, but less | tribution criteria for | cific threshold.
than two entities are | this activity is the
missing manufacturing process

of hot metal and sin-
tered ore where GHG
emissions do not exceed
specific thresholds for
different manufacturing
processes. ...
2 All entities are correctly | The substantial contri- | Similar to the criteria

mentioned, and the cri-
teria is correctly under-
stood.

bution criteria for this
activity is the manufac-
turing process of iron
and steel where GHG
emissions do not exceed
specific thresholds: Hot
metal = 1,331 tCO2e/t
product, Sintered ore =
0.163 tCO2e/t product,
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Original Sources:
For activities 4.3 Electricity Generation from solar photovoltaic (PV) technology,
ArcelorMittal’s renewable energy project in India, which includes solar PV farms will
automatically fulfil the substantial contribution criteria to climate change mitigation.
AcrelorMittal is also investing in covering our plant’s rooftop in solar panels to feed the
production.

Score

Explanation

Examples

Notes

1

Hallucination

ArcelorMittal  reports
that the renewable en-
ergy project
is expected to generate
2400 GWh of electric-
ity annually, which is
equivalent to 1.5% of
India’s total electricity
consumption in 2019.
This is a substantial
contribution to climate
change mitigation as it
will reduce greenhouse
gas emissions by 2.1
million tonnes of CO2
equivalent annually. The
project is expected to be
operational by 2022.

in India

Hallucination

No useful information is
retrieved / LLM utilizes
internal memory

AcrelorMittal  reports
that they have 27,000
solar panels at the roof
of their plant in Belgium

Utilizes internal memory
(correct facts, but not
mentioned in the report)

1 Not all useful informa- | AcrelorMittal reports
tion is retrieved that they are installing
solar panels on the
rooftop of their plants.
2 All useful information is | ArcelorMittal  reports

retrieved

that they are investing
in a Solar PV project
in India, which will
automatically fulfills the
SCC. Moreover, they
are also installing solar
panels on the rooftop of
their plants.

TABLE 5.2: Evaluation Score for Stage 2 H F - Identify relevant information from
company report
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Ground truth answer

Renewi satisfied the criteria, since their recycling rate is 63.6% in FY23, which is higher
than the criteria of "converting 50% of the processed separately collected non-hazardous
waste into secondary raw materials that are suitable for the substitution of virgin ma-
terials in production processes".

Sources

In FY23, our recycling rate has increased to 63.6%. We’ve also aligned our recycling
labelling for solid waste with international standards, whether these are EU or country-
specific benchmarks. We are further developing our Mission75 programme, which aims
to raise our recycling rate to 75%

Score | Explanation Examples Notes

-1 Hallucination Renewi reports their re-

cycling rates in 2023 at
63.6%. Furthermore,
their recycling plant is
equipped with the lat-
est technology to ensure
that the waste is pro-
cessed in an environ-
mentally friendly man-
ner. Therefore, they sat-
isfied the criteria.

0 The conclusion gen- | Yes, Renewi satisfies the | The prompt specifically
erated is factually | criteria since they aim to | asked to "Evaluating
incorrect, contains ma- | raise their recycling rate | based on 2023’s data".
jor logic flaws, and/or | to 75%.

LLM utilizes incorrect
information from the
sources to derive answer.

1 The answer is factually | Yes, Renewi satisfies the
correct and exactly as | criteria since their recy-
expected. cling rate in FY2023 is

63.6%, above the 50%
threshold.
2 The answer is factu- | While the company re- | We initially assume that

ally correct, pointing out
facts that were not men-
tioned in the ground
truth.

ports a 63.6% recycling
rate and the production
of secondary materi-
als, it is not explicitly
stated  whether  this
rate corresponds to the
conversion of separately
collected non-hazardous
into secondary
raw materials suitable
for substituting virgin
materials.

waste

recycling rate is similar
to converting raw waste
into secondary materi-
als, but it was incor-
rect. In this case, LLM
pointed out the error in
the ground truth.

TABLE 5.3: Evaluation Score for Stage 3 (H E3) - Conclusion
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Sources

Economic activity CCM 6.5, “Transport by motorbikes, passenger cars and light com-
mercial vehicles: The Taxonomy-aligned shares for the three performance indicators are
at a low single-digit level for the Financial Services segment. A further reason is the
varied, stricter DNSH requirements for economic activity CCM 6.5, in particular those
relating to Environmental Objective V “Pollution prevention and control”, which lead to
the exclusion of almost all PHEV and a significant restriction in the recognition of BEV
(for details see section: Do no significant harm). Third-party brands are not included
in the vehicle portfolio in the reporting on Taxonomy alignment for economic activity
CCM 6.5. A lack of available data regarding the tyre categories or WLTP emissions
values of third-party products makes it impossible to review compliance with the DNSH
criteria in full.

GT of Step 1 - Criteria breakdown

The SCC economic activity 6.5 for climate change mitigation are: (1) Category M1 and
N1 (cars and vans): Until December 31, 2025: Specific CO2 emissions must be below
50g CO2/km (low-emission vehicles). From January 1, 2026: Specific CO2 emissions
must be zero (zero-emission vehicles). (2) Category L (motorcycles and quadricycles):
Tailpipe CO2 emissions must be 0g CO2e/km.

GT of step 2: Identify relevant section
BMW reports that the taxonomy-aligned shares for the 3 performance indicators
(CapEx, OpEx, turnover) are at a low single-digit level.

Examples of chain score (2,1) = 0

BMW reports that due to the strict DNSH requirements, particularly for pollution
prevention, almost all PHEVs and of BEVs are excluded. The report also mentions
challenges in applying DNSH criteria due to data limitations for third-party brands.
Reason for chain score (2,1) = 0: Instead of identifying relevant information from
the report according to the criteria, this answer reports a different section of the report.
Although this section is related to EU taxonomy (DNSH criteria), it is not relevant
information to answer the question

GT of step 3
Since BMW reports that the taxonomy-aligned shares for 3 KPIs are low, they are likely
not satisfy the SCC.

Examples of chain score (3,1) = 0 and chain score (3,2) = 0 (compare to GT
of step 2)

While BMW reports activities aligned with the criteria for low- and zero-emission ve-
hicles, the strict DNSH requirements and data limitations for third-party brands raise
concerns. The report lacks clarity on the proportion of activities that fully comply with
DNSH criteria. The exclusion of most PHEVs and restrictions on BEV recognition due
to DNSH further complicate the assessment. Without a comprehensive overview of how
these limitations affect the overall activity, it’s challenging to definitively confirm if all
substantial contribution criteria are met.

Reason for chain score (3,1) = 0: This answer does not base the conclusion on the
SCC mentioned in step 1, but rather on the DNSH criteria.

Reason for chain score (3,2) = 0: This answer does not base the conclusion on the
relevant report section mentioned in GT of step 2.

TABLE 5.4: Evaluation score examples for CoT prompting
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FIGURE 5.1: Seven possible Structural Causal Model types for EU Taxonomy
reasoning

5.4 Correlation between automated metrics and human eval-
uation

5.4.1 Automated metrics

This section describes how automated metrics (BERTScore and BLEU score) are calcu-
lated. Please note that by BERTScore in this context, we refer to the F1 Score given by
the BERTScorer module [52].

Scoring against the Substantial Contribution Criteria

Specifically for step 1 CoT, since the LLM is asked to break down the criteria into sub-
criteria, we calculate BERTScore (BE) and BLEU score (BL) for this step against the
original substantial contribution criteria. Formally, for the i*" generation of the k" row:

BEY: . = BERTScorer(LLM]'*, SCC) (5.2)
BLY%. = BLEUscorer(LLM}'* SCC) (5.3)

With LLMf/ ¥ the LLM-generated text for step 1 of generation i of row k, and SCC

the corresponding Substantial Contribution Criteria.
Consistency scores

To answer RQ 1.3 on correlation between human judgement, consistency, and automated
score, we calculate BERTScore (BE) and BLEU score (BL) of each generation against
other four generations, for each step. Formally, for each step n in each generation:
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4
) 1 i j
BEI/F = 1 Y~ BERTScorer(LLM;/*, LLM}/") (54)
J=0,j#i

BLY/* = BLEUscorer(LLMY* {LLMJ/* Vj € [0,4] and j # i}) (5.5)

With LLM,/* the it generation for step n, and {LLMf/k Vj € [0,4] and j # i} the list

of other four LLM-generated text for step n of the same row. Since traditional prompting

only has one step, we calculate the consistency score for this only step. Furthermore,

we define a "disagreement" binary score: Within five generations of a row, if there are

generations that output True for Step 3.2 and other generations that output False, then
disagreement is True. Formally:

. 1/k __ 2/k __ 3/k __ 4/k __ 5/k
DS — {0 it LLMyy" = LLM;Y = LLMy)' = LLMy} = LLM;), 56)

1 otherwise

With DS}, the disagreement score for the k" row, and LLMg_/Qk the it" generation of row
k for Step 3.2.

5.4.2 RQ 1.3 - Calculating correlation

Within five generations of a row, a diverse reasoning path may be a double-edged sword:
It can lead to more informative answers if all reasoning paths are correct, but on the
other hand, a diverse reasoning path could mean that some (or all) answers are based
on incorrect information and containing logic holes. As rows with more diverse reasoning
paths within its generations (i.e., different answers) tend to have lower automated scores, we
will investigate whether lower automated scores correlate to lower human-evaluated scores.
For Step 1 of each generation, we calculate these correlations according to equation (5.7)
and (5.8). For all steps of each generation (only step 3 for traditional prompting), the
correlation is shown in equation (5.9) and (5.10). Furthermore, with the DSj, metrics, the
correlation is calculated row-wise as per equation (5.11) and (5.12), with BE% and BL%
the mean of 5 different generations’ BERTScore and BLEU score of a row k. We utilize the
Pearson Correlation Coefficient (denoted as corr below) to calculate the correlation.

corr (BEYE ¢, HEY®) (5.7) corr (BLYE o HEY") (5.8)
corr (BE;/’“, HE;/k) (5.9) corr (BL;[’“, HE/ ’f) (5.10)
corr <BE§, DSk) (5.11) corr (BLI?f, DSk> (5.12)
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Chapter 6

RQ 2 - Retriever Methodology and
Evaluation

6.1 Technological setup

In this section, we will briefly describes the base technological setup for Retriever com-
ponent, as shown in figure 6.1. For more details on theoretical background, please refer
to Chapter 3. For the current project, the infrastructure supporting Retrieval-Augmented
Generation is based on a Hybrid search of BM25 Keyword Retriever and FAISS Vector
Database Retriever (50/50 share). Initial documents (PDF') are preprocessed using Azure’s
Document Intelligence module, which utilizes OCR technology to semantically parse PDFs.
Then, the processed PDFs are chunked, and store in the Keyword Database and Vector
Database - using Google’s textembedding-gecko@003 embedding model. For each search
query, 5 initial documents are retrieved, and these documents will undergo Cross-Encoder
(CE) reranking, score filtering, and finally deduplicating.

6.1.1 Documents Pre-processing

As mentioned above, the document pre-processing step is handled by Azure Document
Intelligence (Azure DI). Azure DI’s main function is to parse tables into HTML. After the
documents are processed, they are first chunked by pages, then each pages are chunked
again into chunks. The splitting algorithm is Langchain’s RecursiveCharacterTextSplitter
module [8], which split text using separators such as \n\n, \n, or whitespace.

6.1.2 Databases

There are two main Retriever databases currently in use: BM25 Keyword Retriever [1]
and FAISS Vector Database (Facebook Al Similarity Search) [12]. For BM25 Keyword
Retriever, the queries are only preprocessed by whitespace split. For Vector Retriever,
the embedding is calculated using Google’s textembedding-gecko@003 model, and the
documents are retrieved using similarity search.

6.1.3 Retrieved Documents post-processing
Cross-encoder reranking

The CE-rerank step utilize sentence_transformers’s Cross-Encoder module [42], with
sigmoid activation and cross-encoder/ms-marco-MiniLM-L-6-v2 (CE model) as the trans-
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Ingest incoming PDFs

2. Get embeddings
with Google’s
textembedding-
gecko@003 model

1. Process PDFs with
Azure Document
Intelligence

3. Chunk documents
into smaller chunks
with Langchain’s
Recursive Chunker

3. Ingest into BM25
Keyword Store and
FAISS Vector Database

For each Search Query

1.1. BM25 Keyword 3. Cross-Encoder
search based on Reranking
company

2. Reciprocal Rank

Fusion 5. Deduplication

1.2. Similarity 4. Score Adjustment
Search with FAISS and Filtering

FIGURE 6.1: Current Retriever technology overview

former model to calculate the CE score. The CE model is also trained by Reimers et al.
[42], based on Microsoft’s Machine Reading Comprehension Dataset (MS-MACRO) [34].

6.1.4 Chunk Size Experiment

Before we begin experimenting with the retriever system, we conducted an experiment to
find the optimal chunk size and chunk overlap, which is documented in Appendix C. Follow
the results of the experiment decided that a chunk of maximum 2800 characters, with 300
characters overlap, is the most suitable value with the given dataset.

6.2 Experimental Setup

6.2.1 Naming convention for experiments

To simplify the experiment name for different retrievers and query splitting/expansion
techniques, we define a set of naming convention:

e kw: Keyword retriever.
e vector: Vector retriever.

e hb: Hybrid retriever.

Furthermore, each query splitting/expansion techniques have their own code, men-
tioned in the section title of each technique below. These technique’s codes can be com-
bined with the retriever’s code, for example: hb_gs refers to hybrid retriever, using base
keyword retriever and separators-based query splitting.
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6.2.2 RQ 2.1 - Keyword Retriever Experiments

The experiment is performed with Okapi BM25 Retriever from langchain, which in turn
used the implementation of rank_bm25 Python package [4]. We do not preprocess document
based on these functions before ingesting into the BM25 retriever, but only preprocess the
query which were sent to the BM25 retriever itself. Before each document’s ingestion, the
document are simply split by whitespace into tokens. Previously, we also experimented
with pre-process the document before ingestion, which is documented in appendix ?7?.

Stopwords removal (sw)

We remove all stopwords in the queries according to NLTK’s list of stopwords [3].

TE£IDF (tfidf)

To construct a Tf-IDF dictionary of all documents, we first preprocess the documents
by removing all HTML tags, special character, and stopwords (also using NLTK’s list of
stopwords). Then, we use Scikit-learn’s TfidfVectorizer [40] to construct the dictionary.
When queries are pre-processed using the T{-IDF dictionary, all words with score lower
than 0.2 will be removed.

YAKE (yake)

We utilized YAKE (Yet Another Keyword Extractor) [7] to extract 3-gram keywords from
the queries. YAKE has two main hyperparameters. The first one is top - denotes top-k
keywords to return, which will be set to 5. Another hyperparameter is dedupLim, the pair-
wise similarity filtering threshold based on Sequence Matcher. We keep deDupLim=0.9 as
the default recommendation. YAKE’s implementation can be found at [6].

KeyBERT (bert)

Similar to YAKE, KeyBERT [17] is utilized to extract keywords. All the hyperparameters
are kept as default.

6.2.3 RQ 2.2 - Vector Retriever Experiments

Separators-based query splitting (gs)

We split each query based on different end-of-sentence separators, followed by a whitespace
or HTML tags (as the EU Taxonomy was formatted so that there were no whitespace if
the end-of-sentence separator is followed by HTML tag).

Query splitting with LLM (qe)

Inspired by different keyword extraction algorithms (KeyBERT and YAKE), and the fact
that queries with activity description and SCC are not self-contained, we ask the LLM
to split the original queries into sub-queries. We prompt the LLM that "providing the
activity description and SCC as queries to retrieve the document are insufficient, since
these queries are complex and not self-contained. Your task is to split them into more
self-contained sub-queries. Provide between 5 and no more than 20 sub-queries".
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Pseudo-relevance Feedback with LLM (prfqge)

Taking inspiration from PRF and CSQE [27]|, we proposed an experiment to investigate
whether LLM can perform pseudo-relevance feedback. For each sub-queries generated as
per section 6.2.3, we retrieve a top-1 document, calculate CE score, then ask the LLM to
extend the sub-queries further based on that document if the CE score is above 0.75.

Hypothetical answer query expansion with LLM (qgeha)

This experiment is based on the method proposed by Jagerman et al. [22], where LLM is
first asked to generate an answer to the prompt without any source (hypothetical answer).
Then, the set of queries is expanded using the hypothetical answer, with the assumption
that the hypothetical answer is a better match with the source in the vector database, even
if the hypothetical answer is wrong.

6.2.4 RQ 2.3 - Filtering Experiments
Reranking questions

The Cross-Encoder model takes a query and one retrieved chunk, and give a higher score
if it rates this chunk as highly relevant to the query. Since we have different query ex-
tension methods - especially for vector retriever, the score can be biased, especially with
LLM-based query extension methods: LLM can output a query which retrieves a lot of
relevant documents with high scores, but irrelevant to the task at hand. Therefore, we
will experiment with another setup where all the retrieved chunks are ranked base on one
common query: "Does COMPANY substantially contribute to ECONOMIC ACTIVITY?"

Filtering threshold

Apart from the queries, an important hyperparameter to consider is the filtering threshold,
which determines the minimum score a document must have in order to be included in the
final search results (after reranking). The range of filtering threshold to be experimented
are 0.01, 0.025, 0.5, and then from 0.1 to 0.9 with an increment of 0.1.

6.3 Evaluation

6.3.1 Mean Average Precision and Mean Average Recall

We evaluate the retriever systems based on two metrics: Mean Average Precision (mAP)
and Mean Average Recall (mAR), both commonly used in IR evaluation. mAP and mAR
are described in equation 6.1 and 6.2, respectively, with N is the number of rows, T'P; (true
positives) is the number of correctly retrieved documents for row i, F'P; (false positives) is
the number of incorrectly retrieved documents for row i, and F'N; (false negatives) is the
number of correct but not retrieved documents for row 4.

N
1 TP, 1 TP,
AP= Y 1 AR= Y 2
" N;TPH—FPi (6.1) mAR N;TPi FN, 6.2)
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Since the retrieval task at hand is part of a RAG pipeline, LLM is expected to play
a part in filtering unrelated documents. Thus, mAR is a more important metrics than
mAP, as higher recall denotes that more correct documents are retrieved. However, mAP
also have an important role in ensuring the LLM’s efficiency and effectiveness. A high
mAP indicates that these relevant documents are ranked highly, enabling the LLM to
concentrate its constrained context window on the most crucial information.

6.3.2 One-by-one unique documents retrieved

Furthermore, to dive deeper into how much value each method (query extension/preprocessing)
brings, we define a metric called "One-by-one unique documents retrieved" (UDR). This
metric compares retriever A to retriever B, calculating how many (correctly) retrieved doc-
uments in retriever A’s results that are not present in retriever B’s results. The UDR score
calculation between Retriever A and B (U% ) at row 4 is shown in equation 6.3, RY, and

iB retriever results for retriever A and B, and GT; the ground truth retriever results.

86
Uap =Y |Vd € {Ry NGT;N Ry} (6.3)
=0
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Chapter 7

RQ 1 - Prompt Engineering
Evaluation Results and Discussion

7.1 RQ 1.1 - Manual Evaluation of LLM’s answer

7.1.1 Evaluating step 1

Score | Zero-shot | Few-shot
0 16 8
1 20 35
2 394 387

TABLE 7.1: Step 1 score for each CoT prompt type
For step 1 - breaking down the criteria, the result is shown on table 7.1. Overall, Zero-shot
and few-shot CoT perform comparably well in this step, with few-shot CoT have a slight

edge with lower generations with score 0.

7.1.2 Evaluating step 2

Score | Zero-shot | Few-shot
-1 1 0
0 3 7
1 19 19
2 407 404

TABLE 7.2: Step 2 score for each CoT prompt type

The result for step 2 (table 7.2) confirms the observation in step 1 (table 7.1: That there
is not much different between Zero-shot and Few-shot CoT prompting. While Zero-shot
prompting has one hallucination incident, it is too small to conclude that Zero-shot prompt-
ing perform worse than Few-shot. Another interesting observation is that Few-shot CoT
utilizes its parametric memory in three generations of the same row, and this behavior was
not observed anywhere else other than CoT prompting.
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7.1.3 Evaluating final conclusion

Score | Traditional | Zero-shot | Few-shot
-1 3 0 2
0 45 26 58
1 6 12 8
2 374 382 360
3 2 10 2

TABLE 7.3: Final conclusion for each CoT prompt types and traditional prompting

Logic hole Traditional | Zero-shot | Few-shot
Misunderstand the criteria 29 22 36
Misunderstand the report 11 9 12
Use wrong information from the report to de- 1 2 4
rive answer

Misunderstand both the criteria and the re- 1 0 0
port

Misunderstand the task (analyze SCC on 0 5 3
CCM)

Hallucination 3 0 2
Give correct analysis but wrong conclusion 0 0 2

TABLE 7.4: Counting different logic holes for each prompting strategies in step 3

For the result of step 3 (conclusion), we evaluate the final steps of the zero-shot and few-
shot, together with traditional prompting. With the result in table 7.3, the most surprising
result is that Few-shot prompting is the worst performer out of all three. In first place
is zero-shot prompting, with the highest generation scoring 2 or higher by a considerable
margin, followed by traditional prompting. Furthermore, while giving scores for each row,
we also noted the reason behind it - for the row that scores one or less, denoted "logic
hole", with the result displayed in table 7.4.

The most common logic hole is "misunderstanding the criteria, " where LLM often gets
confused when the SCC mentions that only one or two of all criteria must be satisfied.
One such example is the activity Installation, maintenance and repair of charging stations
for electric vehicles in buildings (and parking spaces attached to buildings), with the SCC
being Installation, maintenance or repair of charging stations for electric vehicles. In some
generations, LLM would mention that the company only reported that they have installed
EV charging stations but did not report about maintenance or repair. In another case,
the SCC for activity Manufacture of aluminium states that before 2025, only two out of
three criteria need to be satisfied. LLM correctly mentions this information in step 1 but
gets confused in the final step: The company does not report on criteria 3. Therefore, they

have not satisfied the SCC.

"Misunderstanding the report" is another common logic hole across all three prompt-
ing paradigms and mostly happens when the report words things confusingly, even for
humans. For instance, activity Manufacture of energy efficiency equipment for buildings
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has an SCC about Manufacturing insulating products with a lambda value lower or equal
to 0,06 W/mK. A company reports that they have "assessed these panels against the in-
sulating products criteria requiring a lambda value lower or equal to 0,06 W/mK to identify
substantial contribution" but does not confirm that their product met the criteria.

7.1.4 Discussion

For CoT prompting, table 7.1 and 7.2 show that there is little difference between Few-shot
CoT and Zero-shot CoT in the human-annotated score for the first two steps - both achieve
very high performance. The most common mistake LLM makes in step 1 is not mention-
ing the criteria in full. With step 2, LLM occasionally summarizes the company report
snippet, while the prompt specifically asks to "Identify sections relevant to EU Taxonomy
from the snippet". However, step 3 is where the performance differs: Table 7.3 shows that
although most generations of Few-shot prompting still achieve adequate results (84.2%),
it has the highest amount of error generations - with 68.

Since LLM’s performance is known to have a negative correlation with the number of
tokens it has to handle, and as Few-shot CoT prompts are considerably longer than both
Zero-shot CoT and traditional prompts, we believe the length of Few-shot CoT prompts
is part of the culprit. This is also supported by the fact that Few-shot CoT performs on
par with Zero-shot CoT in the first two steps and only drops in step 3. Meanwhile, the
difference in performance between Zero-shot CoT and traditional prompting is expected,
as CoT prompting is known to improve LLM’s reasoning capabilities [51], and the success
of Zero-shot CoT over traditional prompting shows that our step-by-step method works.

CoT prompting’s underperformance can also be attributed to its examples. As mentioned
earlier, other CoT papers have not tested their methods on a problem with this scale -
mostly arithmetic or basic reasoning problems. Our problems require much deeper analy-
sis, so the examples might have limited the reasoning path that LLMs can take. In other
words, LLM with a Few-shot CoT will always try to solve the task in ways that are most
similar to the examples provided, but the examples might not provide the right tool.

Finally, we notice that in most ground truth rows, LLMs cannot derive a conclusive com-
ment on whether a company satisfies the substantial contribution criteria, mainly because
insufficient information is provided as part of the prompt. For instance, if a criterion re-
quires compliance with a specific regulation, the majority of the time, LLMs will clearly
state, "Since information about this regulation is not available, we cannot conclude that
company A satisfies the criteria". We will discuss this further in the future work section
below.
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7.2 RQ 1.2 - Manual Evaluation of CoT Correctness

Chain type | Zero-shot | Few-shot
I 421 415
11
11
v
\Y
VI
VII

OO O W| Wl W
OO W | 00| =~

TABLE 7.5: Results for CoT correctness analysis

The results for CoT correctness analysis are displayed in table 7.5, which shows Zero-shot
CoT slightly outperform Few-shot CoT, but only by a small margin. The manual evaluation
scores also show that 97.91% of zero-shot generations and 96.51% of few-shot generations
fall within chain type I - the ideal scenario, and while Few-shot CoT does not have any
Type IV chain, it has some type V chain (where information from step 1 - breaking down
the criteria is not used for the analysis in step 2 and 3). Meanwhile, Zero-shot prompting
has no type V chain but only type II, III, and IV. For the CoT correctness evaluation
(table 7.5), Zero-shot and Few-shot prompting also perform on par with each other, both
often missing a link in their chain (type II, III, and IV). While Few-shot CoT makes three
type V errors (missing two links), the sample size is also too small (3/430) to conclude.

7.3 RQ 1.3 - Correlation between consistency, human judge-
ments, and automated metrics

Table 7.6 shows the Pearson coefficients as described in equation 5.7 to 5.12. For the cor-
relation between BERT /BLEU against DS (eq. 5.11 and 5.12), the correlation is negative
because DSy, = 1 if and only if there are disagreements. Overall, the strongest correlations
are between DS/BE and DS/BL (eq. 5.11 and 5.12), followed by correlation in equation
5.7, 5.8, 5.9 and 5.10 for n = 1. Few-shot CoT prompting also demonstrate a higher cor-
relation between human-annotated scores/consistency metrics against automated metrics.

From table 7.6, it is clear that Few-shot prompting’s answers for each step and the conclu-
sion exhibit much higher correlation than traditional prompting, which can be attributed
to the fact that CoT prompting is more self-contained in each step: Since in each step, the
LLM with CoT are trying to answer the question using a pre-defined method, BERTScore
and BLEU for generations that are different are more likely to be lower. On the other
hand, traditional prompting does not define a common method to answer the question.
Thus, the LLM is free to interpret the criteria and company report in any order and in any
way; therefore, a lower BERTScore and BLEU might not correlate with the wrong answer.

Within CoT prompting, it is also observable that steps 2 and 3’s human-evaluation scores
do not correlate well with automated metrics. At the same time, the correlation is the
strongest in equation 5.11, 5.12, followed by equation 5.7 and 5.8. This observation im-

plies that BERTScore and BLEU are better at identifying if (1) the LLM understands
the report correctly or not and (2) if there is any disagreement between each generations.
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Few-shot CoT prompting Zero-shot CoT Traditional
Equation Pearson p-value Pearson | p-value | Pearson | p-value
(5.7) 0.3904 0 0.2950 0 - -
(5.8) 0.3789 0 0.3163 0 - -
(5.9) with n =1 0.3761 0 0.2923 0 - -
(5.10) withn =1 | 0.3346 0 0.1996 0 - -
(5.9) with n =2 0.1430 0.0030 0.0733 0.1291 - -
(5.10) withn =2 | 0.1096 0.0230 0.0986 0.0409 - -
(5.9) with n =3 0.2673 0 0.1238 0.0102 0.0613 0.2042
(5.10) with n =3 | 0.1263 0.0087 0.0165 0.7337 0.0424 0.3804
(5.11) -0.4527 0 -0.4250 0 -0.2138 0.0481
(5.12) -0.2909 0.0066 -0.3655 | 0.0005 -0.1486 0.1720

TABLE 7.6: Pearson correlations and p-values results

The Pearson correlation scores hovering around 0.4 (moderate correlations) also suggest
that a system where answers with low BERTScore and BLEU are automatically flagged is
feasible.

7.3.1 RQ 1.4 - CoT vs. traditional prompting

Evidence from RQ 1.1 and 1.3 suggests that CoT prompting, especially Zero-shot prompt-
ing, outperforms traditional prompting in several different ways:

1. Higher human-evaluation score: Zero-shot CoT prompting scores higher than
traditional prompting, identify more relevant information and make fewer mistakes
than traditional prompting.

2. Generate more diverse reasoning paths: This is evident also from the fact that
Zero-shot CoT scores higher on human evaluation score, and have more generations
with a score of 3, implying correct results that human annotator was not expecting.

3. More consistent and interpretable: Between each generations, traditional prompt-
ing answers the question differently. However, with CoT prompting, there has been
a set of steps to answer the question. Thus, it is easier to evaluate where the problem
is (step 1 or 2). Although traditional prompting is more consistent (generates fewer
reasoning paths), its way of concluding can be vastly different.

Therefore, Zero-shot prompting significantly increases LLM’s performance in answering
EU taxonomy-related questions.
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Chapter 8

RQ 2 - Retriever Improvement
Results and Discussion

8.1 RQ 2.1 - Keyword Retriever results

We attempted different approaches to how the query is formulated and whether the docu-
ment is pre-processed or not.

8.1.1 Pre-processing both queries and documents

In this approach, the queries and the documents are pre-processed by a keyword extractor
(marked with * in the experiment codes). The results (figure 8.1) were significantly worse
than the original keyword extractor, with decreased precision and recall.

8.1.2 Only pre-process query, but each keyword as one query

Figure 8.2 shows the results of sending each keyword found by keyword extraction models
as a query into the BM25 Keyword Retriever (marked with ** in the experiment codes). As
each query retrieves top-5 documents, using this approach results in nearly tripled, while
the recall shows a slight increase. KeyBERT and YAKE have improved their performance
by 8% and 11%, respectively (on mAR). Interestingly, kw_tfidf, although retrieving as
many documents as keyBERT or YAKE, saw a drastic drop in precision and recall.

8.1.3 Only pre-process query, and concatenate all found keywords into
one query

In this approach, the keywords found by KeyBERT, YAKE, or Tf-IDF for each original
query are concatenated, which results in two keyword queries: One for activity description
and one for substantial contribution criteria. The results for this approach, displayed
in figure 8.3, shows kw_tfidif performing significantly better compared to the previous
approaches, but kw_bert saw a significant drop.
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8.1.4 Discussion

In section 8.1, we show the result of keyword retrievers with three different settings: pre-
process both queries and documents (figure 8.1), pre-process only query - but each keyword
as a query (figure 8.2), and pre-process only query but concatenate all keywords from one
query into a new query (8.3).

For the first setting, we discovered that pre-processing both queries and documents sig-
nificantly affects the performance of the keyword retrievers, with the recall rate dropping
as much as ten times. The second setting,(kw_bert and kw_yake) slightly improves the
performance of kw by around ten percentage points; however, comes at a cost since, on
average, approximately ten more documents were retrieved. Finally, with the third set-
ting, the performance is comparable to the first. Interestingly, only kw_yake maintains the
performance over all three settings, while kw_bert does not perform in the first and third,
and kw_tfidf performs much worse in the second.

At this moment, we do not have any explanation for how the performance of each keyword
extraction technique differs on each setting or how splitting each keyword into a query
significantly improves the performance. One assumption is that the increase is purely by
chance—more queries mean more retrieved documents. Since this experiment raises more
questions than answers, we decided not to utilize keyword extraction techniques in hybrid
retrievers going forward.

8.2 RQ 2.2 - Vector Retriever

Figure 8.4 visualizes the difference between mAP and mAR of all vector retriever exper-
iments. It is clear thaor t the LLM-based hypothetical answer query extension method
(vector_qgeha) significantly improves the recall performance of the vector retriever by a
wide margin compared to the original retriever, and almost double the performance of the
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FIGURE 8.4: mAP and mAR comparison for all Vector Retrievers experiment

second-best performing vector retriever - the LLM-based query splitting method. Mean-
while, separator-based query comes in 3rd place closely (0.7 recall) with minimal effort and
resource utilisation. Vector retriever with LLM-based pseudo-relevance feedback perform
significantly worse, coming fourth at only 23% recall.

However, since the number of retrieved documents also increased 7-8 times (due to many
more queries), mAP did not improve. Another interesting observation is that while com-
paring vector retrievers’ UDR score among themselves and versus keyword retrievers (fig-
ure 8.6), it is clear that the original vector retriever does not bring any additional value
compared to the original keyword retriever—meanwhile, LLM- and separator-based query
splitting brought 15 and 3 new documents, respectively.

Before experimenting with the retriever, we hypothesise that since the query, contain-
ing an activity’s description and its substantial contribution criteria, is not self-contained,
vector retrievers would have difficulty finding relevant documents. The experiment with
the base vector and keyword retriever confirmed this hypothesis - figure 8.5 shows that
base keyword retriever (kw) and hybrid retriever (hb) have exactly similar performance (on
both precision and recall), while figure 8.6 shows that base vector retriever (vector) does
not retrieve any unique document compared to kw.

Thus, query splitting and extension techniques, especially vector_ge (LLM-based), im-
prove upon vector by a considerable margin - retrieving 50 more unique documents ac-
cording to figure 8.6. There is also a considerable difference between vector_gs (naive
separators-based) and vector_qe, with the latter also retrieving 41 more unique doc-
uments than the former while not retrieving many more documents (6 more per row).
The best performing query extension techniques - extending with hypothetical answers
(vector_geha), retrieve 95 more unique documents compared to the original vector, and
52 compared to vector_ge. Furthermore, since the current prompt for query splitting
(see appendix B) is still naive (without any examples or iterative process), it is possible
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FIGURE 8.5: mAP and mAR comparison for Hybrid and selected Keyword /Vector
retrievers

that LLM-based query expansion can still improve the vector retriever’s performance much
further.

8.3 Hybrid Retriever - combining Keyword and Vector Re-
triever without reranking

Before continuing with the Cross-Encoder Reranking result, we are interested in how the
hybrid retriever improves using the different combinations of vector retrievers (LLM- and
separators-based query splitting) and the original keyword retriever. Due to the uncertainty
of how keyword retrievers behave, we have decided to only use the original keyword retriever
for hybrid retrievers. These hybrid retrievers’ mAP-mAR and UDR scores are presented
in figure 8.5 and 8.6, respectively. From these figures, we can make three observations:

1. Hybrid retrievers with original keyword and vector retrievers (hb) perform the same

as original keyword retrievers (kw), which proves that original vector retrievers do
not add any value.

2. Hybrid with LLM- and separators-based query splitting methods improve recall per-
formance by 26% and 15% , respectively, while hybrid with hypothetical answer
increases the performance by a further 5% compared to LLM-based query splitting.

3. Hybrid with separator-based query splitting does not bring any new unique docu-
ments compared to LLM-based query splitting.

8.4 RQ 2.3 - Cross-Encoder Reranking

To perform experiments regarding the filtering threshold, we chose the two best-performing
retrievers: Hybrid with an LLM-based query extension (hb_qge) and Hybrid with LLM hy-
pothetical answer query extension (hb_geha). Figure 8.7 and 8.8 displays the mAP and
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mAR scores for each of the filtering thresholds for hb_ge and hb_geha, respectively -
among with the average number of documents retrieved per query!. In these two figures,
the retrieved documents are ranked against the query used to retrieve them, i.e., the query
extended by LLM. An additional metric on each column’s label: Average number of UDR
lost per row versus when no filtering occurs. We calculate this by dividing UDR (of that
column against the no filtering experiment) by the number of rows (86). Furthermore,
Figure 8.9 and 8.10 displays the mAP and mAR scores for each of the filtering thresholds
for hb_ge and hb_geha, respectively, where all documents are ranked against one common
question - as denoted in section 6.2.4.

The mAP and mAR scores for reranking threshold in figure 8.7 for hb_qge are largely
within expectation: Higher threshold (¢) cause recall and amount of documents retrieved
to decrease while increasing precision due to increased relevance. However, we can observe
a significant drop from ¢ = 0 (no filter) to 0.05 - two-thirds of the retrieved documents
are below this score and are thus filtered out, causing a 9% drop in the recall. In other
words, we lost 0.2 unique documents per row but filtered out 28 unrelated documents (on
average), which is a good tradeoff. When the filtering threshold increases, the change in
value becomes less significant. At ¢t = 0.3, the value seems to be the most ideal: only a 6%
drop in recall from ¢ = 0.05 but with only half the documents. After ¢t = 0.3, the decrease
in retrieved documents becomes insignificant, while the recall drop is more observable.

On the other hand, figure 8.8 shows a different story: Since chunks retrieved by hypothet-
ical answers are ranked very high (against the answer) - with around half of the chunks
scores higher than 0.3 and more than one-third of the chunks score higher than 0.9. This
high score implies that ranking retrieved chunks against hypothetical answers is biased,
and the reranked does not significantly filter out unrelated documents. Thus, figure 8.9
and 8.10 display the results when all retrieved chunks are ranked based on one common
question "Does COMPANY substantially contribute to ECONOMIC ACTIVITY?".

With hb_qge, the new reranking question does not significantly alter performance at low
to medium filtering threshold (0.01 to 0.5). However, at a higher filtering threshold, mAP
for new reranking questions still increases steadily (from 0.5 to 0.8) - while for the orig-
inal ranking method, it fluctuates at around 0.17, and mAR does not decrease as much.
Overall, the new reranking question does not significantly affect the hb_qge experiment.
However, with hb_qgeha, the results in figure 8.10 are in stark contrast with figure 8.8, and
closely follows the trend of figure 8.7: At ¢t = 0.01, more than two third of the retrieved
chunks are removed; mAR drops at a higher pace, reaching 0.46 at t = 0.3 (as opposed to
0.7 in fig. 8.8); at t = 0.9, only 1 document remain per row, versus 13.5 in fig. 8.8. We
can conclude that, for hb_geha, reranking with one common question is better for mAP,
while the original reranking method is better for mAR.

LAt filtering threshold = 0.0, it is the same as the original experiment.
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Chapter 9

Conclusion

9.1 Conclusion

We have successfully demonstrated a framework for automatic question-answering on EU
Taxonomy performance by Large Language Models using a two-step approach. In the first
step, a hybrid retriever (composed of BM25 Keyword Retriever and Vector Retriever with
LLM-based query extension) is used to retrieve relevant information on the company re-
port, using the activity description and substantial contribution criteria of that activity as
a query. In the second step, we prompted LLM using zero-shot CoT prompting and our
three-stage approach: Breaking down the criteria, identifying relevant information from
company reports, and concluding whether the company satisfied the criteria.

For the first step, we also compared different Keyword extraction techniques for the BM25
Keyword Retriever and query splitting techniques for the vector retriever. We have also
evaluated the role of the filtering threshold in cross-encoder reranking in filtering out non-
relevant documents to our query. Our findings can be summarized as:

1. Keyword Retriever, equipped with keyword extraction techniques such as YAKE
and KeyBERT, improves the performance of BM25 Keyword Retriever. However,
the improvements are not concrete, as demonstrated by how the performance differs
when three different settings are applied.

2. Non-self-contained queries can significantly harm vector retriever’s performance. We
also investigated different query splitting techniques and discovered that Zero-shot,
no-CoT LLM-based query splitting can significantly improve vector retriever’s per-
formance, especially in combination with LLM-generated hypothetical answers.

3. For LLM-based query extension method, Cross-Encoder reranking using a small lan-
guage model can reduce a lot of irrelevant documents but also significantly lower
the recall rate - and often rate relevant documents very low score. Meanwhile,
for query extension method based on LLM-generated hypothetical answers, Cross-
Encoder Reranking rate most documents above average score, implying potential
bias. This bias is partly mitigated when reranking all documents using a common
question (instead of against the search query). However, this new reranking method,
while improving precision, also suffer from lower recall rate.

For the second step, we have also developed a rating scale to evaluate each stage of CoT
prompting manually, a rating scale to evaluate CoT correctness, and another rating scale
to compare all LLM output concerning answering questions on EU Taxonomy. We have
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also investigated the correlation between these manual metrics and automated metrics
such as BERTScore and BLEU, and results show a moderate correlation between CoT
prompting’s answer and its automated metric score, thus showing that automated metrics
could be used to flag suspicious answers. Finally, we can conclude, based on this evidence,
that:

1. Zero-shot CoT prompting significantly improves LLM’s output regarding traditional
prompting in answering EU Taxonomy questions.

2. While Few-shot CoT can outperform Zero-shot in more specific and narrow problems,
we observe that Few-shot CoT lags in terms of human-evaluated score compared
to Zero-shot CoT. Therefore, further evaluation is needed to justify Few-shot CoT
prompting for an open-ended QA task as complex as this.

9.2 Limitations

The core limitation of our research is the dataset, which is not curated by a seasoned pro-
fessionals and expert in the EU Taxonomy. Therefore, the ground truth within the dataset
might be incomplete or inaccurate. Furthermore, due to limited public data available, we
could not test our approach in full - as presented in figure 1.1. Specifically, we could not
evaluate if LLM can independently identify EU Taxonomy activities relevant to a company
or not, and thus, it is still a manual process. Furthermore, due to the limited time frame of
the research, it is not possible to investigate methods to provide more related information
to the LLM, such as regulations within a criteria - which could be crucial to answer the
question. Furthermore, we only evaluate the retriever’s performance by comparing if the
chunk id it retrieves match the chunk id in the ground truth dataset or not. However,
information in the company report can be repetitive and thus, chunk id might not be the
best method of evaluation, since it does not take into account semantic similarity.

Another major limitation is that due to technical reasons, we could not consider images
data within the company report - while companies often use graphical means to convey
their idea. We considered using LLM with vision to generate a summary for each graph,
but since (1) vision LLMs are still unreliable on this task, and (2) we have no means to
detect which part of the company’s report is a figure, and passing all the report for LLM
to pre-process would be too costly.

9.3 Future works
Based on our limitations, we recommend the following for future works:

1. Apply a modular approach: Current LLM research focuses on deploying different
modules that LLM can choose to invoke if needed. For example, when met with a cri-
teria that contains regulation, LLM can choose to invoke the "regulation explained"
module to get an extensive overview of that regulation.

2. Investigate methods for automatic evaluation of LLM responses: The cur-
rent evaluation process of LLM-generated text for this task is very time-consuming
and error-prone.
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3. Curate a better dataset: As mentioned, our dataset is not curated by professionals
and experts in the field. Therefore, a better dataset could also assist in developing a
better evaluation method.

4. Evaluation of Retriever system based on semantic similarity.

5. Investigate the role and performance of Cross-Encoder reranking: We also
noted that since the context window of the current CE model is much smaller than the
chunk size, it might cause the CE model to give incorrect scores. Therefore, further
experiments are needed to confirm the correlation, and perhaps the Cross-Encoder
should be considered when setting chunk size.
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Appendix A

Dataset

A.1 Links to companies’ reports

Sector Company Report Link
Waste Management | Suez* Suez 2023 Sustainability Report
Renewi Renewi ple Sustainability Review 2023
Biffa Biffa Sustainability Report 2023
Marine Transport Euronav Euronav 2023 Annual report
Golden Ocean 2022 Golden Ocean Annual ESG Report !
Maersk 2023 Maersk Sustainability Report
Metal AcrelorMittal* 2023 ArcelorMittal Integrated Annual Review
ThyssenKrupp* | Annual Report 2022/2023 Thyssenkrupp
Energy Trafigura 2023 Trafigura Sustainability Report
Iberdrola* 2023 Iberdrola Sustainability Report
Automotive BMW* BMW Group Report 2023
Miscellaneous Hitachi 2023 Hitachi Sustainability Report
General Electric | GE Vernova 2022 Sustainability Report!
Vopak* Vopak Annual Report 2023
Norsk Hydro* Norsk Hydro Integrated Annual Report 2023
TABLE A.1: Sustainability report or equivalent of each company used in the
dataset.

! As of 1st April 2024, Golden Ocean and GE Vernova has not released their 2023 ESG report.
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https://www.trafigura.com/media/1rrfvprh/2023-trafigura-2023-sustainability-report.pdf
https://www.iberdrola.com/documents/20125/3643974/gsm24-sustainability-report-2023.pdf
https://www.bmwgroup.com/en/report/2023/downloads/BMW-Group-Report-2023-en.pdf
https://www.hitachi.com/sustainability/download/pdf/en_sustainability2023.pdf
https://www.gevernova.com/sustainability/documents/Sustainability/ge2022_sustainability_report_ada.pdf
https://www.vopak.com/system/files/Vopak_Annual_Report_2023_.pdf
https://www.hydro.com/globalassets/06-investors/reports-and-presentations/annual-report/nhar23/integrated-annual-report-2023_eng.pdf

A.2 Example

We take Renewi’s economy activity 5.8 - Composting of bio-waste as an example of the
dataset creation process. Suez, one of Renewi’s competitors, also reports on this activity
- therefore, 5.8 could be an activity in which Renewi performs business. The description
for activity 5.8 is "Construction and operation of dedicated facilities for the treatment of
separately collected bio-waste through composting (aerobic digestion) with the resulting
production and utilisation of compost", and the substantial contribution criteria are: (1)
The bio-waste that is composted is source segregated and collected separately, and (2)
The compost produced is used as fertiliser or soil improver and meets the requirements for
fertilising materials set out in Component Material Category 3 in Annex II to Regulation
(EU) 2019/1009 or national rules on fertilisers or soil improvers for agricultural use.

With this information, on page 21 of Renewi’s 2023 Sustainability Review, we identified
a paragraph that reports on Renewi’s compost business, as shown in figure A.1. In this
paragraph, Renewi mentioned that they collect "green waste", implying that the source
is segregated and collected separately (as per criteria 1). Renewi also mentioned that the
compost is PAS100-compliant, a UK Government’s standard for compost quality 2, satisfy-
ing criteria 2 on "meets the requirements for fertilising materials set out on national rules".
Therefore, we can conclude that Renewi satisfied the substantial contribution criteria to
Climate Change Mitigation for activity 5.8.

’https://assets.publishing.service.gov.uk/media/5a8039cfe5274a2¢e8abdeebl/Material _
comparators_for_materials_applied_to_land_-_PAS100_compost.pdf
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Supporting local farmers
with sustainable compost

Renewi Wakefield in the UK has set up a mutually beneficial
arrangement with three local farms, which will take 6,000 tonnes

of compost annually.

Our Wakefield site processes green waste from
civic amenity sites and kerbside collection
rounds. This is then shredded, tunnel composted
(in a closed-off, controlled ventilation system)
and then screened to produce a high-quality
compost, classified as a product and no longer a
waste. The compost is peat-free and a
sustainable soil improver with no added
chemicals. It also improves light soils by
enhancing water retention, reduces loss of
nutrients and stimulates beneficial soil life.

Fram 160 tonnes of initial green waste in a tunnel,
we produce approximately 60 tonnes of final
product compost. Compost processed at the site
contains similar nutrients ta fertiliser, but as
organic matter it is much more beneficial to the
soil - and the environment. The compost is of
high quality and is PAS100-compliant (a widely
recognised standard within the arganics recycling
sectar),

Robert Copley, one of the farmers who is now
using the compost on his farm, says: "Compost is
so much better far the soil than fertiliser, which is
laden with chemicals. It provides a much slower
release of nutrients. It improves the scil's

structure and fertility and can increase a crop's
yield potential.”

Drew Pearson, the site’s operations manager,
added: "I'm really happy with this arrangement. It
benefits the environment, saves us money and
means we're working closely with our local
community. It's a definite win-win”

Councillor Jack Hemingway, Wakefield Council’s
cabinet member for climate change and
environment, said: “Reusing composted material
locally in this way has multiple ervironmental
benefits, including helping to address climate
change by reducing reliance on manufactured
fertiliser and improving soil conditions for
agricultural use without damaging ecosystems.
Thisis true circular economy principles put into
practice.”

It benefits the environment,
saves us money and means
we’re working closely with
our local community

Drew Pearson, site operations manager

e || » 21

FIGURE A.1: Renewi’s 2023 Sustainability Review, page 21, showing information

on Renewi’s compost business

63



Appendix B

Prompts

64



B.1 Traditional prompt for answering questions about EU
taxonomy

You are a Sustainability Analyst at a large bank in Europe. You have an extensive
knowledge on different Sustainability topics, especially the EU taxonomy of economic
activities.

In brief, the EU taxonomy is a list of economic activities and how they can substantially
contribute to a climate goal. In this task, you will only looking at economic activities
that contribute to the Climate Change mitigation goal. You are given some snippet of
a company report that are related to an economic activity, along with how that
economic activity substantially contribute to climate change mitigation. Your task is to
verify, based on that snippet, if the SCC are satisfied.

Few remarks: (1) Base the answer solely on the snippet provided. (2) Pay attention to
details in the criteria, and in some cases, not all the sub-criteria needs to be satisfied -
it will be mentioned in the text, such as "Satisfying one of the following criteria".

(3) You are analyzing 2023’s data. Therefore, if {{company}} reports data for multiple
years and /or predictions for the future, ignore it. Only focus on data for Financial Year
2023 and criteria that needs to be applied before 2023. However, any investments for
the future but performed in the year 2023 is taken into account.

Question: Perform step-by-step analysis of {{company}} on this economic activity {{ac-
tivity } }, based solely on the following snippet of {{company}}’s Sustainability report
The description of the activity is {{activity-description}}. The SCC for CCM of this
activity are: {{criteria}}.

Company report snippet:

{{sources}}

Do not only answer yes or no, provide detailed information on how did you arrive at
that conclusion.

In case the company already mentioned that they met the criteria, just report it and
don’t need to analyze further.

ONLY Answer in JSON in the following format:

{ "Analysis": <ANALYSIS as string>,

"Conclusion based on answer": True/False, }

Make sure your JSON file are syntactically correct. No need to encapsulate JSON inside
a code block.

TABLE B.1: Traditional prompt. In brakets {{}} are variables to be changed.
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B.2 CoT prompt for answering questions about EU taxon-
omy

You are a Sustainability Analyst at a large bank in Europe. You have an extensive
knowledge on different Sustainability topics, especially the EU taxonomy of economic
activities. In brief, the EU taxonomy is a list of economic activities and how they
can substantially contribute to a climate goal. In this task, you will only looking at
economic activities that contribute to the Climate Change mitigation goal in the com-
pany’s turnover. You are given some snippet of a company report that are related to
an economic activity, along with how that economic activity substantially contribute
to climate change mitigation. Your task is to verify, based on that snippet, if all the
substantial contribution criteria are satisfied.

Few remarks:

- Base the answer solely on the snippet provided;

- Data provided is in HTML format, and could include tables;

- Pay attention to details in the criteria. In some cases, not all the sub-criteria needs to
be satisfied, either because only one (or more) needs to be satisfied, or the sub-criteria
has a eligibility requirement;

- You are analyzing 2023’s data. Therefore, if {{company}} reports data for multiple
years and/or predictions for the future, ignore it. Only focus on data for Fiancial Year
2023. Focus on criteria that needs to be applied before 2023. However, any investments
for the future but performed in the year 2023 is taken into account.

- VERY IMPORTANT: Your step-by-step reasoning should contain three steps: (1)
Break down the criteiria into sub-criteria, (2) Break down what the company report on
each sub-criteria, (3.1) Conclude and explain if company satisfy the substantial contri-
bution criteria, and (3.2) Conclusion based on step 3.1.

Before you start, here are a few examples to demonstrate how to analyze
step-by-step: {{examples}}

Question: Perform step-by-step analysis of {{company}} on this economic activity {{ac-
tivity}}, based solely on the following snippet of {{company}}’s Sustainability report
The description of the activity is {{activity-description}}. The Substantial contribution
criteria for CCM of this activity are: {{criteria}}.

Company report snippet:

{{sources}}

ONLY answer in JSON in the following format. Use linebreaks and markdown lists
frequently to enhance readability.

{ "Step 1: Break down the criteria": <STEP 1 REASONING as string>,

"Step 2: Break down what the company report on each sub-criteria" : <STEP 2 REA-
SONING as string>,

"Step 3.1: Conclude and explain if company satisfy the substantial contribution crite-
ria": <STEP 3.2 REASONING as string>

"Step 3.2: Conclusion based on step 3.1" : True/False}

Make sure your JSON file are syntactically correct. No need to encapsulate JSON inside
a code block.

TABLE B.2: CoT prompt. The only difference between zero-shot and Few-shot
CoT are the {{examples}}, shown in bold.
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B.3 Query Splitting prompt

You are given an economic activity from the EU taxonomy, including its description
and substantial contribution criteria .

The goal of this task is to retrieve chunks of information related to this activity from a
company report.

Since it is done using a Vector database search with cosine similarity, we need to provide
queries to the database. However, providing only the description and the substantial
contribution criteria as queries are not enough to retrieve relevant information, since
the query can be too long and contains too many information. Your task is to split the
description and the substantial contribution criteria into sub-queries.

Provide the answer as a list of sub-queries, like: ['sub-query-1’, ’sub-query-2’; ..., ’sub-
query-n’|.

Give at least 5 sub queries at at max 20 sub queries.

The activity’s description: {{activity description}}

The substantial contribution criteria: {{scc}}

Give your answer as a list. Your answer will be automatically evaluated if it’s a python
list or not, so make sure it’s syntactically correct.

TABLE B.3: Prompt to split the queries into sub-queries.

B.4 Hypothetical Answer prompt

You are a Sustainability Analyst at a large bank in Europe. You have an extensive
knowledge on different Sustainability topics, especially the EU taxonomy of economic
activities. In brief, the EU taxonomy is a list of economic activities and how they can
substantially contribute to a climate goal. In this task, you will only looking at economic
activities that contribute to the Climate Change mitigation goal. You are given an
economic activity, along with how that economic activity substantially contribute to
climate change mitigation. Your task is to answer, based on your knowledge about
{{company}}, if they satisfy the substantial contribution criteria.

Question: Perform hypothetical analysis of {{company}} on this economic activity {{ac-
tivity } }, based on your knowledge. The description of the activity is activity-description.
The Substantial contribution criteria for CCM of this activity are: {{scc}}. Give both
for- and against arguments on why {{company}} satisfies/not satisfy the criteria.

TABLE B.4: Prompt for Hypothetical answer generation.
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B.5 Query Extension based on Hypothetical Answer prompt

You are given an economic activity from the EU taxonomy, including its description
and substantial contribution criteria .

The goal of this task is to retrieve chunks of information related to this activity from a
company report.

Since it is done using a Vector database search with cosine similarity, we need to provide
queries to the database. However, providing only the description and the substantial
contribution criteria as queries are not enough to retrieve relevant information, since
the query can be too long and contains too many information. Therefore, you a given a
hypothetical answer containing arguments on how company satisfies/ does not met the
criteria. Your task is to split the hypothecial answers into sub-queries.

Provide the answer as a list of sub-queries, like: ['sub-query-1’, ’sub-query-2’, ..., 'sub-
query-n’|.

Give at least 5 sub queries at at max 20 sub queries.

The activity’s description: {{activity description}}

The substantial contribution criteria: {{scc}}

Hypothetical Answer: {{hypothetical-answer}}

Give your answer as a list. Your answer will be automatically evaluated if it’s a python
list or not, so make sure it’s syntactically correct.

TABLE B.5: Prompt for Query Extension based on Hypothetical Answer.

B.6 Query Extension based on Pseudo-relevance Feedback
prompt

You are given an economic activity from the EU taxonomy, including its description
and substantial contribution criteria .

The goal of this task is to retrieve chunks of information related to this activity from a
company report.

Since it is done using a Vector database search with cosine similarity, we need to provide
queries to the database. However, providing only the description and the substantial
contribution criteria as queries are not enough to retrieve relevant information, since the
query can be too long and contains too many information. Therefore, we will perform
pseudo-relevance feedback: retrieving the top 1 document, and your task is to perform
query extension using this top-1 document, assuming it is relevant.

Provide the answer as a list of sub-queries, like: ['sub-query-1’, ’sub-query-2’, ..., 'sub-
query-n’|.

Give at least 5 sub queries at at max 20 sub queries.

The activity’s description: {{activity description}}

The substantial contribution criteria: {{scc}}

The pseudo-relevance document: {{prf}}

Give your answer as a list. Your answer will be automatically evaluated if it’s a python
list or not, so make sure it’s syntactically correct.

TABLE B.6: Prompt for Query Extension based on Pseudo-relevance Feedback.
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Appendix C

Chunk Size Experiment

C.1 Experimental Setup

As the prepared dataset contains the sources for each row and copy directly from the
company’s report (pre-determined GT chunk), the goal of this experiment is to find the
optimal chunk size and chunk overlap that encapsulates all pre-determined ground truth
chunks. We employ grid search to perform the experiment, with the chunk size ranging
from 1000 to 300 and a step of 200, while the chunk overlap ranges from 0 to 500, with
step of 100.

For each pre-determined GT chunk (d) of each row in the GT dataset , we compute the
chunk overlap score Og. (C.1) against each chunk ¢ € C, with C the list of all possible
chunks after chunking. The chunk cpess € C with the highest overlap score is chosen. We
then count all GT chunks d with Oy . lower than 0.8, as a metric to compare different
(chunk _size,chunk _overlap) combinations. In equation C.1, w represents a word - split
by common separators such as whitespace, nextline, etc.

d
Od,c = W (C.l)

C.2 Results

For all (chunk _size,chunk overlap) combinations within the defined range, only four
combinations have zero low overlap count: (2800, 300), (2800, 400), (2800, 500), and (3000,
500). Thus, the combination (2800, 300) is chosen, as this is the lowest combination. Lower
value in chunk size will take up less space in an LLM’s context window, and smaller overlap
will results in less chunks, both while keeping the same semantic meaning.
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