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Management Summary 
This thesis was conducted to complete a Bachelor of Industrial Engineering and Management, as 
part of an internship at Versuni, a leading multinational company in the domestic appliance sector. 
Versuni's product portfolio includes a wide range of household appliances and personal care items.  

The company currently faces significant issues with inventory level forecasts, which often deviate 
from actual inventory levels. These inaccuracies are primarily due to inaccurate demand forecasts 
caused by dynamic customer trends, economic shifts, and rapid company growth. Additionally, the 
investigation revealed that multiple products are predicted to have zero future inventory despite 
forecasted demand, indicating potential stockouts. This investigation demonstrated that Versuni not 
only has problems with inventory forecasts but also with determining optimal order quantities. 
Hence, the research question is as follows. 

“How can the inventory level forecast accuracy be improved and frequent stockouts be avoided by 
developing a machine learning model and formulating optimal order quantities?” 

An analysis of the current situation revealed that the company uses a static formula to forecast the 
inventory levels, relying heavily on demand forecasts, which are known to be inaccurate. As a result, 
the current method fails to counterbalance the inaccurate demand forecasts, leading to inaccurate 
inventory forecasts. On top of that, it was revealed that the ordering process was done automatically 
by the ERP system under the supervision of the supply planner, using advanced algorithms. However, 
this method fails to determine the right order quantity to meet the demand forecasts, as shown by 
the number of stockouts. 

After conducting a literature review, it was decided that several machine-learning models should be 
developed, and a dynamic lot size model can be implemented to find optimal order quantity, to avoid 
stockouts. The development of machine learning models follows commonly used procedures, 
involving data collection, data preparation, hyperparameter tuning, and model evaluation. Thus, 
machine learning models were developed, and it was found that Linear Regression and Neural 
Network were the two best-performing models, reducing the errors in the forecasts by a significant 
margin. In the end, the Neural Network was chosen due to its lower MSE, despite having a slightly 
higher MAE than the Linear Regression model. All in all, the machine learning model managed to 
produce more accurate predictions, decreasing the MSE and MAE by 76% and 26% respectively, 
while increasing the R-squared to 93% from previously 76%.  

In determining the optimal order quantity, the chosen method was a deterministic dynamic lot size 
model, due to the lack of a better option given the available data, despite having stochastic demand. 
The model was implemented in VBA, using input parameters that were assumed due to the lack of 
actual parameters. As a result, the model successfully lowered the total inventory costs for 7 out of 
9 products and prevented stockouts for all products. The comparison was made between the old and 
new order quantities, with costs calculated identically for both. Additionally, if stockout costs were 
factored into the cost calculations, the model would reduce the total costs for 8 out of 9 products 

 



6 
 

1 Introduction 
This thesis was conducted to complete the Bachelor of Industrial Engineering and Management, as 
part of an internship opportunity provided by Versuni. Since Versuni aims to improve its inventory 
practices, this research aims to investigate a machine learning model to increase inventory 
forecasting and determine optimal order quantity to enhance inventory management. In Chapter 1.1, 
the company is introduced, and then Chapter 1.2 and Chapter 1.3 identify the problems. Lastly, 
Chapter 1.4 provides, the research design of this graduation assignment. 

1.1 Company Introduction 
“Turning houses into homes” is the motto of a leading multinational company in the domestic 
appliance sector, Versuni. In the era of innovation, Versuni aims to deliver comfort and warmth to 
houses, turning them into homes through products of the highest quality, built sustainably for your 
home and the planet. The name itself comes from the word “Universe”, reflecting its global presence, 
with operations in more than 100 countries.  

Previously known as Philips Domestic Appliances, Versuni was a part of the market giant Royal 
Philips. In 2021, the leading health technology company, Royal Philips, decided to sell its Domestic 
Appliance business to focus on extending its leadership in the highly competitive health technology 
sector. Versuni was acquired by Hillhouse Capital, which is an investment firm with years of 
experience in performing digital transformation to drive innovation and business expansion. Despite 
the transaction, Versuni will continue to sell its products under the brand name Philips for all its 
sales, manufacturing, and marketing activities globally for the next 15 years, which is subject to the 
terms of the brand license agreement. 

Versuni’s portfolio of products covers a diverse range of household appliances and personal care 
items. For the kitchen, Versuni offers popular appliances such as coffee makers and air fryers. For 
floor care, their selection includes cordless vacuum cleaners and robotic options. Versuni also offers 
a variety of irons and steamers for garment care. For air solution appliances, their selection includes 
air purifiers and humidifiers. Versuni also provides hygiene products such as shavers and trimmers, 
along with infant care products designed for new parents.  

1.2 Problem Context 
This thesis was conducted under the supervision of the inventory management team, part of the 
Sales and Operations Planning (S&OP) team. The S&OP team is responsible for aligning and 
integrating different operations within Versuni to ensure a unified strategy that drives the company 
forward. Their task includes product lifecycle review, demand review, and supply review, before 
proposing a strategy to the executive team of the company.  

The S&OP team is reliant on reliable data to base their decisions, and one of the most important data 
is the inventory level forecasts. The forecasts are utilized by the operation teams in each market to 
coordinate future actions, ensuring the inventory level remains optimal. One of the actions, for 
example, is that if there is a predicted spike in inventory level, the market can then strategize a sales 
action to ensure that the products do not become obsolete.  
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The forecasts are created for every finished product currently available on the market and these 
products are being held at Versuni’s warehouses throughout the world.  These products are being 
manufactured either by Versuni’s manufacturer or with external manufacturers, before being sent to 
the warehouses. The products would then be sold to customers either through Direct-to-Consumer 
(D2C) sales channels such as e-commerce and physical retail stores, or online marketplaces such 
as Bol and Amazon.  

Currently, the inventory management team faces challenges due to the lack of integration within the 
SAP ERP system. Although the system contains essential data such as demand forecasts, incoming 
orders, and inventory levels, this information is dispersed across different interfaces. Consequently, 
the system cannot automatically generate live inventory level forecasts, showing the inventory 
forecasts from an interface. As a result, the team must manually compile these forecasts weekly. 

From the inventory forecast files, it was found that the forecasts are not accurate and often miss the 
actual inventory level by a huge margin. After an investigation, it was found that the main contributing 
factor is that the demand forecast accuracy is sub-optimal. Inventory forecast is highly dependent 
on demand forecasts since it is a product of inventory level subtracted by forecasted demand. The 
inaccuracy of the demand forecast could be accredited to a variety of factors, which include changes 
in customer trends, and economic changes, and most relevant to Versuni’s case is the rapid growth 
it is facing. As a result, the S&OP team has been making their decision based on inaccurate inventory 
forecasts.  

Ideally, for this reason, improving the demand forecast accuracy would lead to an improvement in 
the inventory forecast too. However, this approach is outside the scope of this research, mainly due 
to the unavailability of weekly historical demand data, limiting the possibility of producing more 
accurate demand forecasts. Hence, the research will focus mainly on creating a comprehensive tool 
that can increase inventory forecast accuracy while still inputting the partially accurate demand 
forecasts. A hypothesis is developing a machine learning model would be able to increase inventory 
forecast accuracy, by possibly counterbalancing the inaccurate demand forecasts. 

Furthermore, after investigating deeper into the inventory level forecasts, it was often noticed that 
multiple products are predicted to have no future inventory, despite having a positive forecasted 
demand. This exposes a problem, Versuni is predicted to have a lot of stockouts for various products. 
Thus, Versuni not only has a problem with its inventory forecasts but also with its method of 
determining optimal order quantities. It seems that most of the order quantities that have been 
placed by Versuni will not meet the forecasted demand. 

As a result, this research aims to address inventory management malpractices occurring in Versuni, 
to provide solutions to enhance the whole operation. The focus of this research lies in the 
development of machine learning to increase the accuracy of inventory level forecasts and to look at 
relevant inventory management strategies to prevent stockouts. Variables such as order quantities 
are therefore crucial to solve this problem. 
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1.3 Problem Identification 
In identifying the problem to solve, Chapter 1.3.1 defines the action problem and its evaluation 
metrics. In Chapter 1.3.2, a problem cluster is created to visualize the relationship between all the 
problems, and the core problems are analyzed. Lastly, in Chapter 1.3.3, the norm and reality of the 
evaluation metrics are investigated. 

1.3.1 Action Problem 
Versuni’s inventory level forecast accuracy can be quantified with evaluation metrics such as the 
Mean Squared Error (MSE), Mean Absolute Error (MAE), and R-squared. These metrics will be 
elaborated on in Chapter 4.2. But briefly, it is important to understand that a low MSE and MAE, and 
a high R-squared represent a good forecast accuracy. As for the ordering quantity, its performance 
can be quantified using the fill rate which is a percentage of customer demand that can be filled from 
available stock without backorders or delays. Therefore, these quantities would be relevant 
measures to quantify the action problem which is as follows. 

Low inventory forecasts accuracy and frequent number stockouts. 

1.3.2 Problem Cluster and Core Problem 
Figure 1 depicts a problem cluster to see the relationship between all the problems leading to the 
action problem. After conducting a root cause analysis, it was found that there are 3 potential core 
problems. However, only one was chosen as the main core problem of this research. In this chapter, 
each potential core problem will be analyzed and given reasons as to why it affects the action 
problem.  

1. Low demand forecast accuracy: 
Demand forecasts are used to 
forecast inventory levels and to 
determine the right optimal 
order quantities. Currently, 
Versuni uses a static formula 
(which will be elaborated in 
Chapter 3.2.2) to forecast its 
inventory level, which means 
that it is reliant on accurate 
demand forecasts to produce 
accurate inventory level 
forecasts. Furthermore, as 
discovered, order quantities for 
some products are expected to 
not meet the forecasted 
demand. The reason is that 
order quantities are placed by 
judging how much demand is 
expected in the future. Hence, Versuni might produce sub-optimal order quantities. 

Figure 1: Problem Cluster 
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Nevertheless, improving demand forecast accuracy is outside the scope of the research, as 
set by the problem owner, mainly due to data unavailability.  

2. Lack of an alternative tool to accurately forecast inventory level & to determine optimal order 
quantities: Versuni uses a static formula to forecast its inventory level, making it unable to 
counterbalance inaccurate demand forecast. Unlike a static formula, an alternative tool 
such as a machine learning model might be able to learn patterns that would result in more 
accurate inventory-level forecasts. On top of this, it seems that Versuni does not have a tool 
to optimally ensure all demands are met and to avoid stockouts. Both aspects are within the 
scope of this research; hence it is chosen as our core problem.   

3. Manufacturing capacity unable to meet the demand: This can also be considered a core 
problem since manufacturing capacity critically affects the inventory level. Without the 
ability to meet the demand, the most accurate forecast accuracy and the most optimal 
inventory policy would still not satisfy the customer’s needs because they will simply not 
receive anything. However, this is outside the scope of the research because the graduation 
assignment was conducted as part of the operation planning team at the headquarters of 
Versuni, not at one of the manufacturing facilities of Versuni.  

From conducting the root cause analysis, it can be concluded that our core problem is as follows.  

Lack of an alternative tool to accurately forecast inventory level & to determine optimal order 
quantity. 

1.3.3 Norm and Reality 
The norm represents the desired situation whereas the reality represents the current situation. The 
reality of the action problem is that the accuracy of inventory level forecasts is low and there is a 
frequent number of stockouts for many products. Firstly, to find the reality of inventory level forecast 
accuracy, data must be gathered and then analyzed. A dataset was constructed from multiple weeks 
of inventory-level forecasts files, consisting of these main variables.  

• Beginning inventory level at week t.  
• Incoming orders at week t. 
• Forecasted demand at week t. 
• Forecasted closing inventory level at week t (refer to the current method of forecasting). 
• Actual closing inventory level at week t. 

To evaluate the performance of the current forecasting method, we will use the chosen evaluation 
metrics: Mean Squared Error (MSE), Mean Absolute Error (MAE), and R-squared (R²). These metrics 
will be calculated by comparing the forecasted closing inventory levels at week t with the actual 
inventory levels at week t. As for the norm, it is hard to quantify since any improvements shown by 
the evaluation metrics would already satisfy the problem owner. Thus, the norm is set so that the 
accuracy of the evaluation metrics is improved by 25%.  

Furthermore, to find the reality of the current ordering quantity, it is possible to calculate the stockout 
quantity of each product, which is chosen through a selection process discussed in Chapter 3.3. 
Therefore, the KPI for this problem is the sum of the stockout quantity of all products for the next 26 
weeks. The sum of the stockout quantity of each product for the next 26 weeks should be as close to 
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zero as possible. However, in real life scenarios where demand is stochastic, it is unlikely to avoid 
stockouts, hence the norm is set as stockout quantity to be reduced by 75%. Table 1 depicts the 
reality of the action problem.  

 MSE MAE R-Squared Stockout 
Quantity 

Reality 2.419.536 273 70% 11.091 
Norm  0 0 100% 0 

Table 1: Norm and Reality 

1.4 Research Design 
In researching to find solutions to solve the core problem, a research design is crucial in ensuring 
that the research is conducted properly. First, in Chapter 1.4.1, the problem-solving approach and 
research questions are explained. Then, in Chapter 1.4.2, the scope of the research is stated while 
in Chapter 1.4.3, the deliverables of the research are described.  

1.4.1 Problem Solving Approach & Research Questions 
Versuni is facing a problem of low inventory forecast accuracy and frequent stockouts. To solve the 
problem and bridge the gap between the norm and reality, the development of an alternative tool for 
inventory forecasting and determining optimal order quantities is needed. Hence, the main research 
question for this research is as follows.  

“How can the inventory level forecast accuracy be improved and frequent stockouts be avoided by 
developing a machine learning model and formulating optimal order quantities?” 

To answer the main research question systematically, a problem-solving approach is needed, 
consisting of sub-research questions. First, the current situation is analyzed, and then a literature 
review is conducted to gather relevant information about inventory forecasting and inventory 
management. Thereafter, the solution is formulated using the gathered information and data 
available for the research, developing a machine learning model and applying inventory 
management practices. Lastly, the outcome of the solution is then explained and compared with the 
current reality of the situation. Below are listed all sub-research questions responding to the sub-
sections above. 

1. What is the current method of inventory level forecasting and the inventory policy at 
Versuni? 

The research question aims to analyze the current situation to find opportunities for improvement. 
This will be conducted by investigating the data source, the stakeholders, and the current formula 
used for inventory forecasts. Also, the inventory policy is assessed, including the current ordering 
process and inventory components (demand, lead time, associated costs) and its performance. 
Thus, this research question is accompanied by sub-research questions. 

a. What is the source of data used for this research? 
b. Who are the stakeholders involved in inventory forecasting, and how does Versuni generate 

its inventory level forecasts? 



11 
 

c. How are the products chosen for this research and what classification method should be 
used? 

d. What are the components of the current inventory policy? 
e. How effective is the current ordering policy? 

 

2. What are the most relevant machine learning methods for inventory forecasting and 
what are the most relevant methods to determine optimal order quantity for this 
research? 

This research question aims to investigate the most relevant methods to answer our main research 
questions, in the form of a literature review. The findings will be the basis of this research. Firstly, an 
introduction to machine learning and its application are discussed. Then, the types of machine 
learning algorithms and the ones most relevant to this research are explored. To assess the 
performance of the machine learning algorithms, a literature review on relevant evaluation metrics 
is also conducted. Furthermore, concerning the methods to determine optimal ordering quantity, a 
chapter will explain fundamental inventory policies. Lastly, the methods to determine optimal 
ordering quantities that are most relevant to this research are discussed. Thus, this research 
question is accompanied by these sub-research questions. 

a. What is machine learning and what are its applications in the supply chain? 
b. What are the types of machine learning algorithms and which ones are most relevant 

for this research? 
c. What are the evaluation metrics to assess the performance of the models? 
d. What are the fundamental inventory policies and what are the methods to determine 

optimal order quantity? 

 

3. What is the procedure to develop a machine learning model and what is the chosen 
method to determine optimal order quantity? 

This chapter of the research aims to generate solutions to address the core problem. First, the 
procedure for developing a machine learning model is explained. Then, the sources of the data and 
the data preparation process are discussed. The tools used to prepare and tune the machine learning 
model for optimal performance are then described. Additionally, the parameters for tuning each 
model and the rationale behind their selection are elaborated. Finally, we briefly mention the 
evaluation metrics used for assessing performance. 

Next, we focus on determining the optimal order quantity. We explain the rationale behind the chosen 
method and discuss the input parameters and underlying assumptions. Following this, we present 
the mathematical model of the method. Lastly, we discuss the tool selected to translate the 
mathematical model into a functional model. Therefore, the sub-research questions below are to be 
answered. 

a. What are the steps to develop a machine learning model?  
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b. How to obtain and prepare data to be used for the development of the machine 
learning model? 

c. What are the tools used to tune a machine learning model to obtain the best 
performance? 

d. What are the parameters to tune for each machine learning model? 
e. How is the performance of the machine learning model evaluated? 
f. What is the choice of method to determine optimal order quantity? 
g. What are the input parameters for the method and how is it formulated 

mathematically? 
h. What tool should be utilized to calculate the optimal ordering quantity using the 

chosen method? 
 

4. How are the machine learning model and method of determining optimal order quantity 
performing, in comparison to the current methods of inventory forecasting and ordering 
process? 

This chapter aims to evaluate the results of the machine learning models and the proposed method 
of determining optimal order quantity. First, the best parameters for each model are shown and the 
performance of each model is assessed using the evaluation metrics. Then, the best-performing 
model is chosen and compared to the current method of forecasting. On top of that, a coefficient 
analysis of the variables is conducted to know the variables with the most predictive power. Next, in 
determining the optimal order quantity, the proposed model is assessed by comparing the total costs 
associated with the quantity of the orders. 

a. What are the best-performing parameters for each machine learning model? 
b. How is the performance of each machine learning model according to the evaluation 

metrics? 
c. How does the best-performing model compare to the current method of forecasting? 
d. What are the most relevant variables for the machine learning model? 
e. How does the proposed method of determining optimal order quantities compare to 

the current method? 
5. What are the conclusions and limitations of the research and what are the 

recommendations for further research?  

This chapter aims to provide answers to the main research questions through a conclusion of the 
findings of the research. Additionally, limitations and assumptions that hinder the research from 
delivering the most reliable outcomes are discussed. Lastly, a chapter provides recommendations 
for further research to increase inventory level forecast accuracy and to determine optimal order 
quantities.  

1.4.2 Scope 
This thesis is conducted as part of an internship opportunity, during which I conducted research 
while working as an inventory management intern with the S&OP team at Versuni. The research 
consists of two parts: improving inventory level forecast accuracy and determining optimal order 
quantity. The data used for both parts is the same, which is the inventory forecasts weekly file, which 
is explained further in Chapter 3.1. For the inventory forecasts, the research is limited to only using 
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the inventory forecasts weekly file from the first week of 2024 until the 20th week of 2024, which at 
the time of collecting data, is the latest available file. The file consists of all products covering various 
product types and across 7 different markets and located in multiple warehouses around the globe.  

As for determining the optimal order quantity, first, a product selection must be done, since the 
company did not specify the products that should be analyzed. The product selection is done based 
on ABC-XYZ classification and through a selection process described in Chapter 3.3 The selection is 
performed only on products that are found in a specific warehouse for a specific market, which is the 
NL20 warehouse (a warehouse located in the Netherlands). In determining the optimal order 
quantity, data such as the actual demand of the products is unknown, hence the research is 
conducted by utilizing demand forecasts and assuming it to be deterministic. This assumption 
simplifies the problem and allows us to use methods that are relevant to the demand characteristics 
of the products.  

1.4.3 Deliverables 
This research aims to improve the inventory level forecast accuracy and determine the optimal order 
quantity for the selected products experiencing stockouts. To improve the accuracy of the forecasts, 
this research hypothesized that a machine learning model can increase the inventory level accuracy. 
Thus, machine learning’s application in inventory management is assessed and a machine learning 
model will be developed. Additionally, to determine the optimal order quantity, we explore and 
implement the most relevant method using a tool such as Excel, utilizing its VBA programming 
language for coding. Therefore, to conclude, this research will deliver: 

1. A machine learning model to forecast inventory levels by using past inventory forecast files 
as input. 

2. A VBA code to implement a method to determine optimal order quantity. 

 

 

 

 

 

 

 

 

 

 

 

 



14 
 

2 Current Situation Analysis 
This chapter aims to analyze the current situation at Versuni regarding their inventory level 
forecasting method and their inventory policy, to answer the research question “What is the current 
method of inventory level forecasting and the inventory policy at Versuni?” In Chapter 2.1, the source 
of data used in this research is explored, and then in Chapter 2.2, the inventory forecasting method 
is assessed. Lastly, in Chapter 2.3, the inventory policy is investigated, this chapter also discusses 
the production selection method and relevant inventory components such as demands, lead times, 
and costs.  

2.1 Data Source 
For this research, the file used is the weekly inventory forecasts file, which is a file compiled every 
week by the inventory management team to provide inventory forecasts for the next 26 weeks. The 
source of data used in this research is Versuni’s SAP ERP system, which is an ERP system covering 
all aspects of business, from financial, human resources, and inventory.  

The weekly inventory forecasts file is created by merging data from different interfaces of SAP, 
specifically SAP Integrated Business Planning (IBP), SAP Analytics Cloud (SAC), and SAC Excel add-
ins. The data is then merged into an Excel file. 

1. SAP IBP is a comprehensive planning solution that combines demand planning, supply 
planning, and inventory optimization. In practice, Versuni’s inventory management team 
primarily utilizes the demand planning capabilities of IBP to gather demand forecasts for the 
next twenty-six weeks.  

2. SAP SAC provides a cloud-based analytics solution that offers easy-to-understand 
visualizations, enabling organizations to make data-driven decisions. Although technically, 
data found in SAC should also be accessible in SAP IBP, the complexity of the data has made 
it challenging for the company to consolidate everything to one convenient place. 
Consequently, SAP SAC is used to gather data on incoming orders for the next twenty-six 
weeks. 

3. SAC Excel add-in is an additional feature on Excel that allows users to access data from SAP 
SAC in an Excel format. The SAC Excel add-in provides the inventory management team with 
quantitative variables such as a product’s legal price and inventory level, along with 
descriptive variables such as business unit, plant location, market, and product ID. 

Combining all these three sources of data results in the weekly inventory forecasts file, used for this 
research. The weekly routine of the inventory management team involves manually downloading the 
data from these sources, merging them into Excel by performing Excel operations and then assessing 
any anomalies in the data. If everything seems to be correct, the file would then be forwarded to 
multiple stakeholders in the company.  

Important to note, that the data sources show real-time value, meaning the values are dynamic, 
hence, the weekly inventory forecasts file is compiled from a snapshot of data taken at a particular 
time, which is every Tuesday morning. According to the inventory manager at Versuni, Tuesday 
morning is found to be the time with the most reliable data, because, after several experiments, data 
taken at this time led to the least number of errors according to the stakeholders. The root-cause 
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analysis for this is beyond the scope of this research, however, a prominent reason could be that on 
the weekend operational activities stop resulting in less consistent data on the first day of the week. 
By Tuesday, operations would have already been going for a day, resulting in more consistent data. 

The file consists of many variables, but the most relevant ones are as follows.  

1. Product ID. 
2. Forecasted demand for the next 52 weeks. 
3. Incoming orders for the next 26 weeks. 
4. Closing inventory level from the previous week/ Opening inventory level at the given week. 
5.  Closing inventor level projection for the next 26 weeks. 
6. Legal price. 
7. Lead time. 

First, to assess the accuracy of the inventory level forecasts, analyzing a single week's inventory 
forecasts file is insufficient, as it won't represent the true performance of the current inventory 
forecasting method. Therefore, in this research, multiple weekly inventory forecast files are merged 
and utilized, starting from the first week of 2024 until week 20 of 2024. Only the relevant variables are 
included and utilized in the creation of the machine learning model, which will be discussed in 
Chapter 5.1.2. 

For the assessment of the inventory policy, a file from week 22 is used. This is sufficient since the aim 
is to evaluate the inventory policy that led to frequently forecasted stockouts. The week 22 file 
provides the relevant variables needed to conduct this part of the research 

2.2 Inventory Forecasting 
This chapter discusses the importance of inventory forecasts for the primary stakeholders and 
investigates the current methods used for generating the forecasts, which have been deemed to be 
inaccurate.  

2.2.1 Stakeholder 
The main purpose of the inventory level forecast is to provide an outlook on inventory levels, enabling 
informed decision-making. Two primary stakeholders utilize the inventory forecasts: the S&OP team 
and the finance team. Below, the importance of inventory level for each primary stakeholder is 
discussed. 

1. The S&OP (Sales and Operations Planning) team is responsible for aligning and integrating 
various operations within Versuni to ensure a unified strategy that drives the company 
forward. They also supervise the performance of individual markets, coordinating with them 
to address any forecasted inventory gaps or anomalies. Versuni operates in seven different 
markets, each with its own S&OP team. These teams function similarly to the HQ S&OP team, 
with their sales, operations planning, and execution units. However, they are reliant on the 
inventory forecasts file (created by the HQ S&OP team) to assess their respective inventory 
performance. For example, if the HQ S&OP team identifies future gaps for some products, 
they notify the respective market to assess and address the issue. Actions taken often 
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include requesting increased production rates or offering discounts to reduce stock levels, 
to avoid overstock or stockouts. 

2. The finance team uses the inventory forecasts file to monitor the trajectory of expected 
revenue and profitability, on top of assessing assets owned by the company. The main 
objective of these actions is to ensure optimal budget allocation is set accordingly, boosting 
the growth of the company. The finance team also coordinates with the S&OP team to avoid 
unnecessary risks for products forecasted to have significant amounts of inventory, since it 
would tie up cash that could be used for more productive activities.  

2.2.2 Current Method 
The inventory management team creates the inventory level forecasts by using a straightforward 
formula, as follows.  

𝑆𝑡𝑜𝑐𝑘 𝑂𝑛 𝐻𝑎𝑛𝑑𝑡+1 =  𝑀𝑎𝑥{(𝑆𝑡𝑜𝑐𝑘 𝑜𝑛 𝐻𝑎𝑛𝑑𝑡 + 𝐼𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝑂𝑟𝑑𝑒𝑟𝑠𝑡 − 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐷𝑒𝑚𝑎𝑛𝑑𝑡),0}  (1) 

Where 𝑡 : period (week) 

Inventory level forecast refers to the stock on hand projected to be available at the end of a week. 
This straightforward formula aims to estimate the future inventory levels based on three key factors: 

1. Stock on Hand: this is the existing inventory at the beginning of the period. 
2. Incoming Orders: orders that are expected to be received at the beginning of the period and 

ready to fulfill demand. 
3. Forecasted Demand: this is the predicted demand for the products during the period. 

Equation (1) has a max function to ensure that the inventory level does not fall below zero, addressing 
the issue of negative inventory value. 

The straightforward formula fails to accurately forecast the actual inventory levels, due to its reliance 
on accurate demand. If the actual demand differs from the forecasted demand, the entire inventory 
projection becomes inaccurate. Therefore, the inaccuracy in inventory forecasts is directly related to 
the accuracy of the demand forecast. Ideally, increasing the accuracy of demand forecasts would 
result in inventory forecasts that closely match reality. However, since this is beyond the scope of our 
research, the aim has been to develop a machine-learning model to capture patterns that are 
otherwise missed, leading to better inventory forecasting accuracy. 

2.3 Product Selection 
Our dataset consists of 699 products, too many for each product to be analyzed. Hence, to narrow 
down the scope of the research, only 9 products will be selected. The selection would be based on a 
classification method called the ABC-XYZ classification. This method is highly preferred and widely 
used for cost reduction and process improvement in inventory management because of its simplicity 
and accessibility (Silver, Pyke, & Thomas, 2017). The classification method is a combination of two 
classification methods which are ABC classification and XYZ classification. The main purpose is it 
allows inventory managers to tailor a target service level for each category, in our case fill rate, to 
enhance the overall inventory process and reduce cost.  
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ABC classification is a classification method that is based on Pareto’s 80/20 rule, which states that 
80% of the effects come from 20% of causes. In inventory management, this principle is used to 
categorize products based on their contribution to the total revenue (Yigit et al., 2019). Following the 
principle, Category A is filled with products that contribute to 80% of the total revenue; Category B 
consists of products that contribute around 15%; whilst Category C represents products that 
contribute only around 5% (Stojanović & Regodić, 2017). However, these percentages are arbitrary 
and should be tailored to the business’s strategy.  

As for XYZ classification, it is a method that separates products based on their demand variability or 
sales patterns. Category X represents a product that has relatively consistent demand/ low demand 
variability, whereas Category Z represents the opposite (Kumar, 2017). For this reason, forecasting 
demand for products in Category X would likely result in higher accuracy than forecasting Category 
Z. To determine the category of a product, a calculation of the variation coefficient needs to be 
performed. The variation coefficient is a measure of the variability of a dataset in relation to its mean. 
Usually, the proposed classifications are Category X represents products with a variation of 
coefficient between 0% and 10%; 10% to 25% for Category Y; and lastly Category Z with a variation 
coefficient between 25% and infinity (Stojanović & Regodić, 2017). Like the ABC classification, these 
percentages are arbitrary.  

The combined ABC XYZ approach results in a paired comparison matrix to categorize products into 
their respective classes. The characteristic of each cell of the matrix is as follows (Stojanović & 
Regodić, 2017). 

 

Figure 2: ABC-XYZ Characteristics 

By understanding these principles, the products can now be categorized into their respective 
classes. To do so, first, the total revenue of each product for the next 52 weeks is calculated by 
summing the weekly demand over the period and multiplying it with the legal price. Then, we sort the 
products based on their total revenue from high to low. On top of that, we calculated the sum revenue 
of all the products so that we can find how much each product contributes to the total revenue, 
shown as a percentage. Then, the cumulative percentage of each product’s revenue is calculated. 
Cumulative percentage measures the proportion of a total that is accounted for by each product up 
to a given point.  Using this statistical measure, we can know which products contribute to 80% of 
the total revenue. For the ABC classification, we used the percentages for each class that were stated 
by Stojanovic, 2017, which are as follows. 
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Class A B C 
% of Total Revenue ≤ 80% 80% < 𝑥 ≤ 85% ≥ 85% 

Table 2: ABC Classification Criteria 

The result of the ABC classification is as follows.  

Class  A B C 
Item Count 193 38 468 
% of All Item 23% 5% 67% 

Table 3: ABC Item Count 

The Pareto’s 80/20 rule can be seen occurring in our dataset, as shown by the fact that 80% of the 
total revenue comes from 23% of products. 

Moving on to the XYZ classification, for every product, the standard deviation and mean of all the 
weekly forecasted demand are formulated, which are then used to calculate the coefficient 
variation, shown as a percentage. The formula for the variation coefficient is shown below, where 𝜎 
is the standard deviation and 𝑋̅ is the mean. 

𝐶𝑉 =
𝜎

𝑋̅
      (2) 

From doing so, it was that the coefficient variation ranges from 15% up to as high as 714%, which means that 
we cannot categorize the products based on the suggested percentages for each class. Hence, we decided the 
percentage of each class based on the percentile of all the variation coefficients, which are as follows. 
Category X consists of items with variation coefficients in the 25th percentile, Category Y with variation 
coefficients in the 50th percentile, and Category Z is filled with items with variation coefficients in the 75th 
percentile. 

Class  X Y Z 
Variation Coefficient 
Range (%) 

≤39% 39% < 𝑥 ≤ 151% >151% 

Table 4: XYZ Classification Criteria 

The result of the XYZ classification is as follows. 

Class X Y Z 
Item Count 177 346 176 
% of All Item 25% 50% 25% 

Table 5: XYZ Classification Item Count 

Combining these two classifications results in a matrix as follows.  

Class A B C 
X 34 9 134 
Y 122 21 203 
Z 37 8 131 

Table 6: ABC-XYZ Classification Item Count 

After classifying all products into their respective ABC categories, the products are sorted based on the 
coefficient of variation (CV) in their demand, in ascending order. The coefficient of variation is a key metric as 
it indicates the stability of demand; a lower CV suggests that the demand is more consistent. Then, we selected 
one representative product from each class for detailed analysis. For each selected product, we calculated the 
total number of forecasted stockouts by comparing the forecasted demand with the quantity of incoming 
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goods. We then identified the first product whose stockout quantities are large in comparison to their demand. 
This approach ensures that we focus on products with the greatest number of stockouts, allowing us to address 
potential issues in inventory management effectively.  

2.4 Current Ordering Process 
According the inventory management team in Versuni, the ordering process is done automatically by 
the company’s ERP system, SAP Integrated Business Planning (IBP). The system is a cloud-based 
system for supply chain planning and optimization, covering demand planning and supply planning. 
SAP IBP consists of multiple complex algorithms to match supply and demand, it does so by 
forecasting the demand, analyzing the current state of inventory, considering potential supply 
constraints, and calculating the right optimal order quantity through optimization algorithms. Also, 
the system provides the opportunity for planners to create and evaluate certain scenarios to analyze 
different decisions on the supply chain, preparing for uncertainties. Despite being sophisticated, the 
outcome of the system still gets supervised by supply planners, ensuring any anomalies are 
addressed.  

After determining the ordering quantity, the order is forwarded to the respective manufacturers for 
production. These manufacturers are connected to the ERP system, ensuring seamless integration 
and real-time communication. This connectivity allows for efficient communication and 
transparency throughout the supply chain process. Once the manufacturers receive the order, they 
initiate the production process, following the specified quantity. The ERP system helps track progress 
and manage resources, ensuring that production schedules are met. The finished products are then 
transported to warehouses located across the globe. The locations of these warehouses are 
strategically planned to optimize storage and delivery times, ensuring that products are ready for sale 
to meet market demand. The ERP system is still involved in this process, to monitor the inventory 
level in these warehouses, facilitating a feedback loop to the whole ordering process to ensure the 
optimal order quantity is determined. This description provides a high-level perspective of the 
process. The intricate details and coordination of the process are too complex for the scope of the 
research. Nevertheless, the extensivity of the process is inherent to running a large multinational 
company. 

As for this research, it seems that the outcome of the ERP system fails to determine the optimal order 
quantities for some products, leading to frequent stockouts. Since the exact ordering policy is 
unknown to the problem owner, the research makes use of available information, which is the 
forecast files to analyze the current situation. In the file, there are important variables to forecast 
inventory as mentioned earlier, including the ordering quantity for the next 26 weeks, formulated by 
the ERP system. 

Therefore, having selected nine products, each from categories of the ABC-XYZ classification, the 
ordering quantity of each product can thus be analyzed. One of the aims of this research is to 
determine optimal order quantity to avoid stockouts, hence the first analysis that should be 
conducted is to know the stockout frequencies of these selected products. As explained in Chapter 
3.1, the data source for this research does not have any information about the quantity of stockouts, 
thus it needs to be calculated using the available data which are the inventory level, incoming 
orders/ordering quantity, and forecasted demand. The stockout quantity shown in the table below is 
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the sum of stockouts of each product for the next 26 weeks. The formula for calculating stockouts is 
straightforward. 

𝑆𝑡𝑜𝑐𝑘𝑜𝑢𝑡 = 𝑀𝑎𝑥 (𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐷𝑒𝑚𝑎𝑛𝑑 − 𝑆𝑡𝑜𝑐𝑘 𝑜𝑛 𝐻𝑎𝑛𝑑 − 𝐼𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝑂𝑟𝑑𝑒𝑟𝑠; 0)     (3) 

As a result, the table below depicts the sum of the stockout quantity of each product for the next 26 
weeks.  

Product Stockout Quantity (26 Weeks) 
Product AX 100 
Product AY 474 
Product AZ 2794 
Product BX 713 
Product BY 214 
Product BZ 6133 
Product CX 226 
Product CY 352 
Product CZ 85 

Table 7: Sum Stockout Quantity for 26 Weeks 

Furthermore, the total inventory cost is analyzed to objectively assess the performance of the current 
inventory. From investigating the dataset, it seems that the order quantity that has been placed does 
not quite match the forecasted demand, leading to a lot of forecasted stockouts. Hence, having the 
order quantity values, we can calculate the total inventory cost, which later will be used to compare 
with our new proposed ordering quantities. The total inventory cost is the summation of holding cost, 
setup cost, ordering cost, and stockout cost. Holding cost is the cost of holding one unit of inventory 
for a specific period. Setup cost is a cost incurred every time Versuni places an order. Furthermore, 
the ordering cost is the cost of ordering one unit, which will be incurred on top of the setup cost. 
Lastly, the stockout cost is simply the cost of having stockouts. As a result, the table below depicts 
the total inventory costs. 

Product Total Inventory Cost (EUR) Stockout Cost (EUR) 
Product AX 1.263.922 40.150 
Product AY 871.384 187.641 
Product AZ 4.571.854 1.263.503 
Product BX 432.736 53.518 
Product BY 549.295 123.645 
Product BZ 323.891 353.261 
Product CX 156.521 11.594 
Product CY 410.719 56.285 
Product CZ 2.795 9.736 

Table 8: Current Total Inventory Cost and Stockout Cost 

2.5 Conclusion 
This chapter has provided answers to the following question: “What is the current method of 
inventory level forecasting and the inventory policy at Versuni?” By breaking down the main question 
into sub-research questions, we have managed to get a good understanding of the current situation.  
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What is the source of data used for this research? The weekly inventory forecast file is used. This file, 
compiled every week by the inventory management team, provides inventory forecasts for the next 
26 weeks. The data source for this research is Versuni’s SAP ERP system, which covers all aspects of 
the business, including finance, human resources, and inventory. 

Who are the stakeholders involved in inventory forecasting? The two main stakeholders are the S&OP 
team and the financial team who use the inventory forecast files to base their decisions; either to 
provide unified strategies to handle gaps in inventory or to formulate optimal budget allocation. 

How does Versuni generate its inventory level forecasts? The current method of inventory forecasting 
uses Equation (1) which is a static formula, inhibiting it from counterbalancing inaccurate demand 
forecasts, which is a crucial aspect of inventory forecasting. 

How are the products chosen for this research and what classification method should be used?  9 
products were chosen from 699 using the ABC-XYZ classification method, with commonly used 
thresholds for ABC classification and percentile-based thresholds derived from the variation 
coefficient for XYZ classification. 

What are the components of the current inventory policy and how effective is it? The inventory 
management team heavily relies on SAP Integrated Business Planning (IBP) for automated ordering 
and supply chain optimization. Despite its advanced algorithms, the system's effectiveness in 
determining the optimal order quantity has been deemed sub-optimal, particularly after assessing 
the stockout quantities of products over 26 weeks. 
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3 Literature Review 
This chapter aims to answer the following research question: “What are the most relevant machine 
learning methods for inventory forecasting and what are the most relevant methods to determine 
optimal order quantity for this research?” In Chapter 3.1, general information about machine 
learning, and its application in inventory management are explained. Additionally, the various 
machine learning algorithms are explained. Then Chapter 3.2 aims to explain evaluation metrics that 
are commonly used to assess machine learning model performance. Next, regarding determining 
optimal order quantity, in Chapter 3.3, fundamental inventory policies are discussed, alongside 
methods to determine the optimal order quantity and each one’s criteria.  

3.1 Machine Learning for Inventory Forecasting 
Machine learning is a subset of artificial intelligence that focuses on developing a system that learns 
from data to produce insightful information, which can be used to help in decision-making (Angra et 
al., 2017). This is accomplished by using a set of statistical techniques that can identify behaviors of 
a dataset known as algorithms. Machine learning excels in processing large and unstructured 
datasets making them perform better in solving supply chain problems than traditional statistical 
methods. According to Ni et al (2019), machine learning does not rely heavily on historical data, 
unlike traditional methods such as exponential smoothing, moving averages, or time series. This 
makes machine learning a great choice for demand forecasting and planning.  

Inventory forecasting and demand forecasting are closely intertwined concepts within supply chain 
management.  Forecasting methods used for demand forecasting are also applicable to inventory 
forecasting. Both rely on data such as historical sales data and market trends. Intuitively, accurate 
inventory projection is highly dependent on accurate demand forecast. The hypothesis for this 
research is by training a model on data such as historical sales and historical inventory level, the 
model can see a relationship between the two. Hence, in this chapter, we will assess the literature 
not only for inventory forecasting but also for demand forecasting.  

A machine learning algorithm is fed with most of the available data, or what is acknowledged as 
“training data.” The rest of the data unseen by the machine learning algorithm is known as “test data.” 
As the name implies, the “test data” is used to test the performance of the algorithms that have been 
trained on the “training data.” Based on the evaluation of the trained algorithms, a reiterative 
improvement cycle happens where the algorithms are tweaked to achieve the best performance. The 
data consists of independent and dependent variables.  

In the field of supply chain, some variables are often found to be used to develop a machine learning 
model. Demand values at uniformly spaced intervals and macroeconomic indicators, such as GDP 
and inflation rate, were chosen as variables because they have correlations to the sales data (Huber, 
2020). Similarly, according to Faizabad (2020), macroeconomic indicators should be used because 
their relationship with customers' shopping behavior is strong. To conclude, the performance of a 
model is very dependent on the quality of its input, hence it is important to use the most relevant 
ones. 

Machine learning algorithms can be categorized into four most prominent types: supervised, 
unsupervised, semi-supervised, and reinforcement learning (Rebala et al., 2019).  
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Supervised learning algorithms identify patterns in data by considering the relationship between 
independent and dependent variables and are often used for value prediction (Mahesh, 2018). 
Unsupervised learning algorithms do not have an output variable and are used to identify data 
behaviors rather than make predictions (Rebala et al., 2019). Semi-supervised learning algorithms 
use a combination of a small amount of labeled data and a large amount of unlabeled data, refining 
predictions through iterative training (Rebala et al., 2019). Reinforcement learning is a type of 
machine learning where the output of the system involves a sequence of actions rather than a single 
action (Alpaydin, 2010). The focus is on developing a policy, which is a sequence of actions aimed at 
achieving a goal. For predicting inventory levels, supervised learning is the most suitable approach. 

In supervised learning, there are two main types which are classification and regression (Rebala et 
al., 2019). In classification, the main objective is to classify data based on input variables. So, 
classification is often used on datasets that have discrete output variables. Whereas, in regression, 
the aim is to predict numerical continuous values based in line with this research's objective. Hence, 
regression will be used to predict the inventory level.  

For instance, a regression model was developed to forecast the demand for crops to assist farmers 
in production planning (Prabhu et al, 2020). The model achieved a 98% R-squared error, implying that 
it performs well. An SVM model to forecast agricultural water demand was developed by (Li Xuemei 
et al,2020). Their model has good generalization performance and accuracy. KNN and Random 
Forrest machine learning models were developed to forecast demand in apparel retail stores, 
utilizing a plethora of variables (Guven et al, 2021). A Neural Network model was developed to 
forecast demand in the steel manufacturing industry by considering variables such as demands and 
macroeconomic factors, which achieved an overall accuracy of 89.4% (Feizabadi, 2020). Overall, 
each model thrives given the right dataset, hence the best way to find the optimal model for our 
research is to perform experiments with a set of ML models. 

3.1.1 Regression Algorithms  
As discussed above, the most suitable machine learning algorithm for this research is a regression 
model. This research requires an algorithm to predict a numerical continuous value by analyzing 
patterns of past historical data. In this chapter, we will elaborate on the types of regression models 
and how they differ from one another.  

Regression algorithms can be categorized into two, which are linear regression and non-linear 
regression. A linear regression algorithm assumes a linear relationship between the independent and 
dependent variables (Rebala et al., 2019). It is a common choice of algorithm due to its simplicity 
and ease of interpretability (Muller et al., 2016). On the other hand, a non-linear regression algorithm 
learns from a dataset that does not have a clear linear relationship between its variables (Muller et 
al., 2016). Despite being able to learn from a more abstract dataset, a non-linear regression algorithm 
has its downsides. The complexity of the algorithm causes it to require more computing power to run. 
Non-linear regression is also prone to overfitting and hard to interpret since the algorithm is trained 
on a more complex dataset than a dataset with linear relationships. 

3.1.1.1 Linear Regression 
Linear regression is a simple yet powerful algorithm that helps you to understand and predict the 
relationship between a dependent variable and an independent variable (simple linear regression) or 
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multiple independent variables (multiple linear regression). It predicts a numerical continuous value 
by formulating the best-fitting line between all the variables within a dataset. Linear models perform 
well with either a dataset with a large number of features compared to the number of samples, or a 
very large dataset (Müller et al., 2016). 

The mathematical equations for a simple and multiple linear regression are shown below. 

𝑦̂ = 𝛽0 + 𝛽1𝑥 + 𝜖          (4) 

𝑦̂ = 𝛽0 + 𝛽1𝑥 + ⋯ + 𝛽𝑛𝑥𝑛 + 𝜖         (5) 

Equation 1: Multiple Linear Regression 

The breakdowns of these two equations are as follows. 

• 𝑦̂ is the dependent variable (target). 
• 𝑥𝑛 are the independent variables. 
• 𝛽0 is the intercept of the regression line/plane with the y-axis. 
• 𝛽1 is the slope of the regression line, representing the change in 𝑦̂ for a unit change in 𝑥 
• 𝛽1, 𝛽2, … , 𝛽𝑛 are the slopes of the regression plane in case of multiple linear regression, 

representing the change in 𝑦̂ for a unit change in 𝑥 
• 𝜖 is the error term, showing the difference between the observed and predicted values. 

For a linear regression, the most common method to estimate 𝛽1, 𝛽2, … , 𝛽𝑛 is the method of Ordinary 
Least Squares (OLS). This method works by minimizing the differences in values between the output 
of the algorithm and the actual observed values. This method is simple and easy to interpret, 
however, it often creates models that are overfitting. Hence, to prevent this, methods such as Ridge 
regression and Lasso regression are used. These methods are extensions of OLS, and they work by 
adding penalty terms to the OLS cost function to reduce to a certain extent the influence of some 
variables. This leads to a model that is less likely to be overfitting and can handle multicollinearity 
between the variables. Also, it improves the generalization of the model, enhancing its performance 
on unseen data. 

3.1.2 Non-Linear Regression 
Non-linear regression is a regression algorithm that works well in understanding the relationship 
between variables that are assumed to be non-linear. It can grasp the complexity of the dataset and 
offers flexibility in creating relationships between the variables, which includes logarithmic and 
exponential shapes (Muller et al., 2016). Here, we will only introduce methods that are commonly 
used and widely available for creating a machine-learning model. 

3.1.2.1 Support Vector Machines 
Support Vector Machines (SVM) is a powerful supervised learning algorithm that can be used for both 
classification and regression tasks. It works by formulating the most optimal hyperplane that 
separates different classes in the feature space (Geron, 2017). A hyperplane is a decision boundary 
chosen to minimize the difference between observed and predicted values while maximizing the 
distance of each data point to the hyperplane, known as the margin. Doing so ensures that the model 
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is accurate whilst also being generalized well enough to perform well on unseen data. This algorithm 
thrives in capturing the complexity of high-dimensional data (Muller et al., 2016).  

3.1.2.2 K-Nearest Neighbors 
K-Nearest Neighbors (KNN) is a machine learning algorithm used for classification and regression. It 
is commonly acknowledged as a lazy learning algorithm because it does not make assumptions 
about the data during training (Rebala et al., 2019). One of the main advantages of using KNN is it is 
easy to understand and does not need a lot of adjustment to produce a reasonable model, making it 
a good starting point before considering more advanced methods. (Muller et al., 2016). However, this 
method is not often used in practice due to its inability to handle many features and prediction being 
slow (Muller et al., 2016). 

In classification, KNN works by storing all data points and their classification. Then when new unseen 
data is shown, KNN identifies the target variable that is k-nearest to the unseen data in the feature 
space. K refers to the number of neighbors that are closest to the new data point. It is slightly different 
for regression since the expected output is a continuous value, but the principal is the same. In 
regression, the output of the k-nearest neighbor is aggregated, usually, the average of the values is 
taken as the output (Rebala et al., 2019). Unlike the previous models, KNN does not have any 
hyperparameters that generalize the model. Hence, to find the best-performing KNN model, we must 
experiment with different values of K. 

3.1.2.3 Neural Networks 
Neural networks are a class of machine learning models that are designed to emulate the way our 
brain works. They are powerful for a variety of purposes, from classification and regression to image 
recognition and natural language processing (Muller & Guido, 2017). The structure of neural networks 
is inspired by the human brain hence it functions like one. It consists of neurons (nodes), layers, 
weights, biases, and activation functions.  

The neurons are the fundamental building blocks of neural networks. They take input from other 
neurons or external sources. Each input is associated with a weight, reflecting its relative influence 
compared to other neurons/inputs. An activation function is then applied to each neuron to generate 
an output. An activation function is a mathematical function that introduces non-linearity into the 
neural network model, allowing the model to understand complex patterns and relationships in the 
data. Neurons are organized into layers and layers operate the same way as individual neurons, but 
at a different level of abstraction. Layers organize neurons to collectively process data through 
multiple stages, enabling the network of layers to produce predictions.  

3.1.2.4 Decision Trees 
Decision Trees is a common machine learning algorithm that is inspired by the human decision-
making process. It works by breaking down a complex decision into a series of simple decisions. It is 
often utilized for classification and regression tasks. Decision trees are popular due to their ease of 
interpretability (Muller et al., 2016). The downside of using this method is that it is prone to overfitting 
and offers poor generalization performance (Muller et al., 2016) 

The structure of decision trees consists of a root node, internal nodes, and terminal nodes. A root 
node represents the whole dataset and is the starting point of the decision-making process. Once 
the data is passed through the root node, it will be divided into several internal nodes. Each internal 
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node represents a specific feature and acts as a decision point. The dataset is continuously split into 
smaller subsets and internal nodes are created for every decision point. After going through several 
internal nodes, an outcome is reached, and these outcomes are represented by leaf nodes. All the 
connections between each type of node are connected by branches.  

3.1.2.5 Random Forest 
Random forest is referred to as an ensemble machine learning method, meaning that it combines 
multiple decision trees to produce a more powerful model. Random forest is among the most widely 
used machine learning methods, known for being powerful, working well without heavy tuning of 
parameters, and not needing scaling of the data (Muller et al., 2016). The general idea behind random 
forest is to create a more generalized model by averaging the results of many decision trees that are 
overfitting the dataset in various random ways (Malik et al., 2016). The randomness results in lower 
correlations between decision trees, improving the overall performance.  

3.1.2.6 Gradient Boosted Regression Trees 
Gradient-boosted Boosted Regression Trees is another ensemble machine learning algorithm. This 
model is known for its incredible performance, used across various industries and by winning teams 
in ML competitions (Muller et al., 2016). Essentially, Gradient Regression Trees work by creating a 
series of trees, where each tree tries to correct the errors from the previous one. Each tree provides 
predictions for a small subset of a dataset, so combining more and more trees iteratively improves 
performance. Two main parameters for gradient-boosted regression trees are several estimators and 
the learning rate (Friedman, 2001). These two parameters are interconnected, as a higher number of 
estimators means that the model is likely to overfit, hence it is usually paired with a lower learning 
rate to increase generalization, and vice versa.  

3.2 Evaluation Metrics 
This section aims to introduce different evaluation metrics used to assess the performance of a 
machine learning model. Evaluation metrics provide insights into the performance of the model, and 
it helps in comparing the models. They are used to formulate the most well-performing model for 
your needs through reiterative improvement cycles of evaluating and altering the hyperparameters. 
Each evaluation metric has distinctive characteristics and there is no one size fits all. Choosing the 
right evaluation metrics is crucial because each dataset behaves differently. 

3.2.1 R(MSE) 
Mean Squared Error is commonly used to evaluate machine learning models. This method calculates 
the average squared differences between predicted and actual values. Since each difference is 
squared, this method penalizes large errors which emphasize their influence on the model. Hence, 
this method is sensitive to outliers. A smaller result means a better-performing model. The formula 
for MSE is as follows. 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑛

𝑖=1          (6) 

As explained, the differences that are calculated by the MSE are squared. This leads to a result that 
is hard to interpret since it is not in the same unit as the actual values. Therefore, there is an extension 
of MSE that is known as Root Mean Squared Errors (RMSE). This evaluation method takes the root of 
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the MSE, providing an error metric in the same unit as the actual values which enhances its 
interpretability. However, the nature of RMSE is identical to that of MSE regarding its sensitivity to 
outliers. A lower R(MSE) value represents better model performance. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑛

𝑖=1          (7) 

3.2.2 Mean Absolute Errors 

Mean absolute error is a metric that is robust to outliers, unlike the MSE. Mean absolute errors 
calculate the average absolute difference between the predicted and actual values. Therefore, it is 
straightforward to interpret. Mean Absolute Errors provide an error metric in the same unit as the 
actual values. A lower MAE value represents better model performance. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦̂𝑖|𝑛

𝑖=1           (8) 

3.2.3 R-Squared 
R-squared, also known as the coefficient of determination, is a statistical measure that indicates the 
proportion of the variance in the dependent variable that is predictable from the independent 
variable(s). It is used to assess the goodness of fit of a regression model. An R-squared value ranges 
from 0 to 1, where 0 indicates that the model does not explain any of the variance in the dependent 
variable, and 1 indicates that the model explains all the variance. 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−𝑦̅𝑖)2𝑛
𝑖=1

          (9) 

3.3 Inventory Policies 
Reorder policies are crucial in managing inventory effectively, ensuring that stock levels meet 
customer demand without incurring unnecessary costs. According to Chopra and Meindl (2016), two 
primary types of reorder policies illustrate the key managerial issues concerning inventory 
management: continuous review and periodic review. Chopra and Meindl (2016) emphasize that the 
primary objective of these policies is to support decision-making regarding the quantity to order and 
the timing of orders. Achieving this objective depends on accurate calculations of the reorder point, 
safety stock, and order quantity. 

1. Continuous Review 

In a continuous review system, inventory levels are tracked continuously. An order for a 
predetermined lot size Q is placed when the inventory level falls to a specific reorder point. This 
method allows for real-time adjustments to inventory levels, which can be particularly beneficial for 
businesses with stable and predictable demand. 

2. Periodic Review 

In contrast, a periodic review system monitors inventory at regular intervals. Orders are placed to 
raise the inventory level to a set upper limit. This approach is simpler to implement but may not be 
as responsive to sudden changes in demand as the continuous review system. 
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The main advantage of utilizing the reorder policies is that they are straightforward and easy to 
implement, whilst still being able to maintain optimal inventory levels. Using a formula such as the 
Economic Order Quantity (EOQ) is effective in determining optimal order quantity, and finding the 
sweet spot between the holding cost, and ordering cost (Schwarz, 2008). However, the downside is 
that all these benefits can only be actualized given that demand, holding cost, and ordering cost are 
constant (Schwarz, 2008). A slight fluctuation in demand and lead time could lead to excess stocks 
or stockouts, which is often the case in real scenarios, especially for a company operating in dynamic 
markets.  

3.3.1 Economic Ordering Quantity 
The Economic Order Quantity (EOQ) is a formula used in inventory management to determine the 
optimal order quantity that minimizes the total cost of inventory. The total cost includes the cost of 
ordering and the cost of holding inventory. The EOQ model aims to find the optimal point where these 
costs are balanced, thereby reducing overall expenses. The formula of EOQ is as follows. 

𝐸𝑂𝑄 =  √
2∗𝐷∗𝑆

𝐻
           (10) 

Where:  

𝐷 : demand. 

𝑆 : ordering cost. 

𝐻 : holding cost. 

The primary advantage of EOQ is cost minimization; the method determines the ideal order quantity, 
reducing the total costs associated with both ordering and holding inventory. Therefore, this leads to 
a more effectively managed inventory level, preventing stockouts and overstocking. However, the 
effectiveness of the EOQ model relies on several key assumptions. 

1. Demand is constant: this may not reflect real-world situations where demand can be very 
dynamic and unpredictable. 

2. Lead time is constant: when a company uses EOQ to determine order quantity, it is at the 
mercy of its supplier to deliver the orders punctually. 

3. Costs are constant. 

These assumptions may not be practical in all situations, especially in industries with highly variable 
demand or volatile supply chains. Nevertheless, the EOQ model remains a proven method for 
optimizing inventory by finding the optimal quantity. 

3.3.2 Dynamic Lot Size Model 
The dynamic lot size model, also known as the Wagner-Whitin model, is an inventory management 
method used to determine the optimal ordering quantity over a finite planning horizon where demand 
fluctuates (Wagner and Whitin, 2004). Unlike the fixed lot size model, commonly known as the 
Economic Order Quantity (EOQ), the dynamic lot size model adjusts the order quantity based on 
dynamic demand, aiming to minimize total cost, which includes holding cost, setup cost, and 
ordering cost (Wagner and Whitin, 2004). 
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The dynamic lot size model, also known as the Wagner-Whitin model, is an inventory management 
method used to determine the optimal order quantity over a finite planning horizon where (Wagner 
and Whitin, 2004). Unlike the fixed lot size model, also known as the Economic Order Quantity (EOQ) 
which assumes constant demand, the dynamic lot size model adjusts order quantity based on 
dynamic demand. The aim of the model is similar to the EOQ which is to minimize total cost, which 
includes holding cost, setup cost, and ordering cost (Wagner and Whitin, 2004). 

There are several assumptions to be met when using the dynamic lot size model which is: 

1. Having known demand. 
2. No stockouts. 
3. Instantaneous replenishment. 

While the model does not completely represent real-life scenarios, it is still a more reliable approach 
than using the EOQ, especially when demand is not constant. Optimizing order quantities and when 
to put the order, based on actual demand fluctuations, offers a significant improvement in cost 
efficiency and operational effectiveness compared to the static EOQ model. The formula is as 
follows. 

𝑓𝑡(𝐼) = min [(𝑖𝑡 + 𝑥𝑡 − 𝑑𝑡). 𝐻 + 𝑥𝑡𝐶 + 𝑆 + 𝑓𝑡+1(𝑖𝑡 + 𝑥𝑡 − 𝑑𝑡)]    (11) 

𝑡  : current period. 

𝑖𝑡 : inventory level at the beginning of the period 𝑡. 

𝑥𝑡 : order quantity in period t (decision). 

𝑑𝑡 : demand quantity in period t. 

𝐻  : holding cost.  

𝐶  : ordering cost. 

𝑆  : setup cost. 

𝑓𝑡(𝐼) : minimum cost from period t onwards, given an initial inventory 𝐼 

The dynamic lot size model is inherently related to dynamic programming because it applies dynamic 
programming principles to determine optimal order quantities over a finite planning horizon. The 
model breaks down the problem into smaller sub-problems, each representing a specific period. It 
calculates the most cost-effective solution for each period and combines these solutions to find the 
overall optimal strategy. Similarly, dynamic programming solves complex problems by decomposing 
them into sub-problems and making sequential decisions to find optimal overall solutions. 

There are two approaches to the dynamic lot size model: deterministic and stochastic. 
Understanding the differences is crucial in employing the right solution given a particular situation.  

1. Deterministic 

The deterministic dynamic lot size model assumes that all relevant inputs (such as demand, lead 
times, and costs) are known with certainty for each period in the planning horizon. This means that 
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when using demand forecasts, the model assumes they are 100% accurate. The advantage is the 
model is not as complex as a stochastic model, allowing for easier understanding and faster 
computing time. However, assuming the demand forecasts to be 100% accurate can be misleading 
and it rarely happens in real-life scenarios, leading to less reliable outcomes.  

2. Stochastic  

On the contrary, the stochastic dynamic lot size model incorporates uncertainty and variables in the 
input parameters to determine the optimal order quantities. Thus, producing outcomes that are more 
relevant to real-life scenarios. The model uses probabilistic methods to consider the stochastic 
nature of the inputs, often using distribution parameters of the inputs (Heijs, 2019). The disadvantage 
of this method is that it requires a more complex model to compute, hence leading to longer running 
time. Furthermore, the distribution parameters of the inputs should be known. 

3.4 Conclusion 
This chapter presents the answer to the following question: “What are the most relevant machine 
learning methods for inventory forecasting and what are the most relevant methods to determine 
optimal order quantity for this research?” This was answered through several sub-research questions 
as summarized below. 

What is machine learning and what are its applications in the supply chain? Machine learning is 
commonly used in supply chain management for its ability to produce data-driven insights from large 
and complex datasets, enhancing the decision-making process. Unlike traditional methods, 
machine learning algorithms offer flexibility and accuracy by analyzing relationships between various 
variables such as demand patterns or macroeconomic indicators. 

What are the types of machine learning algorithms and which ones are most relevant for this 
research?  The regression model aims to predict numerical continuous values, relevant to the aim of 
this research. There are several types of regression models: linear and non-linear. A commonly used 
linear model is the Ordinary Least Squared Linear Regression Model. As for non-linear models, there 
are various types which are: Support Vector Regression, KNN, Neural Network, Decision Tree, 
Random Forrest, and Gradient Boosted Regression Trees.  

What are the evaluation metrics to assess the performance of the models? Mean Squared Error, 
Mean Absolute Error, and R-squared are the evaluation metrics discussed, each assessing the 
performance of the model differently. 

What are the fundamental inventory policies and what are the methods to determine optimal order 
quantity? The Economic Order Quantity (EOQ) minimizes total inventory costs assuming constant 
demand, lead times, and costs. For variable demand situations, the dynamic lot size model (Wagner-
Whitin) adjusts order quantities dynamically over a planning horizon, leveraging dynamic 
programming principles. 
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4 Solution Design 
This chapter aims to answer the following question: “What is the procedure to develop a machine 
learning model and what is the chosen method to determine optimal order quantity?” In Chapter 4.1, 
the procedure to develop a machine learning model is discussed, including defining the problem, 
collecting and preparing the data, and lastly developing and evaluating the model. Chapter 4.1.3 and 
Chapter 4.1.4 provide the tools used to prepare and develop the model, which includes performing 
hyperparameter tuning. Then, in Chapter 4.1.5, there is a brief explanation of how the model is 
evaluated. Furthermore, in determining the optimal order quantity, Chapter 4.2.1 provides the 
reasoning behind the choice of method. In Chapter 4.2.2, the input parameters of the chosen method 
are elaborated. Additionally, the mathematical formulation and choice of programming language to 
implement the methods are discussed in Chapter 4.2.3 and Chapter 4.2.4, respectively.  

4.1 Machine Learning Model 
Developing a machine learning model involves several steps, from defining the problem to deploying 
the model. In this chapter, we will explain each step and what we have done to come to our results, 
which will be explained in the next chapter.  

4.1.1 Problem Definition 
Versuni's weekly inventory forecasts are inaccurate due to Equation (1) which assumes 100% 
accurate demand forecasts, leading to errors when actual demand differs. While improving demand 
forecasting is ideal but beyond the research's scope, we hypothesize that a machine learning model 
can enhance inventory projections with the current accuracy of the demand forecasts. By 
incorporating various variables, including the forecasted demand, the machine learning model can 
learn the relationship between forecasted and actual inventory levels, providing more accurate 
projections. 

4.1.2 Data Understanding 
Again, we will make use of the weekly inventory forecast files, which consist of multiple variables as 
explained in the previous section. For the model, however, we will use only a few of these variables 
since the other variables are not relevant. These variables are the beginning inventory level, the 
incoming orders, and the forecasted demand for next week only, accompanied by descriptive 
variables such as the year, week number, business group, business unit, plant location, market, and 
ID. We consolidated multiple weekly inventory projection files starting from week 1 until week 20 of 
2024. From each weekly inventory projection file, we only make use of the forecasted demand and 
incoming orders for next week. 
 

Also, we added two columns to show the closing inventory level, a column showing the values from 
the current static formula approach and the other depicting the actual closing inventory level, which 
we extracted from next week’s inventory projection file. Table 9 is an illustration of how our dataset 
looks like, showing only the numerical variables. The column “Projected Inventory Level” is showing 
values from applying Equation (1). Important to note that this variable would not be used as an 
independent variable for the machine learning model. Instead, the main purpose of it is to compare 



32 
 

the performance of the current approach by comparing the values to the actual inventory level. The 
second row of Table 9 tries to illustrate how the values for each column might look like. 

Column 
Name 

Year Week Inventory 
Level  

Incoming 
Orders 
 

Forecasted 
Demand  

Projected 
Inventory Level 
(current 
approach) 

Actual Inventory 
Level  

Example 
Values 

2024 1 10 5 7 max{(10 + 5 −
7); 0} = 5   

10 

Table 9: Variables in the Dataset 

4.1.3 Data Preparation 
Before feeding our dataset into the machine learning model, we must preprocess it to ensure it 
produces the best output (Muller et al., 2016). The steps involved in this process are as follows: 

1. Handling Missing Values: 

Removal of Rows with Missing Values: We removed rows with missing values since most machine 
learning models require a complete dataset to function properly (Geron, 2019). Although imputing 
missing values with the median or mean could have been an alternative, we chose not to as it might 
distort the true nature of the data, leading to misleading results (Muller et al., 2016). Given our 
dataset's large size relative to the number of rows with missing values, their removal did not 
significantly affect model performance. 

2. Feature Selection: 

Relevance of Variables: We performed feature selection to ensure our model trains on the most 
relevant variables. Through experiments and coefficient analysis in a linear regression model, we 
determined that the variables ‘business unit’ and ‘business group’ should be excluded. These 
variables had the lowest absolute coefficients, indicating minimal impact and adding noise, which 
degraded model performance. 

3. Encoding Categorical Variables: 

One-Hot Encoding: Regression models cannot process non-numeric data directly, so we converted 
categorical data using one-hot encoding. We used the `get_dummies` function from the Pandas 
library, transforming distinct categorical values into columns. If a unit has a specific value, it is 
marked as 1 in the corresponding column and 0 in others. 

4. Splitting the Dataset: 

Training and Testing Sets: We split the dataset into training and testing sets using the 
`train_test_split` function from the sci-kit-learn library, with an 80:20 ratio. This ratio allows the 
model to train on a substantial portion of the dataset while retaining enough data to test 
performance, following widely accepted practices. 

5. Standardizing Independent Variables: 

Standardization: We standardized our independent variables using the `StandardScaler` function 
from the sci-kit-learn library, ensuring each feature has a mean of 0 and a standard deviation of 1 
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(Geron, 2019).  Standardizing prevents larger features from unequally influencing the model (Muller 
et al., 2016). Experiments showed that non-standardized datasets resulted in higher errors 
compared to standardized datasets. 

By following these preprocessing steps, we aim to optimize the performance and accuracy of our 
machine-learning model. 

4.1.4 Model Development 
In the model development phase, we fed our models with our dataset and made tweaks to them to 
achieve the best results. This is known as hyperparameter tuning. Each model has different sets of 
parameters to adjust, giving us the possibility of tuning it according to our objective. Besides 
achieving the best results, hyperparameter tuning is also beneficial in preventing our model from 
overfitting or underfitting. In this chapter, we will explain how we adjust the parameters for each 
model. 

We utilized a tool called GridSearchCV, a tool that exhaustively searches through a specified 
parameter grid, allowing us to test different sets of parameters in one run (Scikit-learn developers, 
n.d.). For each combination of parameters, it trains the model and evaluates its performance using 
cross-validation. The evaluation metric that we chose to evaluate every iteration is the negative mean 
squared scoring method which is common for regression tasks where the objective is to minimize 
the mean squared error. For most of our models, we specified the parameter CV for GridSearchCV, 
which is set to 5 k-folds. But, if the cross-validation runs for too long, we decrease it to 3 k-folds. K-
folds refer to the number of times the model is trained, each time using k-1 folds for training and the 
rest of the fold for validation. Below, we will explain the different sets of parameters that we tested 
on each model.  

4.1.4.1 Linear Regression 
Linear regression is a relatively straightforward model in comparison to the others hence, no 
hyperparameter tuning was needed. However, there are many different types of linear regression 
models, such as ridge regression and lasso regression, for which we can adjust the parameters. We 
did not use these models.  

4.1.4.2 SVR 
To develop a Support Vector Regression (SVR) model, there are a few parameters to tune. The main 
parameters to tune are its kernel type, regularization parameters, and epsilon. However, we 
experimented with tuning these hyperparameters and the tuning never ended, since the model kept 
running for a long time. The reason could be the complex nature of SVR and the lack of available 
computing power. Hence, we use the default parameters for SVR. 

4.1.4.3 KNN 
For our KNN model, we experimented with different values for two parameters, which are as follows: 

• n_neighbors: determines the number of neighbors to use by the KNN algorithm, by default, it 
is set to 5. 

o Our experiment: n_neighbors from 1 to 15, in increments of 2. 
• Weights: determines how much weight is given to the neighbors.  
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o Our experiment: uniform or distance. Uniform means that all the neighbors are given 
equal weight, whereas distance means that the closest neighbors are given more 
emphasis. 

These are two of the most important parameters to tune since they determine the complexity of the 
model and hence, enhance prediction accuracy.  

4.1.4.4 Decision Tree 
There are more parameters for a decision tree model due to their complexity and the nature of the 
tree development process. The parameters are as follows: 

• max_depth:  control the model complexity. A higher value for max_depth means that the 
model can map out more complex relationships, but often leads to overfitting. 

o Our experiment  :  3, 5, 7, 10, None 
• min_samples_split: minimum number of samples required to split an internal node, ensuring 

that nodes have enough data points before splitting, affecting its generalization. A higher 
value results in more general trees.  

o Our experiment:  2, 10, 20 
• min_samples_leaf: minimum number of samples required to split a leaf node. A larger value 

results in general trees.  
o Our experiment: 1, 5, 10 

• max_features: number of features to consider when looking for the best split. 
o Our experiment: None, sqrt, log2 

• max_leaf_nodes: max-leaf nodes in the tree, affecting its generalization. A smaller value 
means a simpler model. 

o Our experiment:: None, 10, 20, 50 

4.1.4.5 Random Forest 
Random forest is referred to as an ensemble machine learning method, meaning that it combines 
multiple decision trees to produce a more powerful model (Rebala et al., 2019). Hence, the 
parameters are similar to a decision tree model. The only additional parameter is the n_estimator, 
which specifies the number of trees in the forest. Each tree is built on a different subset of the training 
data and the final prediction of the model is usually the average prediction from all the distinct trees. 
A higher value usually leads to a better performance up to a certain extent, because more trees could 
capture more complexity of the training data. We experimented with n_estimator of 50, 100, 200, 300. 

4.1.4.6 XGBoost 
Similar to the random forest, XGBoost is another ensemble method, where models (typically 
decision trees) are built sequentially to correct the errors made by the previous ones. The parameters 
that we tweaked are as follows: 

• n_estimators: specifies the number of trees in the ensemble. More trees can lead to a better 
performance. 

o Our experiment: 100, 200, 300 
• Learning rate (eta): determines the contribution of each new tree that is being added to the 

ensemble model. A lower learning rate results in a more generalized model. 
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o Our experiment: 0.01, 0.1, 0.3 
• max_depth: control the complexity of each tree. A higher value for max_depth means that the 

model can map out more complex relationships, but often leads to overfitting. 
o Our experiment : 3, 5, 6, 7, 10 

4.1.4.7 Neural Network 
A neural network is a model inspired by how the human brain processes information, through 
interconnected layers of nodes (neurons) that work simultaneously to solve complex problems. The 
main parameter to set for a neural network model is its layer configuration referred to as 
hidden_layer_sizes when using MLPRegressor (Geron, 2019). This parameter defines the number and 
size of the hidden layers (layers of neurons positioned between the input layer and the output layer). 
More hidden layers can capture more complex patterns, the same applies to the number of neurons. 
For our model, we experimented with various combinations, which are as follows (the size of the list 
represents the number of layers and the number within the list is the number of neurons): 

• (64, 32) 
• (128, 64) 
• (32, 16, 8) 
• (100) 
• (50, 50, 50) 

4.1.5 Model Evaluation 
The models will be assessed based on the evaluation metrics we have mentioned earlier. These 
metrics are mean squared error (MSE), mean absolute error (MAE), and r squared.  
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4.2 Dynamic Lot Size Model 
For this research, the dynamic lot size model has been selected as the method to calculate optimal 
order quantities. The primary reason for this choice is that the forecasted demand, as illustrated in 
Figure (3), is highly variable and not constant. Figure (3) presents the demand of each product in a 
standardized manner, to present them on a consistent scale for ease of interpretability. 
Standardization subtracts the mean of the variable from each data point and then dividing the result 
by the standard deviation. As demonstrated, this variability contradicts the constant demand 
assumption of the EOQ method, making the dynamic lot size model a more appropriate choice for 
our analysis. In the next sub-chapter, the chosen model type and its components are discussed.

 

Figure 3: Standardized Demand of Product Over 26 Week Period 

4.2.1 Deterministic vs Stochastic 
This chapter aims to explain the reason behind the selection of whether to use a deterministic or 
stochastic dynamic lot size model, considering the available data. First and foremost, the decision 
is mainly based on the demand characteristic and the assumptions we make about it. Future 
demand is known, and it is highly fluctuating as seen on Figure 3, but demand forecasts are rarely 
100% accurate, as in our case too. However, due to the lack of available actual demand data to 
evaluate the performance of the demand forecasts, which will give us information about the 
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distribution of the forecast’s errors, we have opted to assume that demand is deterministic. This 
means that deterministic dynamic lot size model is the most suitable approach, given the limitation. 

A stochastic model would produce outcomes that are more relevant to real-life situations,  but the 
distribution parameters of the input parameters need to be known, which is not the case.  
Furthermore, the stochastic dynamic lot size model would increase the model complexity, 
increasing the running time of the model. Therefore, the deterministic model is chosen.  

4.2.2 Model Input Parameters 
This chapter aims to explain the input parameters used for the deterministic model, which are all 
tailored to meet the assumptions needed to run the model. 

4.2.2.1 Demand 
The first assumption is demand must be known in advance and assumed to be deterministic (Wagner 
and Whitin, 2004). The demand data used for the model would be the demand forecasts, available 
from our data. Hence, with this assumption needing to be met, we assume that demand forecasts 
are 100% accurate or in other words deterministic.  

However, it is important to clarify that demand forecasts are not 100% accurate and rarely are in most 
cases. This inaccuracy is evident in the inventory level forecasts, which heavily depend on the 
accuracy of demand forecasts. Furthermore, the accuracy of these demand forecasts is unknown. If 
accuracy were available, the standard deviation of the forecast errors could be utilized and integrated 
into the calculation of the optimal order quantity. Consequently, the distribution parameters of the 
demand forecasts could be modeled, providing data for using a stochastic model. However, this is 
not the case, hence, we chose to assume demand to be deterministic. 

4.2.2.2 Lead Time 
The second assumption is lead time must be zero or in other words, replenishment must be 
instantaneous. Also, the lead time should be deterministic. Hence, we assume that the lead time is 
zero, despite the actual lead time of 7 weeks. The work around this discrepancy is to place the order 
quantity, produced by the model, 7 weeks before the actual period, resulting in the company 
receiving the order as expected by the model.  

4.2.2.3 Cost Components 
In determining the order quantities using a dynamic lot size model, several costs are needed. These 
costs are used to find the optimal tradeoffs between different ordering quantities and frequencies of 
ordering, ensuring inventory levels are managed efficiently. Unfortunately, the team supervising this 
research does not have access to the actual cost values, as they are not involved in the 
manufacturing or ordering processes. The only available data is the legal price, from which all costs 
are derived based on assumptions. 

4.2.2.3.1 Holding Cost 
In Versuni, a holding cost consists of storage costs such as utilities and maintenance costs, capital 
costs such as interest rate, insurance cost, and opportunity cost, which is potential revenue lost due 
to funds tied up in inventory that could have been used elsewhere for more profitable ventures. 
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According to Waters (2003), the typical inventory holding cost in the industry is 20% of the legal price. 
Hence, this value is chosen as the percentage of our holding costs. 

4.2.2.3.2 Ordering Cost 
Ordering cost is the cost incurred every time an order is placed. The cost usually covers among many 
things, the cost of procurement and the cost of handling the logistics. The ordering cost is highly 
dependent on the products that are being produced, hence an estimation is hard to get. As a result, 
after several discussions with the company supervisor, 80% of the legal price is chosen as the 
ordering cost. 

4.2.2.3.3 Setup Cost 
The inclusion of a setup cost in the dynamic lot size model aims to find an optimal balance between 
placing large orders at extended intervals and placing smaller orders more frequently (Muckstadt & 
Sapra, 2009). When there is no setup cost, the model would not need to consider the trade-off 
between ordering at specific periods versus ordering continuously, as there would be no financial 
penalty for frequent ordering. 

For lack of a better option and through several experiments, we have chosen to multiply the legal 
price by 40. The multiplier demonstrates the model’s ability to find a trade-off between ordering large 
sums at extended intervals and placing small orders at a more frequent interval. This number served 
as a benchmark, derived from analysis of operational expenses in firms with similar manufacturing 
and inventory processes (Choudhury et al., 2015).  

4.2.2.3.4 Stockout Cost 
Although stockout costs are not included as part of the dynamic lot size model, they can be useful 
for assigning costs to the number of stockouts resulting from the current ordering quantities, which 
we have deemed to be suboptimal. It is chosen to be 200% of the legal price. A stockout cost consists 
of a lot of aspects, such as loss of profit and damaged brand reputation. For simplicity, we have kept 
the stockout cost to 200% of the legal price. 

4.2.3 Dynamic Programming 
Dynamic programming (DP) is a mathematical model for solving complex problems, where decisions 
are made sequentially (Howard, 1966). The dynamic lot size model can be effectively solved with 
dynamic programming (Wagner and Whitin, 2004). Below are the components of our dynamic 
programming model, consisting of stages, states, decisions, state transition, immediate cost, and its 
recursion formula.  

• Stage 𝑡    : the beginning of the week 𝑡 (𝑡 ∈ {1,2, … ,26}) 
• State 𝑖𝑡    : the inventory level at the stage 𝑡 

o Initialization State 𝑖1  : the initial inventory level for the recursion 
▪ The initialization state values are the inventory level at the beginning of the 

first stage. They are obtained from the dataset. 

Product Initialization State 𝑖1 
AX 28 
AY 0 
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AZ 0 
BX 350 
BY 165 
BZ 547 
CX 0 
CY 0 
CZ 24 

Table 10: Initialization State 

• Decision 𝑥𝑡    : the order quantity at the stage 𝑡 
• Transition to the next stage :  𝑖𝑡+1 = 𝑖𝑡 + 𝑥𝑡 − 𝑑𝑡    (12) 
• Costs    : 

o Holding cost  
▪ 𝐶(𝐻) = 0.2 ∗ 𝐿𝑒𝑔𝑎𝑙 𝑝𝑟𝑖𝑐𝑒      (13) 

o Setup cost  
▪ 𝐶(𝑆) = 40 ∗ 𝐿𝑒𝑔𝑎𝑙 𝑝𝑟𝑖𝑐𝑒   (incurred when 𝑥𝑡 > 0)  (14) 

o Ordering cost  
▪ 𝐶(𝑂) = 0.8 ∗ 𝐿𝑒𝑔𝑎𝑙 𝑝𝑟𝑖𝑐𝑒      (15) 

• Constraints 
o 0 ≤ 𝑥𝑡 ≤ max 𝑖𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦 − 𝑖𝑡 ,                                          𝑤ℎ𝑒𝑟𝑒 max 𝑖𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦 = ∑ 𝑑𝑡

26
𝑡=1  

▪ The decision is constrained to a maximum number of items to be produced 
before the inventory is full. 

• Objective function 
o 𝑓𝑡(𝑖𝑡)   : the minimum cost in ordering the optimal quantity over a 

period 𝑡 given the inventory level of 𝑖𝑡. 
• Recursion 

o 𝑓𝑡(𝑖𝑡) = 𝑚𝑖𝑛𝑥𝑡∈𝑋𝑡(𝑖𝑡)(𝐶(𝑆) +  𝐶(𝑂). 𝑥𝑡 + 𝐶(𝐻). ( 𝑖𝑡 + 𝑥𝑡 − 𝑑𝑡) + 𝑓𝑡+1(𝑖𝑡+1))  (16) 
o The recursion finds the minimal costs associated with all possible decisions. These 

costs include holding costs, setup costs, and ordering costs. The minimal total costs 
are achieved by making the optimal decision at each stage. 

 

4.2.4 VBA 
We chose VBA for the model because it is a part of Microsoft Excel, which is widely available, 
facilitating faster adoption by practitioners. However, VBA’s old age and lack of add-ons, unlike 
Python, present some limitations, nonetheless, it remains our chosen implementation language.   

Using VBA allows us to create an easy-to-use dashboard, consisting of input and output areas. For 
the input, a user should put in the legal price and initial inventory level, along with the forecasted 
demand for the products for the next 26 weeks. The legal price is needed since all cost calculations 
are based on it, calculating them as a percentage of it. Additionally, the initial inventory level is 
required to initialize the model, referring to the initial state in the mathematical formulation. Next, 
the output area consists of multiple rows of information: the optimal order quantity, the beginning 
inventory, the closing inventory, and the costs of putting the optimal order quantity. The VBA code 
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prints out these values when the input areas are filled accordingly, and the button called “Optimal 
Order Quantity” is pressed, basically executing the code.  

In translating the mathematical formula into code for implementation, two two-dimensional arrays 
the size of all possible stages and states are created. These arrays store the optimal costs and the 
corresponding policies (decisions) for each stage and state. The most optimal costs are found by 
having a loop that goes over every possible decision for every possible stage and state, and using if 
statements to check if the cost is already the lowest possible. If that is the case, then the cost and 
policy are stored in the array. Lastly, a chunk of code is created to print out the outputs as mentioned 
earlier.  

 

Figure 4: VBA Dashboard 

4.3 Conclusion 
This chapter answers the following research questions: “What is the procedure to develop a machine 
learning model and what is the chosen method to determine optimal order quantity?” Several sub-
questions were answered as guidance to answer the main research question. 

Steps to Develop a Machine Learning Model: Problem definition, data collection and understanding, 
data preparation, model development, and model evaluation. 

Tools for Preparing Data: The `get_dummies` function from the Pandas library was used to one-hot 
encode categorical variables. The `train_test_split` function from the sci-kit-learn library was used 
to split our dataset into training and testing datasets, with an 80:20 ratio. The `StandardScaler` 
function from the scikit-learn library was used to standardize the data. 

Hyperparameter Tuning: We experimented with diverse sets of parameters tailored to each model's 
characteristics and requirements by using GridSearchCV, a powerful tool for finding the optimal 
parameters. This resulted in the best-performing models.  

Choice of method for determining optimal order quantity: The demand forecasts are very dynamic 
hence, the chosen method is the dynamic lot size model, specifically a deterministic model. There 
is a lack of important information about the distribution parameters of the forecasts to utilize the 
stochastic model, leading us to assume demand is deterministic.   

Input parameters and mathematical formulation: The input parameters that need to be considered 
are demand, lead time, and costs. For lead time, it is assumed that the lead time is 0 and the costs 
are all assumed, each cost as a percentage of the legal price.  

Chosen programming language: VBA was chosen as the programming language to implement our 
dynamic lot size model due to its availability and ease of use. A dashboard is also provided. 
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5 Results 
This chapter answers the following research questions: “How are the machine learning model and 
method of determining optimal order quantity performing, in comparison to the current methods of 
inventory forecasting and ordering process?” In Chapter 5.1, the machine learning models are 
evaluated, including providing the chosen parameters resulting in the best performance. Then, the 
machine learning with the best performance is chosen and compared to the current method of 
forecasting. Additionally, in Chapter 5.2, a feature analysis is conducted to explore the variables 
with the most predictive power. Then, in Chapter 5.3, the result of the dynamic lot size model is 
discussed and compared to the current ordering quantity, this includes calculating the total 
inventory cost and stockout costs.  

5.1 Machine Learning Model Evaluation 

5.1.1 Parameters Selection and Model Performance 
From conducting our hypermeter tuning in Chapter 4.1.4, we found the following to be the best 
parameters for each model. These are the parameters that deliver the best results based on our 
training data and a scoring metric of negative mean squared error.  

Model Type Parameters 
KNN {'n_neighbors': 7, 'weights': 'distance'} 
Decision Tree {'max_depth': 7, 'max_features': None, 'max_leaf_nodes': None, 

'min_samples_leaf': 10, 'min_samples_split': 2} 
Random Forest {'n_estimators': 100, 'min_samples_split': 2, 'min_samples_leaf': 1, 

'max_features': 'log2', 'max_depth': None} 
XGBoost {'eta': 0.3, 'max_depth': 7, 'n_estimators': 100} 
Neural Network {‘hidden_layer_size’: (32, 16, 8)} 
SVR  {none} 

Table 11: Selected Parameters for each Model 

As a result, these models produce outputs with performance as follows. 

Model Type MSE MAE R-Squared 
Linear Regression 585.692 195 93% 
KNN 1.046.295 249 88% 
Decision Tree 782.581 216 91% 
Random Forest 914.423 205 89% 
XGBoost 1.540.161 209 82% 
Neural Network 565.845 201 93% 
SVR  8.578.721 642 2% 

Table 12: Model Performance 

All machine learning models, except for SVR, performed significantly better than the current 
inventory projection method. The best-performing models were linear regression and neural 
networks, showing the lowest MSE and MAE, and the highest r-squared values. Surprisingly, the linear 
regression model performed as well as the neural network model, which is generally considered 
more complex and powerful. However, based on these metrics, the neural network is still the best-
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performing model due to its lower MSE compared to that of linear regression. Although its MAE is 
slightly higher, the difference is not significant. Choosing a model with the lowest MSE is preferable 
because it indicates the model's output has the fewest large errors. 

Inventory Projection 
Method 

MSE MAE R-Squared 

Current Method 2.419.536 273 70% 
Neural Network 565.845 201 93% 
Difference 76% 26% 23% 

Table 13: Comparison between the Chosen ML Model and the Current Method 

A machine learning model has been successfully developed, producing significantly more accurate 
inventory projections than the current method. The model achieved a 76% decrease in Mean 
Squared Error, reducing it from 2,419,536 to 565,845, and a 26% decrease in Mean Absolute Error. 
Additionally, 93% of the variance in the dependent variable is predictable by the independent 
variables, an improvement from what was previously 70%, showcasing the model’s better fit than the 
current method. 

The results of the machine learning models prove that the current method of inventory level 
forecasting at Versuni is not optimal. The result demonstrates that relying on a static formula for 
forecasting leads to lower inventory forecast accuracy. This approach is insufficient because it fails 
to capture the complex relationship between various influencing variables. On the other hand, 
machine learning models can adapt to these relationships, providing more accurate forecasts. This 
comes especially handy given the fact that the demand forecasts at Versuni are not accurate. The 
utilization of machine learning demonstrates the potential benefits of integrating data-driven 
techniques into the inventory management practices at Versuni. 

5.2 Feature Analysis 
From analyzing the results, particularly the linear regression model, it was found that several 
variables have more influence on the outcome than others. The analysis was conducted by printing 
the absolute coefficient of each variable. The absolute value is taken because a large negative 
coefficient also represents high predictive power. Then, the variables are sorted in descending order 
based on this value. Consequently, it was found that the top five variables were categorical variables 
which had been one hot encoded, shown by the Table 14.  

The table depicts significantly high absolute coefficients of some variables, representing their 
predictive power. The reason for the seemingly unreasonably high coefficient could be the fact that 
the machine learning model is trained on a complex dataset. The complexity was mainly caused by 
one-hot encoding, which created a variable for every unique value of the categorical variables. The 
input variables can be seen on Appendix 8.2, along with each one’s coefficient. After further 
investigation, this could be a sign of overfitting, despite already applying 5-fold cross validation to 
prevent it.   

Variables Absolute Coefficient 
Mega Market final_Europe 5.0 ∗ 1015 
Mega Market final_METAR 2.9 ∗ 1015 
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Mega Market final_NAM 1.9 ∗ 1015 
Revised Plant_KR20 1.6 ∗ 1015 
Revised Plant_TH20 1.5 ∗ 1015 

Table 14: Top 5 Variables with the Highest Absolute Coefficient 

The numerical variables, such as stock on hand, incoming order, and forecasted demand are in the 
37th,38th, and 39th positions respectively, out of 46 variables. The variables above them are all one-hot 
encoded variables. The table below shows the coefficients of these numerical variables. 

Variables Absolute Coefficient 
Stock on Hand 2.6 ∗ 103 
GIT W+1 (Incoming orders) 2.1 ∗ 102 
Demand W+1 (Forecasted demand)  3.4 ∗ 101 

Table 15: Absolute Coefficient of Numerical Variables 

Thus, it can be concluded that one-hot encoded descriptive categorical variables provide the model 
with useful information. Alongside the numerical variables, the machine learning models managed 
to enhance the accuracy of the predictions. However, disregarding the numerical variables would not 
be reasonable, as it would exclude features with values beyond the binary 0 and 1, which are the 
basis of one-hot encoding. 

5.3 Dynamic Lot Size Model Result 

5.3.1 Total Inventory Cost 
By utilizing the Excel program which has the code to execute our dynamic lot size model, the optimal 
order quantity for the next 26 weeks for each product has been determined. The model ran for a long 
time for Product AX and Product AZ, due to their large demands. Below is a graph comparing the total 
ordering costs over the 26 weeks between the old ordering quantities and the new ordering 
quantities.  
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Figure 5: Comparison of Old Order Quantity and New Order Quantity 

The comparison was done by calculating the total inventory costs using the same setup (costs, 
demand, and lead time) data used for the dynamic lot size model, offering an apple-to-apple 
comparison.  

The dataset used for the research includes the order quantities from the old policy, which were 
produced by the models the company has. The model, as discussed in Chapter 2.4, uses advanced 
algorithms to formulate the most optimal ordering quantity, however it fails to do so as shown by the 
number of stockouts. Hence, to compare the old policy with the new policy (dynamic lot size model), 
we can simply compare the outcome of each model.  Hence, under the same assumptions, we can 
compare the two outcomes. 

To reiterate, as mentioned in Chapter 4.2.2, the demand data is assumed to be deterministic, and 
the lead time is assumed to be zero. Then, the costs are formulated as a percentage of the legal price. 
The weekly demand and weekly order quantities from the previous policy are known, thus the total 
associated costs can be calculated. Additionally, the weekly beginning and closing inventory levels 
can be derived from the data, enabling the calculation of the holding cost, which is included in the 
total cost. 

Our model manages to reduce the total cost by a significant amount for all 9 products. It is important 
to note that the total cost of the new optimal order quantity includes the stockout cost too, however, 
since a dynamic lot size model does not allow any stockouts, this value is 0 for all products. The 
improvement is significant. 
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The deterministic dynamic lot size model successfully reduced the total inventory cost for 7 out of 9 
products, significantly minimizing costs while avoiding stockouts. However, the total inventory cost 
for Product BZ and Product CZ is higher in the new model. This is because the old ordering quantities 
for these products were much smaller compared to the optimal quantities determined by the model, 
leading to originally high stockout values. If the stockout costs were quantified and included in the 
total cost for comparison, the old model's costs for these products would be higher than those 
calculated by the dynamic lot size model. As we know, the dynamic lot size model does not allow for 
any stockouts, implying the stockout cost associated with the optimal ordering quantity is zero. 

Product  Stockout 
Quantity 
from the 
Old Order 
Quantity 

Stockout Cost  Total Cost (incl. 
Stockout Cost) from 
the Old Order Quantity 

Total Cost (incl. Stockout 
Cost) from the Optimal 
Order Quantity 

BZ 6133 353.261 677.152 419.914 
CZ 85 9.736 12.531 14.203 

Table 16: Stockout Cost and Total Cost 

To illustrate the improvement brought by the dynamic lot size model, a bar chart below compares 
the total cost of two products. Product CZ is different from the other cases because even with the 
stockout cost being part of the total cost, the total cost remains higher than the old policy. When 
analyzing the old order quantity for Product CZ, only one order was put throughout the 26 weeks, 
causing the setup cost to only be incurred once. This could be one of the reasons why the total cost 
of the new optimal order quantity is still higher despite having no stockouts. Another reason is the 
stockout costs might not be large enough to penalize the stockout quantities, since they are only 
assumptions, could in fact not represent the actual cost accurately. A larger stockout cost would 
increase the total cost of the old order quantity to the point where the optimal order quantity yields 
lower total cost. Thus, highlighting the effectiveness of the new optimal order quantity. 

 

Figure 6:  Total Cost of Product BZ and Product CZ 
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5.3.2 Drawbacks of the Model 
Despite providing significant improvements in determining optimal order quantity with the least 
possible total inventory costs, our model has some flaws, preventing the outcomes from being 
reliable to use in real-world scenarios. First and foremost, the model, as previously explained, 
assumes that all input parameters are deterministic. This poses an issue when applying the model in 
real-life scenarios, in which the input parameters for the model, especially demand forecasts and 
lead times are rarely deterministic. Consequently, the model produces an optimal order quantity that 
does not capture the stochastic nature of the input parameters. In practice, ideally, the output of our 
model should be accompanied by safety stock to buffer against the uncertainty if the parameter for 
such calculation is available.  

The primary reason for not choosing to use a stochastic model instead is the lack of available data. 
To utilize a stochastic model, the distribution parameters of the demand forecasts should be known. 
One of the ways to find the distribution is by measuring the forecast errors, by comparing the 
forecasts and the actual demand data. Unfortunately, the actual demand data is not available to us. 
If the forecast errors are known, then the standard deviation which represents the variability and 
uncertainty in the forecast could be formulated. Therefore, the standard deviation could be used to 
produce the probability distribution of each possible demand forecast, allowing our model to 
consider this stochasticity, and produce a more robust result.  

Not only that but an inventory management practice such as safety stock could also be utilized to 
buffer against this uncertainty. To calculate the safety stock, first we need to measure the forecast 
errors, and this can be measured using Mean Absolute Deviation (MAD) as the statistical measure. 
The equation for MAD is as follows. 

𝑀𝐴𝐷 =
∑ ∑ |𝐴𝑐𝑡𝑢𝑎𝑙 𝐷𝑒𝑚𝑎𝑛𝑑−𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐷𝑒𝑚𝑎𝑛𝑑|𝑛

𝑖=1

𝑛
              (17) 

Then, the equation for the safety stock is as follows. 

𝑆𝑎𝑓𝑒𝑡𝑦 𝑆𝑡𝑜𝑐𝑘 (𝑆𝑆) = 𝑍 ∗ √𝐿𝑒𝑎𝑑 𝑇𝑖𝑚𝑒 ∗ 𝑀𝐴𝐷              (18) 

Z is the z-score which represents the desired service level. 

The safety stock will act as a buffer against the forecast errors as illustrated by Figure 7. Hence, the 
company should adapt their inventory by calculating the safety stock, once the MAD of the forecast 
errors is known.  
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Figure 7: Safety Stock Against Forecast Errors 

 

5.4 Conclusion 
This chapter answers the following research question:” How are the machine learning model and 
method of determining optimal order quantity performing, in comparison to the current methods of 
inventory forecasting and ordering process?” The main question was answered by answering several 
sub-research questions, used as guides for the research.  

Best Machine Learning Model: It was found that linear regression and neural networks are the best-
performing models among the selection of models. The assessment was done by comparing its MSE, 
MAE, and R-squared against the current method of inventory forecasting and they were found to 
reduce the errors by a significant margin. In the end, the neural network was chosen as the best-
performing model.  

Parameters of the Best Machine Learning Model: The parameters of the neural network that produces 
the most accurate predictions are ‘hidden_layer_size’: (32, 16, 8), which specifies the configuration 
of hidden layers of the network. 

Most Relevant Variables: The variables with the most predictive power turn out to be the categorical 
variables that have been one-hot-encoded. The numerical variables such as stock on hand, 
incoming order, and forecasted demand are on the 37th,38th, and 39th positions respectively, out of 46 
variables. This shows that the model was able to capture the relationship between inventory level 
forecasts and the one-hot encoded categorical variables, producing more accurate results. 

Performance of the Dynamic Lot Size Model: The dynamic lot size model manages to determine the 
optimal order quantity, leading to a reduction in total inventory costs by a significant margin whilst 
avoiding stockouts. However, the model has some flaws, which include using deterministic demand 
and lead time, leading to less reliable results. 



48 
 

6 Conclusion, Limitations, and Recommendations 
This chapter aims to answer the following question: “What are the conclusions and limitations of the 
research and what are the recommendations for further research?” The conclusion summarizes the 
research findings on inventory level forecasting and optimal order quantities. It also addresses the 
limitations and assumptions that may affect the reliability of these results. Finally, recommendations 
for further research are provided, aimed at enhancing the accuracy of inventory level forecasts and 
delivering more reliable results when determining optimal order quantities. 

6.1 Conclusion 
Following the sub-research question, we have managed to answer the main research question: “How 
can the inventory level forecast accuracy be improved and frequent stockouts be avoided by 
developing a machine learning model and formulating optimal order quantities?” The main finding is 
that a machine learning model provides a more data-driven forecast than the current method, which 
has failed to capture the relationship between available variables. The machine learning model 
managed to capture the complexity of these relationships and therefore, produced more accurate 
predictions, decreasing the MSE and MAE by 76% and 26% respectively, while increasing the R-
squared to 93% from previously 76%. As for determining the optimal order quantities, it was found 
that a dynamic lot size model is a powerful method to find the optimal quantity, finding the right 
balance between all the costs associated with placing an order. As a result, it lowers the total 
inventory costs whilst avoiding stockouts for all the products.  

First, an analysis of the current situation is conducted which revealed that the company uses a static 
formula, heavily relying on accurate demand forecasts to produce accurate inventory forecasts. In a 
sense, that is how it should be, however, due to a limitation set by the problem owner, improving the 
demand forecast accuracy is out of bounds. Hence, the focus was to deliver a tool that could 
counterbalance the inaccurate demand forecasts to increase the overall inventory level forecasts' 
accuracy.  

Then, a literature review was conducted to familiarize ourselves with machine learning and its 
application in the supply chain. It was concluded that the research would benefit from implementing 
regression models. The chosen regression models are Linear Regression, SVR, KNN, Neural Network, 
Decision Tree, Random Forrest, and Gradient Boosted Tree. Furthermore, we prepare our data by 
merging multiple inventory forecast files starting from the first week until the 20th week of 2024. We 
perform data preparation practices such as standardizing, one-hot encoding variables, and splitting 
the dataset into training and testing datasets.  

For each model, a hyperparameter tuning was conducted so that each model performs to the best 
of its ability. As a result, we found that Linear Regression and Neural Networks performed the best, 
with the lowest MSE, MAE, and R-squared among all the models. In the end, Neural Network was 
chosen to be the best model, since it lowered the MSE and MAE by 76% and 26% respectively, while 
increasing the R-squared to 93% from previously 76%. Lastly, we conducted a feature analysis to see 
the features with the most predictive power, turns out that the features with the highest absolute 
coefficient are the main one-hot encoded categorical variables. This proved that by implementing a 
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machine learning model, relationships between categorical variables and the target variable, that 
would otherwise be ignored, would enhance the accuracy of inventory forecasting.  

Additionally, a situation analysis was also conducted to gather information about the current 
ordering process. The main finding was that the ordering process was done by the ERP system under 
the supervision of the supply planner, through the use of advanced algorithms. Despite its 
sophistication, it fails to determine the right order quantity to meet the demand forecasts. As a result, 
we conducted a literature review on methods of determining optimal order quantity, finding two 
relevant methods: Economic Order Quantity and Dynamic Lot Size Model. However, the chosen 
method was a deterministic dynamic lot size model, due to the nature of our demand which is 
deterministic and very dynamic. The input parameters for the model were all assumed due to a lack 
of better options. The model was then implemented in VBA, a widely available programming 
language that can be found in Excel. A dashboard was also created for ease of use.  

As a result, the model was able to reduce the total inventory cost for 7 out of 9 products and avoid 
stockouts for each product. The comparison was between the old order quantity and the new order 
quantity, the costs are calculated the same way for both. Furthermore, if stockout costs were 
included in the calculation of the costs, the model would manage to reduce the total costs for 8 out 
of 9 products. Nevertheless, this model has some flaws, which brings us to the next chapter, in which 
we discuss the limitations of the research and recommendations for future research. 

6.2 Limitations  
The main limitation of this research is the lack of crucial information that would otherwise enhance 
the quality and reliability of the research. Below, we will list the limitations that we thought hindered 
the research from delivering the most reliable results. First, for the inventory level forecasting, the 
limitations are:  

1. Inaccurate demand forecasting: The model was developed using inaccurate demand 
forecasting, for which the accuracy is unknown to us. This poses a problem that if the 
demand forecasting accuracy changes over time, the machine learning model would have a 
harder time understanding its pattern. On the other hand, if the demand forecasting accuracy 
was inaccurate yet constant, the machine learning model might have an easier time picking 
up the pattern, resulting in better predictions. 

2. Lack of actual demand data: Due to this, we could not conduct our demand forecasting, 
which if we manage to increase would also result in higher inventory forecast accuracy. This 
is due to inventory forecasting being heavily reliant on demand forecasting. 

3. Reliability of data: The files used to be fed to our machine learning models are constructed 
manually by the inventory management team, which compiles multiple data from different 
sources into one. This approach is prone to human errors; hence, its validity and reliability 
should be questioned. 

4. Computing power: The research is limited to a generic laptop, resulting in less extensive 
hyperparameter tuning. Performing more extensive hyperparameter tuning could have 
resulted in a better model. 

Additionally, for the dynamic lot size model, the following are some of its limitations: 
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1. Lack of actual demand:  Due to a lack of actual demand data, the demand forecast errors 
are unable to be computed. Thus, the standard deviation of the forecasts is unknown, 
limiting us from developing a more robust model that considers the stochasticity of the 
demand. It also hinders us from computing safety stocks to buffer against uncertainty. 
Hence, the demand forecasts were assumed to be 100% accurate. This means that in 
practice, the order quantity would be higher than the output of our model, to buffer against 
the true uncertain nature of the demand, which would increase the total cost. This would 
contradict our finding, which suggests significantly lower total cost than the old policy. 
Therefore, the model's validity could be further examined if actual demand data becomes 
available for future research. 

2. Costs are all assumed: Due to insufficient information, all cost estimates were assumed. 
Industry-standard percentages were used for some calculations, such as those based on 
the legal price. However, other costs, like the setup cost, were determined through trial and 
error using the dynamic lot size model. The setup cost was selected because it effectively 
demonstrated the model's ability to identify trade-offs, as discussed in Chapter 5.2.2. 

6.3 Recommendations 
This research has demonstrated that machine learning can significantly improve inventory forecast 
accuracy, even when using inaccurate demand forecasts as input. Additionally, it has shown that a 
dynamic lot size model is effective in determining optimal order quantities. However, some 
limitations were encountered. Therefore, several recommendations are provided for the company to 
maximize the benefits of this research and to guide future research. 

1. Re-train the machine learning model every week: Given that the situation at the company 
persists, the machine learning model should be re-trained. Since the model in the research 
was trained on a dataset of 20-week horizon, it is advised that the company do the same by  
using data from the last 20 weeks. This ensures that the machine learning model is updated 
with the latest behavior of the inaccurate demand forecasts.   

2. Improve demand forecasting method: The main reason for inaccurate inventory level 
forecasting is inaccurate demand forecasting. Improving the current method so that it 
provides more accurate forecasting would result in better inventory forecasting. 

3. Implement the machine learning model within the ERP system: Nevertheless, incorporating 
an additional model specifically for inventory forecasting, alongside the existing demand 
forecasts, has been shown by this research to enhance the accuracy of inventory forecasts. 
By having these two models work together, inventory forecasting becomes more precise. 
Hence, for seamless integration and ease of use, it would be convenient for the machine 
learning model to be developed inside the ERP system. This would mean that the 
stakeholders should only worry about the results and not so much about the model, leading 
to a more efficient operation and adaptation. 

4. Measure the forecasts errors and its MAD: Doing so allows the company to calculate safety 
stock to buffer against inaccuracies of forecasts. Hence, it can be added on top of the optimal 
order quantity produced by the dynamic lot size model, providing a more reliable result. 
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8 Appendix  
8.1 Linear Regression Code 
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8.2 Absolute Coefficients of Variables 
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8.3 KNN Code 
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8.4 Decision Tree 
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8.5 Random Forest 
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8.6 XG BOOST 
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8.7 Neural Network 
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8.8 SVR 

 

8.9 Total Inventory Cost Comparsion 
 

Product Old Total Inventory Cost 
(EUR) 

New Total Inventory Cost 
(EUR) 

Product AX 1.263.922 749.159 
Product AY 871.384 788.845 
Product AZ 4.571.854 1.797.846 
Product BX 432.736 309.337 
Product BY 549.295 487.762 
Product BZ 323.891 419.414 
Product CX 156.521 58.282 
Product CY 410.719 221.254 
Product CZ 2.795 14.203 

 


