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Management Summary

This research is conducted at Department of Medical Logistics (DML), an emergency service
department responsible for distributing medical equipment and consumables in Germany.
DML has observed frequent stockouts in their inventory which led to low customer
satisfaction. These stockouts are primarily caused by inefficient inventory control strategies.
The goal of this research is to increase the cycle service level (CSL) of products used in
treating tracer diagnosis diseases, such as sepsis, brain injuries, and polytrauma, thereby
reducing stockouts. Therefore, the research question which is aimed to be answered within
this research is formulated as follows:

“How can the Department of Medical Logistics (DML), L2R’s customer, optimize the
inventory of medical products used in tracer diagnosis, particularly in emergency services,
to ensure that their desired service levels are met?”

Thus, the research aims to develop new inventory control policies which increase the service
levels of the selected products. The Managerial Problem-Solving Method (MPSM) by
Heerkens and Van Winden (2021) is used to systematically address the problem. The
research was conducted in several phases, including problem identification, current situation
analysis, literature review, solution design, and recommendations.

Initially, the current situation in DML is analyzed. DML handles 455 different products,
including medications, consumables, sets, accessories, and test equipment. Consumables
make up 50% of the demand, while sets contribute to the smallest demand, at 1.69%.
DML uses a Laboratory Information System (LIS) to manage inventory levels. Currently,
orders are placed based on manual counts and gut feelings, leading to inefficiencies. To
address this, DML plans to implement a Kanban card system to track stock levels and
reorder points more accurately.

By means of a literature review, we explored various concepts which are beneficial when
determining the optimal stock levels and reorder points while developing new inventory
control policies. The literature suggest that the product classification methods are widely used
when dealing with large number of items in the inventory. ABC analysis was identified as a
suitable method for classifying products based on their importance. Beside this, various
demand forecasting methods are reviewed to identify the most appropriate techniques for
predicting demand.

Based on the insights gained from the literature review, an AutoGluon forecasting model was
developed to predict future demand for products. The tool applied the time series methods
such as ARIMA, Exponential Smoothing, and Croston’s method which produced the values
of demand for the upcoming year. Using the outcome of the tool, the products with their
corresponding demands for the following year were categorized using the ABC analysis and
new inventory policies were formulated. The Continuous Review Policy (r, Q) and the
Periodic Review Policy (T, S) were applied to determine the optimal ordering quantities and
reorder points. The costs associated with each policy were also analyzed to compare the
performance of the policies. The results indicated that 90.83% of the products have a lower
cost using the continuous policy, while the remaining 9.17% of the products have a lower
cost using the periodic review policy. DML can choose to apply the recommendations
provided within this research to further ensure that the desired service levels are met.

v
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1. INTRODUCTION

This chapter introduces the thesis assignment. Section 1.1 starts by introducing the
company which this research is done for. Then, Section 1.2 identifies the problem within
the company. Following that, Section 1.3 identifies the knowledge problems and the
problem-solving approach. Finally, Section 1.4 discusses the research design which this
thesis follows.

1.1 Company Information

L2R is a company based in Germany that was founded in 2012 and is the first online learning
platform for emergency services. Their core business is to offer digital training and further
education in emergency response. They also specialize in working with various customers to
manage their supply chain through offering advice and support for increasing the
effectiveness of emergency chain processes.

This thesis focusses on one of L2R’s customers, the Department of Medical Logistics,
who is referred to as DML due to confidentiality reasons. DML is an ambulance service
operator which facilitates approximately [J| emergency medical service missions in a
year. Apart from this, they also handle the procurement and distribution of medical
devices and consumables for ambulances. To ensure a smooth flow of the supplies, a total
of 12 employees are working in the supply chain team and coordinating the distribution
to ten different stations throughout the city of -

1.2 Problem Identification

This section identifies the core problem tackled within this research. The context of problem
is described first, followed by the identification of the action problem. After the action
problem is identified, a problem cluster is made, which identifies the core problem.

1.2.1 Problem context

Within the healthcare industry, meeting customer demand is crucial. It could be the
difference between life and death for a patient. The problem with meeting demand is that
DML do not know what their demand is. There are two types of demand, dependent and
independent demand (Slack & Brandon-Jones, 2019). Dependent demand is known, since
it is demand that depends on certain products to be finished or on certain factors. For
example, during the COVID-19 pandemic, once the vaccine was developed,
pharmaceutical companies knew that they need as many injections as they have planned
vaccines for.

Conversely, independent demand is unpredictable, since it is not dependent on a certain
factor. For example, before the COVID-19 pandemic, demand for emergency beds at
hospitals was independent, as there was no virus that led people to the hospital.

DML’s demand for their products also follows independent demand, since it is unknown
how many people need a certain type of medicine, and when they need it.
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DML is currently distributing 455 different products used in the ambulances for the
treatment paths. Of these 455 products, 120 are for tracer diagnosis. Products for tracer
diagnosis are more crucial compared to to those used for diagnosing less severe diseases
since tracer diagnosis diseases have high mortality rates. The examples of the diseases are
traumatic brain injury, stroke, polytrauma, sepsis, myocardial infarction, and cardiac
arrest. Moreover, DML indicated that they are not meeting demand for tracer diagnosis
products, which is why they want these products to be the focus of this assignment. The
different product types are discussed in Section 2.1.

For DML to ensure that the demand of the tracer diagnosis products is met, they should
aim to always have the products available. However, to know how many products to have
in stock, the demand should be known. But as mentioned, with independent demand, it is
difficult to know the exact number of products to keep on hand. For this reason, a proper
service level point should be met. Service level is the expected probability of not hitting a
stock-out during the next replenishment cycle or the probability of not losing sales
(Radasanu, 2016). Suppliers in the healthcare sector should manage their inventory
effectively to ensure that the service levels are maximized. However, from a business
perspective, achieving high service levels may require high inventory holding costs,
hence, there should be a balance between the two. Due to the nature of this sector, there is
an inability to predict the future demand which complicates suppliers’ tasks. Therefore, it
is vital for suppliers to have accurate demand forecasting and optimal inventory policies
to ensure a timely response to customer demands.

DML’s current strategies for inventory management are not working effectively and they
experience frequent stockouts, resulting in failure to meet the demand of the stations.
They recently recognized this problem after blankets and aspirin were not in stock during
the last winter period when they were urgently needed. The essence of the problem is that
DML do not know the optimal ordering quantities and do not have strategies to forecast
the future demand. Besides, DML do not use an automated system which can keep track
of the inventory levels. The calculations on the current inventory levels are handled by an
employee manually. The employee simply checks the amount of products on hand and
makes decisions on the quantities to order for the next replenishment based on
estimations. This approach clearly fails to fulfill the demand of the supplies and decreases
the customer satisfaction. They aim to be able to estimate the future demand and
determine the optimal ordering quantities based on that. In the face of the current
problem, this research focuses specifically on optimizing the inventory management of
products used in tracer diagnoses through the application of developing new inventory
policies for DML.

1.2.2 Action Problem

Since the current supply levels of the tracer diagnosis products do not meet the demand,
an interview was held with the DML management team to identify some measurements
which led to this conclusion. As a result of the interview, DML indicated that they
currently meet a 75% service level for their tracer diagnosis products. This means that
there is a 25% probability that demand is not met per replenishment cycle.

DML also stated that they have a target service level which they would like to reach for
the tracer diagnosis products. After explaining to them the trade-off of having high



service levels with the inventory holding costs, DML decided that they want to classify
their products based on the criticality of the product, the demand of the product, and the
revenue made from the product. They want the products with the least demand,
criticality, and revenue to have a service level of 90%, 95% for moderate, and 98% for
the highest respectively.

Therefore, the action problem, which outlines the discrepancy between the norm and
reality of DML’s service levels, is formulated as follows:

The service levels of the tracer diagnosis products which DML provides to the
ambulances should be increased from 75% to 90%, 95%, and 98%, depending on the
criticality, demand, and revenue of the products.

Table A.1. in Appendix A expresses both the norm and reality in terms of variables with
the components of the action problem.

1.2.3 Problem cluster

Inability tg meetd orEennce
|
customer deman ok
on time

A

Frequent
stockouts

e

Difficulty in
tracking inventory
levels

Core
problem

Action
problem

Inefficient space
utilization

La;:k of def“a”d an-opttlmal Manual inventory Inadaquate space
orecaspng DTy management in the warehouse
strategies policies

Figure 1: Problem Cluster

After identifying the action problem, the next step is to find out the core problem, which
is leading to the action problem of DML. As an initial step, more interviews were
conducted to gain insights into the problems leading to the action problem. Following
these interviews, cause-and-effect relationships between the problems are identified by
mapping them into a problem cluster (See Figure 1). The problems that do not have a
direct cause can be defined as the potential core problems (Heerkens & Van Winden,
2021). As can be seen in Figure 1, the potential core problems are:

1. Lack of demand forecasting strategies

L2R"
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DML is struggling to forecast the future demand due to the stochastic demand in the
medical products. Currently, they do not have a systematic approach to predict the future
demand of the supplies and they cannot make estimations on the optimal product
quantities to be ordered in the next replenishment cycle. Therefore, this results in
ordering the wrong quantities and suffering with frequent stockouts. This problem is not
selected as the core problem, but this research aims to address this problem within the
solution for “non-optimal inventory policies” since developing optimal policies requires
an application of demand forecasting methods.

2. Non-optimal inventory policies
Currently, DML does not have an optimal inventory policy since their employee who is
responsible for ordering decisions does not follow a certain protocol. The amount of
items ordered is based on a gut feeling, and so is the re-ordering point. Throughout the
previous years, there have been many instances where the employee makes a purchase
order to replenish the stock levels, and during the lead time for the items, they ran out of
stock. Moreover, this problem directly impacts the action problem, since making their
inventory policy more optimal, reduces the probability of a stockout which increases the
service levels. This potential core problem is chosen as the core problem for this
assignment since it has the biggest impact on the action problem, and it is also
implementable within the given time frame.

3. Manual inventory management
As aforementioned, the current inventory is managed manually by an employee. This
leads to the inability of monitoring the current inventory. Since there are many different
types of products which need to be kept in stock, it is easy for the employee to make a
mistake with managing the inventory. For these reasons, using an automated Enterprise
Resource Planning (ERP) system would be beneficial for DML’s inventory management.
This problem is not selected as a core problem since obtaining an ERP system is very
expensive which is a decision that must be taken by DML’s financial and management
teams, therefore it is out of scope for this research.

4. Inadequate space in the warehouse
There is only one warehouse which is used for storing all the supplies, and its space is
very limited. DML need to store a large number of products, considering that they supply
products to 12 stations across the city. The management team is currently considering the
possibility of opening a second warehouse; however, the final decision has not been
reached yet.

According to Heerkens & Van Winden (2021), if the problem cannot be influenced, it
cannot be selected as the core problem. Therefore, this problem is not selected as the core
problem as it cannot be influenced within the time frame of this research.



Q

L2R

LEARN TO RESCUE

1.3 Knowledge Problems & Problem-Solving Approach

This section identifies the main research question, followed by breaking that question down
into sub-research questions. Then, the problem-solving approach is discussed.

1.3.1 Research question

The research question is formulated based on the problem definition, action problem, and
the chosen core problem, which are derived from the problem cluster.

The main research question is:

“How can the Department of Medical Logistics (DML), L2R’s customer, optimize the
inventory of medical products used in tracer diagnosis, particularly in emergency
services, to ensure that their desired service levels are met?”

1.3.2 Sub-questions

With the research question defined, sub-questions are formulated to provide more detailed
answers. Table 1 outlines these sub-research questions and indicates the corresponding
chapters where they are addressed.

Table 1: Sub-research Questions

Current situation analysis ‘ Chapter 2
1. What are the current strategies to store and manage the medical devices and
consumables?
Literature Review ‘ Chapter 3

2. What are the recommended product classification methods in the literature?
3. Which demand forecasting techniques exist in the literature?
4. What are the recommended inventory policies in the literature?

Solution Design ‘ Chapter 4
5. How can the recommended inventory policies be applied to DML’s inventory
management?

6. How can DML formulate effective inventory management strategies to optimize the
inventory of tracer diagnosis supplies based on the findings from the literature and the
application of the policies?

1.3.3 Problem Solving Approach

As a research methodology, the Management Problem-Solving Method (MPSM),
developed by Heerkens & Van Winden (2021) is used to systemically solve the action
problem. As illustrated in Figure 2, the MPSM is a cycle that consists of seven steps.
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1. Problem
identification
. 2. Problem

Management
Problem Solving

6. Method 3. Problem
Implementation analysis
5. Decision 4. Solution
making generation

Figure 2: MPSM Cycle

Initially, all the problems that are present in the company are identified, and the action
problem is determined to address the discrepancy between norm and reality (See Section
1.2.2). Following that, the first phase of the MPSM, which is “problem identification™ is
presented in Chapter 1 by developing a problem cluster based on cause-and-effect
relationships between the problems, which enabled the identification of the core problem.
Chapter 1 also illustrates the second phase, “problem approach”, by defining the
research design. To answer the main research question and provide more specific
direction to the research, sub-questions are defined with respect to the remaining phases
of the MPSM.

Chapter 2 deals with the third phase of the MPSM, the problem analysis, since it focuses
on analyzing the problem in more detail. The current way that DML manages their
inventory is explained. This explanation is compiled after gaining insight through
interviews with employees in the department.

Chapter 3 is related to fourth phase of the MPSM, which explores the recommended
inventory methods for inventory optimization. This exploration is conducted through a
systematic literature review to identify the relevant optimization approaches for the
inventory management. Since all the products do not equally contribute to the revenue
gained by DML, they are classified based on the usage value. Therefore, classifying the
items provide more accurate forecasts of the future demand within each category of the
product and benefit the decision making of optimal inventory levels. Finally, the
forecasting methods which exist in the literature are executed through a systematic
literature review in order to forecast the future demand.

Chapter 4 relates to the fifth and sixth phases of the MPSM; the most suitable methods
for DML’s inventory is chosen based on the findings of the third chapter. Firstly, a
forecasting tool is made to forecast the future demand based on past data. Since the
historical data includes all the 455 medical products used in emergency services, the data
is filtered to extract the relevant information about tracer diagnosis supplies. Following
that, the filtered historical data is analyzed to identify the distributions in demand and
serve as the basis for demand forecasting when developing inventory policies. This is
done to ensure that the inventory policies are tailored to DML’s future expected demand.
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After forecasting the demand, the results help in classifying the products based on the
results of the literature review. Finally, inventory management policies are made using
the product classification results and the forecasting tool. These policies are then also be
evaluated based on total inventory costs for each tracer diagnosis product.

Finally, the seventh phase of the MPSM is explained in Chapter 5. The results from
chapter 3 and chapter 4 are evaluated to provide advice for setting up inventory policies.
The results of this evaluation aid in providing recommendations to DML. Then, a
conclusion is made from this research, connecting the main research question with the
findings.

1.4 Research design

After defining the research aim, the research design is addressed which provides a
systematic direction for the research. The design includes the data collection and research
methods used to answer the research question. Appropriate data collection methods are
used for the operationalization of the key variables.

This research encompasses a mixed methods approach by collecting both qualitative and
quantitative data. Sub-question 1 includes collecting qualitative data by conducting
interviews with the employees to gain insights on current inventory management.
Additionally, it analyzes the historical data to identify the demand distribution regarding
the product types, which produces quantitative data. Moreover, chapter 3 collects
qualitative data by conducting a systematic literature review to find out the existing
inventory methods, demand forecasting techniques, and product classification methods.
Next, the outcomes of the fourth chapter provide quantitative data through applying the
methods and making calculations using Excel. Finally, the chapter also produces
quantitative data when providing future recommendations, since the results of the costs
are analyzed in order to come up with a recommendation. Table A.2 in the appendix
gives an overview of the research design for each sub-question.

1.4.1 Research Scope & Limitations

To stay within the time frame of ten-weeks, the scope of this research is to increase the
service levels solely for medical products which are required for tracer diagnosis
diseases. There are many other products which are related to other types of diseases
which are out of scope of this assignment. Moreover, since the term “inventory
management” is very broad, this thesis only focuses on the replenishment strategies for
DML'’s inventory.

The first limitation for this assignment is the 10-week constraint for the time. This
limitation is due to the requirements from the University guidelines. Furthermore, another
limitation to this assignment is not being able to test whether the recommendation to
DML works in real life or not. For future research, a model can be developed to monitor
the stock levels with an implementation of the inventory policies that are formulated, and
this model can be implemented in real life.
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1.4.2 Reliability and validity

Research cannot be valid without being reliable, which means that reliability is a result of
validity in research (Golafshani, 2015). Noble and Smith (2015) state that validity is the
integrity and application of the methods undertaken and the precision with which the
findings accurately reflect the data, while reliability is concerned with the consistency of
the analytical procedures.

This research takes into consideration the threats to both validity and reliability.
Triangulation and member validation are two techniques used to ensure the validity of
research. Triangulation is used by conducting both quantitative and qualitative research,
in other words, a mixed-methods approach, which certifies the validity of the results. The
members’ validation technique is applied by sending the results of the interview to the
participants for correction to validate them (Thornhill, 2019). On the other hand, to
ensure reliable results from the interviews, participant error and participant bias are
prevented by conducting the interviews online. This gives participants time to complete
the interview and to avoid interaction with the interviewer. Besides interviews, reviewing
literature also raises concerns in terms of validity and reliability. This time, validity and
reliability are ensured by conducting a comprehensive systematic literature review using
multiple search strings, databases, sources, and finding the articles that are appropriate to
the research question. This is how precautions are taken against situations that threaten
validity and reliability in the research, increasing the quality of the research.
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2. CURRENT SITUATION ANALYSIS

The second chapter of this research aims to analyze and explain the current situation
regarding inventory management at DML. The goal of this chapter is to answer the following
sub-research question: “What are the current strategies to store and manage the medical
devices and consumables?” Section 2.1 starts by discussing the product portfolio at DML,
concerning the tracer diagnosis products. Then, Section 2.2 discusses the distribution of the
product demand while Section 2.3 explains the way in which the inventory is currently
managed at DML. Finally, Section 2.4 concludes the second chapter.

2.1 Products

The products offered by DML include medications, accessories, and consumables used in the
ambulances. There are total of 455 different products which DML is responsible to supply to
the stations in the city of || As aforementioned, due to the broad range of the products,
the scope of this research is limited to the supplies used in tracer diagnosis diseases.
Therefore, there are total of 120 products which are required in tracer diagnosis and the focus
of the research is developing policies for the selected products. These 120 tracer diagnosis
products also include medications, consumables, sets, accessories, and test equipment.
Medications are the medicines which come in a form of capsules or syrup like aspirin.
Consumables are items which are consumed once and must be thrown away, such as masks
or medical patches. Sets are the medications which come in sets, such as Urine Catheter Set.
Then, accessories are items needed for check-ups, like stethoscopes. Finally, test equipment
is equipment used for testing whether a patient has a disease or not, such as the I-STAT CG4,
which measures sodium, potassium, chloride, etc. levels in a human. A pie chart depicted as
Figure 3 below shows the product distribution with regard to the demand. Consumables have
the highest contribution to the distribution with 50% while sets have the lowest with 1.69%.
Besides gaining insights into the products categories, understanding the demand distributions
for different product categories is crucial for accurately forecasting future demand. A detailed
analysis of these distributions can help in selecting the most appropriate inventory
management strategy. Section 2.2 discusses the demand distributions of the products.

Product Distributions

2% 5% 2%

41%

50%

M Medications mConsumables ®Set ®Accessories MTestequipment

Figure 3: Distribution of Products
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2.2 Distribution of demands

Understanding the distribution of product demand is critical for improving inventory
management and ensuring smooth supply chain operations. Demand distribution shows how
a product's demand fluctuates over time which impacts the inventory decisions. Shapiro-Wilk
and Kolmogorov-Smirnov tests are commonly used to test the normality of data. Therefore,
both tests are conducted to evaluate the normality of the data using SPSS Statistics.

The Shapiro-Wilk test determines how well the ordered and standardised sample quantiles fit
the standard normal quantiles (King & Eckersley, 2019). Similarly, Kolmogorov-Smirnov
test is used to determine whether a sample belongs to a specific distribution (Rehal, 2024).
The null hypothesis for both tests states that the data are drawn from a normally distributed
population. If the p-value is smaller than or equal to 0.05, the null hypothesis is rejected
which means that the data does not follow normal distribution at a 95% confidence interval.
Conversely, if the p-value is greater than 0.05, it indicates that data shows normality (Mishra
etal., 2019).

According to the results from SPSS, 5.83% of the products do not follow normal distribution
while the remaining 94.16% are normally distributed. It was observed that all products in the
accessory, test equipment and set categories have p-values greater than 0.05 which indicates
normal distribution. In contrast, five products in the consumable category namely

Cor Patch, Hansaplast, Mini Spike, Larynxtubus and Magilltubus do not follow normal
distribution as their p-values are less than 0.05.

Although the p-value of the Shapiro-Wilk test for Cor Patch is above 0.05, the p-value for the
Kolmogorov-Smirnov test is below 0.05. Therefore, Corpatch is not normally distributed as
both tests needed to indicate normality for a product to be considered normally distributed.
Additonally, Ebrantil and NaCl 0.9 which are products in the medication category also do not
follow normal distribution.

The outcomes of the tests for the products which are not normally distributed are shown in
Table 2:

Table 2: SPSS Statistics Results

Products Kolmogorov-Smirnov Shapiro-Wilk
(p-values) (p-values)
Cor Patch easy pre-connected .043 444
Hansaplast .008 .004
Mini Spike .001 .001
Larynxtubus .009 .001
Magilltubus .001 .001
Ebrantil 018 .006
NaCl 0.9 .007 .005

Based on the results, it can be stated that the aforementioned products are not normally
distributed as the p-values for both tests are smaller than 0.05. Additionally, histogram and
Q-Q plots are created using the SPPS software to visually evalute the normality of the
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products. The Figure 4 is an example of the histogram for Hansaplast while Figure 5
illustrates the Q-Q plot of the product.
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Figure 4: Histogram of Hansaplast
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Figure 5: Q-0 Plot of Hansaplast
The histogram of Hansaplast does not show a symmetric distribution while the Q-Q plot has
significant deviations at the tails. Both graphs implies that normality assumptions are not met

which confirms the results of the Shapiro-Wilk and Kolmogorov-Smirnov tests. The graphs
for the remaning products can be found in Appendix B.
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We have conducted both tests for all the products offered by DML. It was observed all the
products follow normal distribution except seven of them. However, for simplicity reasons, it
is assumed that all the products show normality for this research.

2.3 Current Inventory Management in DML

This section describes the current inventory management process at DML by discussing the
suppliers (Section 2.3.1), the inventory control methods (Section 2.3.2), and the delivery
method at DML (Section 2.3.3).

2.3.1 Suppliers

There are two different paths for the supplies at DML, one for the medical equipment
(sets, accessories, test equipment) and consumables, and the other for the medications:

e Medical Equipment and Consumables: Manufacturer — Retailer — DML.
e Medications: Manufacturer — Regional Retailer — Local Pharmacy — DML.

The consumables are initially produced at the manufacturer then the produced goods are
being sent to the retailer, and DML receives the supplies from the retailer. For the
medications, retailers receive the products from the manufacturer, distribute them to the
local pharmacies and then DML receives the supplies from the pharmacies (See Figure
6). Some products have framework agreements with the suppliers while some do not. The
orders for products that have agreements are placed using a digital store system.
Conversely, products without framework agreements are ordered via email or telephone.
They indicated that each product takes approximately five working days to arrive at
DML.

Medical Equipment and Consumables

Manufacturer Retailer

Medications

e > > 5

Manufacturer Regional Retailer  Pharmacy

Customer

Figure 6: Visualization Map Supply Chain
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2.3.2 Inventory control

DML uses a Laboratory Information System (LIS) software which is a healthcare software
solution that is used to update and maintain the inventory levels. They are currently using
this software to enter the new orders. As they do not have any ordering strategies, they
decide on the reorder amounts based on a gut feeling. An employee simply counts the
number of the products on hand and determines the order quantities that make sense to
her.

However, they are aware that this system is not working well, and they are planning to
implement a Kanban card system. These cards will be placed at the warehouse where the
orders are stored. A prototype of the card can be seen in Figure 7.

Art.-Bez.: Beatmungsschlauch

Art.-Nr.: 132123 Barcode Kanban ID: 4444 Barcode

Min.- / Maxbestandsmenge: 5 /55 Bestellmenge bei Min.bestand: 50

Lieferant: Hans Peter Esser GmbH Lagerposition: L5-3

second source: yx

IST-Bestand @ ....cccvunrennnns

Figure 7: Kanban Card System

The Kanban card will include the barcode number, the current stock levels and the
minimum stock levels. The idea is that every time an employee takes an item, they update
the current stock value on the card. When they realize that the minimum stock levels are
reached, they place the new order. Therefore, a new ordering policy to determine the
reorder points and ordering quantities are required.

2.3.3 Delivery

DML is responsible for distributing products to ten different stations, which are the
customers of DML, throughout the city of | The orders from the stations are received
following the milk run every day. Milk run is a delivery method which uses one vehicle to
conduct several deliveries in roundtrips (Minh et al., 2020).

The red boxes in Figure 8 represent the stations in the city while the number ten marks the
DML’s location and, the remaining numbers present the locations that DML is responsible
for supplying the emergency supplies to. DML does not use a digital system to receive the
orders instead an employee goes through the milk run every day and collects the orders
from the stations as paper-based order slips. At the end of the milk run, employee returns
to DML and delivers the paper-based slips to the responsible person in the team.

Therefore, the products are picked from DML based on the orders of the previous day and
documented in the LIS software using a hand scanner and barcode. The next day
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employee goes through the milk run again and distributes the orders to the relevant
stations and collects the new orders if there are.

CONFIDENTIAL

Figure 8: Milk Run Distribution Map

2.4 Conclusion

This chapter provides a detailed analysis of the current inventory management strategies at
DML, aiming to answer the sub-research question: “What are the current strategies to store
and manage the medical devices and consumables?”

Firstly, the diverse product portfolio managed by DML is outlined, focusing on the 120 tracer
diagnosis products. These products include medications, consumables, sets, accessories, and
test equipment with consumables comprising the largest demand segment.

Then, the current inventory management practices are analyzed by highlighting the supplier
pathways, delivery methods, and inventory control processes. The inefficiencies in the
current system are identified such as the reliance on manual counts and gut feelings for
reorder decisions, and the planned implementation of a Kanban card system to improve
inventory accuracy is discussed.
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3. LITERATURE REVIEW

Effective management of inventory in the healthcare industry for the healthcare products
is essential to ensure that the patients receive the product at the right time. This chapter
introduces relevant concepts which can increase the effectiveness of the inventory
management. The aim of this chapter is to address the three following sub-research
questions:

1. What are the recommended product classification methods in literature?
2. Which demand forecasting techniques exist in the literature?
3. What are the recommended inventory policies in the literature?

Section 3.1 discusses a product classification method that is commonly used to classify
inventory items. Effective classification is crucial because it allows for better management of
the diverse range of the products. Healthcare organizations can ensure that the different
products are handled appropriately with their varying storage requirements by applying
classification methods. Then, Section 3.2 introduces the different methods of demand
forecasting that are essential to predict the future needs of healthcare products. Forecasting
allows healthcare providers to determine the quantities of the products that are needed based
on historical data and seasonal factors. Besides, accurate demand forecasting prevents both
overstocking and understocking situations where overstocking can lead to wastage while in
understocking it can result in life threatening shortages. Following that, Section 3.3 describes
the usage of safety stock in inventory management. Safety stock ensures that essential
products are always available when needed and acts as a buffer to handle unexpected demand
or supply chain distributions. Section 3.4 focuses on inventory policies that helps
determining the amount of stock should be kept on hand, the frequency of the order
placement and the management of the inventory flow. Finally, Section 3.5 concludes the
third chapter.

3.1 Product Classification

Product classification is widely used when dealing with a large number of items in the
inventory as it is not feasible to set optimal stock levels for each item individually (Cohen et
al., 1988). Therefore, the items are classified based on different factors and inventory control
policies are applied to each item in a group. The literature suggests many classification
methods such as ABC analysis which is used for better management of products in the
inventory.

ABC Analysis

ABC analysis was developed by nineteenth-century Italian economist Vilfredo Pareto based
on the Pareto Law. Initially, Pareto observed that “In many projects 20% of the total effort
produces 80% of the total result” (Rusanescu, 2014). Later on, Pareto discovered that the
economy has the same distribution, and this approach can be applied to many areas of life.
Many studies confirmed that this principle is the most popular method to classify the
inventory items. Figure 9 illustrates the visual representation of the ABC analysis results
using Lorenz curve (Keskin & Ozkan, 2013).
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Figure 9: ABC Analysis Diagram

ABC analysis, or in other words “the 80/20 rule” ranks the items that have different levels of
significance, since they should be handled differently (Rusanescu,2014). The products are
categorized based on the annual consumption value which is calculated according to

frequency of the use and their value. The formula for annual consumption value (C; ) is
follows (Pandya & Thakkar, 2016):

Ci =Di*p; (1)
where
D; = annual demand
p; = item cost per unit

Based on the annual consumption values items are categorized into three groups: A-class
items, B-class items and C-class items. A-class items have the highest annual consumption
value which usually represent 80% of the value of an inventory and usually account for only
20% of the total inventory. B-class items are the inter class items with a medium annual
consumption value. They represent 15% of total usage value of inventory with 30% of the
total inventory. C-class items represent the lowest annual consumption value which accounts
for 5% of the total usage value of the inventory, and usually account for around 50% of
inventory items (Rusdnescu, 2014).

By paying close attention to A class items in inventory, firms can minimize the inventory
management costs. Even though B class items does not contribute as much as A-class items
to the revenue, these items should be managed with formal inventory system through periodic
inventory (Pandya & Thakkar, 2016). On the other hand, C class items have the lowest
priority compared to other items and it is typically handled by minimal monitoring and
control (Ali, 2023).

16



Q

L2R

LEARN TO RESCUE

3.2 Demand Forecasting

Demand forecasting refers to predicting or estimating the need for a product or a component
in a future time period (Bandeira et al., 2020). Businesses must be able to effectively analyze
the historical data and make predictions on future demand based on that data. The
information about the forecasted demand can be used to determine optimal inventory levels
and managerial decisions (Bandeira et al., 2020). For example, in Guo et al. (2017),
forecasting is used to support the ordering decisions of airplane spare parts while Yu et al.
(2011) employs forecasting models to estimate demand of fashion products (Bandeira et al.,
2020). In fact, accurate forecasting enables companies to meet customer demands on time,
which increases customer satisfaction and service levels. Many companies are facing
challenges when managing demand as it is difficult the estimate future consumer needs
accurately (Fattah et al., 2018). The literature reveals that the survey conducted found over
74% of respondents reported poor forecasting accuracy as there are increasing major
challenges to supply chain flexibility. The best companies tend to improve supply chain
flexibility and responsiveness through improving forecasting accuracy. (Fattah et al., 2018).

Demand forecasting methods can be divided into quantitative and qualitative methods.
Qualitative methods are applied when little data exists while quantitative methods are used
when historical data exists. Quantitative methods can be applied when two conditions are
satisfied: a) numerical information about the past is available, b) it is reasonable to assume
that some aspects of the past patterns will continue into the future (Hyndman &
Athanasopoulos, 2021). Figure 10 illustrates examples of both quantitative and qualitative
forecasting methods (Deckert et al., 2022; Vagale et al., 2021).

Forecasting
Techniques

Qualitative Quantitative
Techniques Techniques

| E— Delphi Method l l

Time Series Methods Casual Methods

Sales Force

Composite

f——>  Average method [—> Linear Regression

‘———  Jury of Executive

Exponential

Saciing L Multiple Regression

| ARIMA

> Naive method

Exponential
Smoothing

———  Machine Learning

Figure 10: Forecasting tecniques
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As can be seen from Figure 10, time series methods are an example of quantitative methods
which forecasts the demand based on the historical data and assumes that the factors
influencing the past will continue to influence in the future (Ivanov et al., 2021). This
research focuses on time series analysis as it is the most appropriate according to the
literature when future demand is related to the historical demand (Chopra et al., 2016).

3.2.1 Times Series Forecasting Using Automated Machine Learning (AutoML)

The massive amount of available data makes it difficult for businesses to develop accurate
demand forecasting models. This complexity often requires machine learning background
and expertise to effectively analyze the data and generate reliable predictions. As can be seen
in Figure 10, time series forecasting methods can be integrated with machine learning
approaches. Automated Machine Learning (AutoML) tools are transforming the field of
machine learning by enabling users to build high-performing models for demand forecasting
without extensive knowledge (Westergaard et al., 2024). In recent years, many features have
emerged to AutoML tools which led to automate the model selection, hyperparameter
optimization, and feature election processes (Alsharef et al., 2022). This approach has
become an interesting topic for researchers and industries as it minimizes the human
involvement (Westergaard et al., 2024). Consequently, the risk of human bias is reduced
which leads to more accurate results.

Some automated forecasting models do not consider uncertainty in demand behavior which is
a crucial factor in many practical applications. AutoGluon Time Series is an open source
AutoML written in Python which closes this gap and generates times series forecasting in a
few lines of code. (Shchur et al., 2023). Figure 11 illustrates the overall process of
AutoGluon model development.

The first step is to create the data frame by loading the data set into Python, then clean the
data to prepare it for forecasting. AutoGluon enables users to define the forecasting task such
as prediction length, quantile levels to be predicted and evaluation metrics. Following that, it
integrates a method that automates data preprocessing, fitting, and evaluating various models
using cross-validation which is referred as fitting the predictor. During the evaluation of the
models, it selects the one which results as the lowest forecasting error and produces a
leaderboard showing the ranking between the applied methods (Shchur et al., 2023). While
the overall development with AutoGluon automates most of the process, human involvement
is necessary for data cleaning and defining the forecasting tasks. The remainder of the
development is fully automated.

Loading the

Defining the Fitting the - Making
data

Data cleaning 7 predictor predictions

Figure 11: Steps For AutoGluon Model

AutoGluon uses several times series forecasting models which can be divided into two
categories:

i) Baseline models (Section 3.2.2)
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ii) Statistical models (Section 3.2.3)

Since all categories have a variety of models, the most used ones are explained in the
upcoming sections.

3.2.2 Baseline models

A baseline model uses minimal historical data to make predictions in the future demand and
serves as a benchmark to evaluate more complex forecasting methods (Erickson et al., 2020).
Average model is a baseline model that computes the forecast by taking the mean (or
“average”) of the historical data. If we assume that the historical data can be denoted by

Y1, ----, Y7, then we can compute the forecasts as:

Vrenr =Y =1+ +y7)/T (2)
where
h = forecast horizon
y = time series
The naive model is another example of a baseline model which sets all the forecasts value to
be the value of the last observation. This model only considers the trend component while
disregarding the seasonal factor. As an extension to this model, the naive seasonal model
sets each forecast to be equal to the last observed value from the same season of the year

which is useful for highly seasonal data. The following Equations (3) and (4) illustrate the
computation of both the naive model (3) and the naive seasonal model (4):

yT+h|T =yr (3)
yT+h|T = Vr+h-mk+1) (4)
where
Vr+nr Yr = the future values of the time series at time T + h
yr = observed value at time T
m = the seasonal period

k = number of seasonal cycles

3.2.3 Statistical models

A statistical model is used to capture the trend and seasonal components. The examples of the
statistical models include Exponential Smoothing and ARIMA models.
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In the late 1950s, exponential smoothing was proposed by Brown (1959), Holt (1957) and
Winters (1960). This model forecasts the values with the weighted average of the past
observations while the assigned weight decreases as the observation gets older. The simplest
form of the model is Simple Exponential Smoothing (SES). SES is appropriate to use when
the demand has no trend or seasonality. It works with smoothing parameter o and the
parameter o is determined based on the value with the smallest forecasting error (Ivanov et
al., 2021). The idea of SES is to assign higher weights for current demand and lower weights
to the previous demand:

Ver1 = ayr + (1 = @)y (5)

As SES does not capture trends, Holt (1957) extended SES to allow forecasting of data with a
trend (Hyndman & Athanasopoulos, 2021). When experiencing level and trend in demand
but no seasonality, Trend-corrected exponential Smoothing (Holt’s Linear Model) is
suitable to use. In this case, we use two smoothing parameters a and £ for level (I;) and trend
(b;) respectively.

yt+h|t =l + hb; (6)
le=ay; + (1 —a)(le—1 + be—1) (7)

by = ﬁ(lt —l-1) + (1—=B)bs—1 (B)

As Holt’s Linear model does not consider the seasonality factor, Trend and Seasonality
corrected exponential smoothing (Holt-Winter’s model) is used when the demand has all
three characteristics: level, trend and seasonality. Since, a new factor (seasonality) is
included, a new smoothing parameter y is included. The trend formula is same as Holt’s
Linear Model which is shown in Equation 8. The Equation 9, 10 and 11 illustrates the
formulas for Holt’s Linear Model.

Vernie =l + hby + St+h-mk+1) (9)
ly =a(ye — st-m) + (1 — @) (li—1 + be—1) (10)

Se =YWe —lees = be—1) + (L = ¥)Seopm (11)

AutoGluon combines all the aforementioned exponential smoothing models into a framework
known as ETS (Error, Trend, Seasonality) models.

In addition to ETS models, ARIMA (Autoregressive Integrated Moving Average) is a widely
used statistical model which combines autoregressive process AR (p), integration I (d), and
the moving average process MA (q). However, ARIMA does not use the original data series
y; but instead it uses the differenced series y,'. Differencing is defined as the change between
consecutive observations in the original series and it is needed to transform the non-stationary
data into stationary. The formula for differencing is follows:
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4

Ve =Yt — Ve—1 (12)

In general, the model is expressed as ARIMA (p, d, q) where the p is the order of the
autoregressive part, d is the degree of first differencing involved and q is the order of the
moving average part (Hyndman & Athanasopoulos, 2021). The general formula for ARIMA
as follows:

Ve =pu+t ¢13’t—1 + ot ¢p}’t—p — 618 — - —0Oge,g (13)

As can be seen from the Equation 13, the forecasted demand is equal to sum of constant C,
past values of the differenced series ¢p Yt-p» the mean of the differenced series 4, past error

terms 6,e;_4 and current error terms (Castellon, 2023).

AutoGluon uses autoARIMA which automatically selects the optimal ARIMA model
parameters through statistical techniques such as Akaike Information Criterion (AIC). AIC is
commonly used as a measure to determine the parameters of ARIMA model by trying to
maximize the log likelihood (Hyndman & Athanasopoulos, 2021). The Equation 14
illustrates the formula for AIC.

AIC = -2log(L) +2(+p+q+ k+ 1) (14)
where
L = likelihood of the data
k=1lifc #0
k=0ifc =0

AutoARIMA aims to select the parameters that minimizes the AIC which means finding a
model that provides a good fit. Since the selection of the parameters can be difficult to
determine, it provides fast and effective solution for time series modelling (Castellon, 2023).

Statistical models for sparse data

In addition to baseline and statistical models, there are specific models which are used for
intermittent demand data where the data has some periods with zero demand. The
Croston’s model is an example of statistical models which is applied when dealing with
intermittent demand. This method was proposed by J.D.Croston in 1972 and later
improved by Syntetos and Boylan (Castellon, 2023). The improved version is called
Croston-SBA (Syntetos and Boylan Approximation). In particular, the model applies simple
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exponential smoothing to both non-zero demand size Z; and the inter-arrival times.
Therefore, the estimation of demand per period Y{ can be derived by taking the ratio of those
estimates (size/intervals). The idea is that the method updates forecast only after positive
demand occurs. Thus, if there is a period where demand is zero, the method only counts the
periods since the last positive demand (Xu et al., 2012). The formula for Croston-SBA is
follows:

7 = { Zi1 (15) ifZ, =0 }
"\ Zl=aZ, + (1 —a)Z,_, (16) otherwise
P = {Pt’—l (17) if Z, = 0}
" laP,+ (1 —a)P/_; (18) where0<a <1

(1 = HEH
Yi=0-2) po (19)

where

Y{ = Average demand per period

Z¢ = Actual demand at period

Z{ = Time between two positive demand
P = Demand size forecast for next period
P/= Forecast of demand interval

a = Smoothing constant

3.2.5 Measures of Forecast Error

Before the application of the forecasting methods, validation is required as almost all the
forecasting methods have errors in the predicted results (Khair et al., 2017). There are many
measures of forecast error which are used to test the accuracy of the methods. One of the
measures of forecast error is Mean Squared Error (MSE), which measures the quadratic
deviation of forecast and actual data using the following Equation (Ivanov et al., 2021):

MSE, = ~ ¥, E? (20)

This method can be related to the variance of the forecast error, and it is estimated that the
random component of demand has a mean of zero and a variance of MSE (Chopra et al.,
2016). Beside this method, Mean Absolute Percentage Error (MAPE) is also used as a

measure of forecast error which can be seen from Equation 21:

E
n_1=L{100

_ Zi=1 D¢
MAPE,, = " (21)

MAPE calculates the average absolute error as a percentage of demand (Chopra et al., 2016).
It indicates the number of prediction errors compared to the real value (Khair et al., 2017).
One problem which might occur using MAPE is that it divides the absolute error by the
actual value. Thus, if the demand includes zero values, the MAPE is mathematically
undefined.
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3.3 Safety Inventory

Safety inventory (stock) is carried to satisfy demand that exceeds the amount forecasts
(Winston & Goldberg, 2004). This approach is frequently used in inventory control in order
to achieve desired product availability. Determining safety stocks is required to protect
against many deviations such as delivery date variances, requirement variances, delivery
quantity variances and inventory variances (Radasanu, 2016). Figure 12 summarizes the
relationship among these deviations (Radasanu, 2016).

Inventory Inventory Requirement Delivery quantity

variance Variance Lmri“zc/v Variance

Reorder Point

Safety stock f

Time

Reorder point Delivery dat® Delivery date

Variance

Replenishment _.I
lead time

Figure 12: Safety Invetory Deviations (Radasanu, 2016).

According to Radasanu (2016), statistical functions can be used to calculate the safety stock
levels with the target of achieving a specified service level. The relation between both terms
is non-linear and the required safety stock level increases, as the level of service increases.
This means that the cost of inventory increases along with the service level. The companies
should consider this trade-off and set desired service levels accordingly. Rather than using
fixed service factor for all products, the firm can assign different levels of service levels
based on the product characteristic.

Furthermore, the safety inventories are also influenced by the implemented inventory policies
which are explained in the upcoming section.

3.4 Continuous & Periodic Policies

A continuous review policy involves constantly monitoring inventory levels and placing
orders when they fall below a predetermined reorder point (ROP). This approach uses the
EOQ model to determine the optimal order size, ensuring that inventory is replenished
efficiently and cost-effectively. This policy is referred as (r,Q) model where r represents the
reorder point and Q signifies the fixed order quantity. Additionally, the demand is assumed to
be normally distributed with mean D and standard deviation o (Chopra et al., 2016).

The formulas for EOQ , mean, standard deviation and ROP are follows:

1
2KE(D)

E0Q = q = (*22) (22)
Mean during lead time D; = D * L (23)

Standard deviation during lead time = 6, = VLop (24)
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Safety stock = F;1(CSL) = 5, (25)
Reorder point = D; + ss (26)

On the other hand, a periodic review policy involves checking inventory levels at regular,
predetermined intervals. Orders are placed to replenish stock up to a specific order-up-to
level (OUL) regardless of the current inventory position. This policy follows the (T,S) model
which refers to fixed period T and order-up-to level S (Goltsos et al., 2022). Therefore,
Equation (27), (28), (29) and (30) illustrates the formulas for periodic review policy
parameters.

Mean during T + L periods = Dy, = (T + L)D (27)
Standard deviation during T + L periods = oy, = VT + L * o (28)
Safety stock = F;1(CSL) * o4y, (29)

Order up to level = Dy, + ss (30)

3.5 Conclusion

This chapter reviews literature in a systematic way, such that the literature can be applied into
practice. The chapter starts by introducing the ABC analysis for product classification, then
safety inventory, demand forecasting, and finally inventory policies. Within Chapter 4,
products are categorized into A, B and C classes and service levels are assigned accordingly.
Highest service levels are assigned to A class items while C class items have the lowest one.
We ensured that most critical (A class) items receive higher safety stock levels by assigning
different service levels to each item category. Chapter 4 applies the theory of demand
forecasting from Section 3.2 to predict the future demand by using methods like time series
analysis and AutoML tools such as AutoGluon. The time series methods integrated in
AutoGluon which are AutoARIMA, Seasonal Naive, Naive, ETS and Croston are applied in
Chapter 4 for accurate forecasting of the future demand. Following that, next chapter utilizes
inventory policies which are mentioned in Section 3.4. The continuous and periodic review
methods are applied based on EOQ models. These policies aim to optimize inventory levels
and ensure product availability while minimizing costs. Thus, the policies provide parameters
for making inventory management decisions such as safety stock, reorder point, etc.
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4. SOLUTION DESIGN

The fourth chapter applies the theory reviewed in Chapter 3. In this chapter, the following
two research questions are answered:

1. How can the recommended inventory policies be applied to DML’s inventory
management?

2. How can DML formulate effective inventory management strategies to optimize the
inventory of tracer diagnosis supplies based on the findings from the literature and the
application of the policies?

Firstly, Section 4.1 uses past demand data to create a forecasting tool which can forecast the
data of the following year. Then, using the results of the forecasting tool, Section 4.2
categorizes the products using the ABC analysis. Following that, in Section 4.3, we come up
with inventory policies for the products, based on the results of Sections 4.1 and 4.2. Then,
Section 4.4 evaluates the inventory policies based on costs. Finally, Section 4.5 summarizes
the fourth chapter.

4.1 Application of AutoGluon Forecasting model

To apply new inventory policies for the upcoming year, the demand for that period should be
forecasted based on the past data. The demand cannot be forecasted manually since there are
over 100 products. As previously mentioned in Section 3.2.1, an automated forecasting tool
are applied using AutoGluon which can predict the future values of demand for the next year.
This section details the development of this tool.

4.1.1 Input Data

The historical data is retrieved from the ISE software which is an ERP software DML uses to
keep track of the inventory records. The data set included the daily and hourly demand of the
products between the years of 2019 and 2022, the type of the product, and the name of the
product. Since the results would be more accurate with more data points when forecasting the
future demand, we wanted to generate data for 2023. Based on the results from Section 2.2 ,
it is assumed that the demand follows normal distribution. The daily demand data between
2019-2022 for each product is added. Accordingly, the means and standard deviations of the
products are calculated to generate random data from normal distribution (See Appendix
C.1). The complete data set is then loaded into Python. After importing the file, the next step
is to transform the data into a format suitable for a time series analysis. The first column of
the historical data includes both the date and time of the order placement and named
“timestamp”.

The imported file reads the Date time objects as a string rather than a Date time object. In
order to convert the string into Python Date time object, pd.to_datetime syntax is used (Pankaj,
2022). Next, considering that the management team stated a different ordering policy for
medical devices which are ordered less frequently compared to the other products, they
indicated that medical devices should be excluded from the data set.

Moreover, the demand values were aggregated by summing the sales of each product for each
day as the data set was created daily and hourly. We then transposed the results of the

25



Q

L2R

LEARN TO RESCUE

summation by taking each product from columns and putting them as rows of one column. In
order to prepare the data set for training and evaluation with times series analysis, the
prediction length which specifies how far the future prediction is defined. We defined the
prediction length as ten periods and the interval as six weeks so that we can retrieve the
future values from July 2024 to July 2025. Now that the data is prepared, a tool is designed to
forecast the future demand with AutoGluon time series analysis.

4.1.2 Creating the Model

To begin, time series models (Naive, Seasonal Naive, ETS, ARIMA and Croston) which are
mentioned in the literature review are defined in the tool with importing Times Series Data
Frame. These models were selected based on their ability to capture the different patterns in
the demand values, taking into account different variations such as trend and seasonality.
Beside these individual methods, AutoGluon can combine several methods by assigning
weights to each of them. This combination of methods is referred to as Weighted Ensemble
method. Using the Weighted Ensembling method ensures that the strength of the methods is
weighted to predict more reliable results.

After defining the time series methods, the data is then split into train and test sets. The
training sets consist of around 75% of the data while the remaining 25% is the testing data
(Galarnyk, 2022). It is important not to train and test on the entire data set as it leads to
“overfitting”. This procedure is required for validation of the trained model since it allows to
see how well the method performs for the unseen data (Galarnyk, 2022). AutoML does this
procedure automatically as it has the ability to try the time series models on both train and
test sets and selects the one with the lowest forecasting error.

Additionally, it was observed that some products do not have orders for some periods and for
those periods, the cells are empty. Therefore, the missing values are filled with zero values to
get more accurate results as the model predicts better with a complete data set. We then
converted the daily demand values to weekly values as the goal is to forecast in weekly
periods. After all the adjustments, the model is trained and is capable of selecting the best
method out of five of them. (See Appendix B)

4.1.3 Results

An automated tool is developed in AutoGluon which applies time series models to predict
demand for the following year. The purpose of these models depends on the characteristics of
the demand which means that not every method is optimal for forecasting. Therefore, the
model with the lowest forecasting error rate should be selected to achieve accurate results.
The most used forecasting errors which are integrated in AutoGluon are MSE and MAPE.
MSE is more sensitive for the outliers, whereas MAPE becomes undefined when the
historical data contains zero values (Shchur et al., 2023). MAPE includes division with the
actual values which can lead to undefined values with a division with zero values. MSE does
not have this issue since it takes the squared difference of the values.

It was observed that some products have periods with no orders which leads to zero values in

the historical data. Therefore, the correctness of the models is tested using MSE. In total, the
model trained five different time series models and evaluated the results with MSE. The
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forecast error rates for each model that AutoGluon printed are illustrated in Table 3 as
follows:

Table 3: MSE Validation Scores of the products

Ranking Method MSE

1 Weighted Ensemble 706,83
2 AutoARIMA 715,85
3 Seasonal Naive 1189,15
4 Naive 1189,15
5 ETS 1189,84
6 CrostonSBA 1622,34

As can be seen from Table 3, Weighted Ensemble has the lowest MSE score in comparison to
other methods. The results indicated that none of the methods can predict accurately on its
own, but a combination of them which is known as “Weighted Ensemble” produced better
predictions. The model suggests that combination of ARIMA with 0.91 weight and Croston
with 0.09 weight produce the best results compared to other models (See Appendix C.2). For
example, the forecasted demand for a certain product using ARIMA is multiplied by 0.91
while the forecasted demand with Croston is multiplied by 0.09. The final predicted value is
the summation of both values. Furthermore, AutoGluon Time Series predictor generates two
types of forecasts, namely mean and the quantile levels. Quantiles are usually set to be
between 0.1 and 0.9. The predicted value of 0.1 indicates that the demand is below the
predicted value 10% of the time while the value of 0.5 is known as “median” and indicates
that the value is below or above that point with 50% probability. Therefore, predicted results
are imported to Excel, and it shows the predicted mean and quantiles for all the products in
the next periods.

During the prediction, the mean takes the value of median as it is less sensitive to the outliers.
When the median is not considered as the mean, the accuracy of the results would be affected
since large deviations can skew the mean. Thus, the predicted results include both the mean
and the quantile and used when formulating the inventory policies.

4.1.4 Validity of the Model

Section 4.1.3 presented the validation scores for various time series methods. Section 4.1.4
illustrates the calculation of the MSE for the predicted demand values. Due to the large
variety of the products in inventory, we selected a representative product (NaCl) to
demonstrate this calculation. The MSE score for NaCl is presented in Table 4.
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Period Actual Predicted Error Square root
values values of the error
NaCl 1 502 525.1281 -23.1281 | 534.9090096
2 602 525.5973 76.4027 | 5837.372567
3 535 523.602 11.398 | 129.914404
4 535 540.4312 -5.4312 | 29.49793344
Weekly 90.5833 88.1149
Average
MSE Score 1632.923479

To start, four periods were chosen, with each period representing six weeks. The actual
values were provided by DML for the year of 2023 for the months of January till June,
however, since the tool only forecasts for the year of 2025, the predicted values of 2025 were
compared to the actual values of 2023.

For each period, the error is calculated as the difference between actual and the predicted
values. Accordingly, these errors are squared and averaged over the four period to compute
the MSE score. The calculated MSE score for NaCl is 1632.92. Taking into account the four
periods, the weekly average predicted is only 2.80% lower than the actual value,
showing the accuracy of the forecasting method. Although this validation analysis is only
limited to one product, it serves as an example to show model’s accuracy.

4.2 ABC- Classification Results

To come up with inventory policies for DML, calculating the safety stock per product is
essential, and as the results of the literature review show, the z-score is required to calculate
the safety stock. Obtaining this z-score requires specifying a certain service level. These
service levels were provided by DML during the initial interviews held with the management
teams. As stated in the first chapter, tracer diagnosis products with the highest demand,
criticality, and revenue should have a 98% service level. Since there are 120 products, it is
not possible to identify the criticality of each product. For this reason, the usage value is
calculated as used to classify the products.

The annual consumption value is computed for each product using Equation 1. Accordingly,
products which accounts for 80% of the total inventory value are classified as “A” group
items, those that account for the next 15% are classified as “B” group items and the
remaining 5% are classified as “C” group items.

The results show that 78,97% of the items can be classified as A products while 15,41% for
B group and 5,62% of them for C group items. The distributions per product type is
illustrated in Table 5. Higher service levels are assigned to A class items to ensure that the
most critical items are reliably available as those items have a significant contribution to the
total inventory value. This desired service levels play a crucial role when determining the
safety stocks and reorder points in the later stages of this research.

28



Table 5: ABC Results

Q

L2R

LEARN TO RESCUE

Class Medications Consumables Sets Accessories Test
Equipment

A 4 10 1 0 0

B 13 22 0 1 0

C 32 27 0 2 3

Moreover, in the case of medications, they are more commonly categorized as C items with
32 products followed by 13 for B class items and with the rest falling into A class items.
Similarly, consumables show the highest contribution to C class items with 27 products while
A class items have the lowest contribution with 10 products. These findings highlight the
importance of inventory classification when setting optimal inventory levels considering the
characteristics of different items in the inventory.

Now that the products are classified, each product class has a different desired service level.
The class A products, which are the critical products that account for around 80% of the sales
of DML should have the highest service level, such that they are almost always available. For
this reason, class A products are assigned a service level of 98%. Then, class B, the interclass
products, are assigned a service level of 95%. Finally, class C products are assigned a desired
service level of 90%. Because class C products have a lower contribution to the sales of
DML, it would not make sense for them to always be as available as class A products,
because they contribute less to the total usage value of DML.

4.3 Development of inventory control policies

Since we classify products of DML into three categories with different assigned service
levels, the inventory policies per product can be determined. As previously mentioned
(Section 3.3.2), both continuous and periodic review policies need the service level values in
order to calculate the safety stocks and reorder points. As the service levels are assigned for
each group, we formulate the inventory policies. To come up with these policies, we need to
make some assumptions:

e The demand remains steady over time and is normally distributed.

¢ Demand and lead times are presented as weeks.

e The lead time of all the products is five working days. However, for simplicity we
assume that it is one week, considering that it takes a week for a product to arrive
including the weekends.

e The holding costs of the products are 20% of the unit price with fixed ordering costs
of €25 per order.

e For both policies, desired service level for A class items is 98%, 95% for B class
items and 90% for the C class items.

It is not feasible to display the results of the policies for all products since there are over 100

items. Therefore, some examples are illustrated to show the methodology and the process
behind coming up with the policies. The top two products which have the highest
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consumption rate per classification group are selected and the calculations are shown in
Section 4.3.1.

4.3.1 Average Demand & Standard Deviation

The developed forecasting tool in AutoGluon provided the results for the average demand of
the products for the time between July 2024 and July 2025 with using both ARIMA and
Croston’s method. The forecasting was completed in six weeks of intervals with ten time
periods, totaling a forecast of 60 weeks. Therefore, the average of the demand between July
2024 and July 2025 was calculated and divided by six to obtain the weekly averages. We then
used the same values from the model to calculate the standard deviations using Equation 24
and 28. Depending on the policy, the mean demand of the product is calculated.

For the continuous review policy, the annual demand which is used while calculating the
EOQ represents the weekly demand of the products. The weekly demand for products were
calculated by using the forecasting tool. Thus, this amount is used as the annual demand for
EOQ. Additionally, continuous review policy requires the value of mean lead time. Since the
lead time for all the products is defined as one week, the weekly demand already results as
the mean lead time. Even though both values are needed for different purposes, the formula
returns the same values.

Within the periodic review policy, mean during T+L periods is needed. T (2 weeks)
represents the fixed period when the stock levels are checked while L is the lead time.
Therefore, Table 6 shows the calculations for mean demand and standard deviation of both
inventory control policies.
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Product Class | Policy Type Mean demand | Standard deviation
Sterofundin | A Continuous Review | D, =D xL = o, = VLop = V1 *196.81 = 196.81
Policy 500341 =
500.34
Periodic Review Dryp = (T + ory, =VT +L*op=V3%196.81 =
Policy L)D =(2+ 340.89
1) *500.34 =
1501.03
Buccolam | A Continuous Review | 10.25 56.87
Policy
Periodic Review 30.77 98.50
Policy
Aspirin B Continuous Review | 47.01 29.57
Policy
Periodic Review 141.05 51.23
Policy
Heparin B Continuous Review | 43.39 28.84
Policy
Periodic Review 130.17 49.95
Policy
NaCl 0,9 % | C Continuous Review | 87.98 43.82
Policy
Periodic Review 263.95 75.90
Policy
Salbutamol | C Continuous Review | 90.77 69.03
Policy
Periodic Review 272.32 119.57
Policy

4.3.2 Continuous Review Policy: (r,Q)

Economic Order Quantity
As previously mentioned in Section 3.3.2 the number of items (the order quantity (Q)) is
ordered when the inventory level reaches the reorder point (r) within the continuous review
policy. In this case, the order quantity for all the products is calculated using the EOQ
formula with Equation (22). In order to calculate the EOQ, the holding cost (K), annual
demand (D) and ordering cost (h) are required. The calculations for annual demand were
already done in Section 4.3.1. As a next step, the EOQ levels can be determined for each
product. Table 7 displays the chosen products and the EOQ levels.
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Table 7: EOQ Levels

Products Unit Holding | EOQ
Price costs

Sterofundin €0.52 €0.104  akp  f@s)50034)
LR IR B GRT Y
490.45 ~491

Buccolam €23.72 €4.74 10.39 »11

Aspirin €0.32 €0.064 155.429 ~156

Heparin €0.72 €0.144 122.74~123

NaCl10,9 % €0.12 €0.024 428.14 =429

Salbutamol €0.12 €0.024 434.87 ~435

Safety Stock (ss) & Re-order Point (ROP)

To develop continuous review policies, the last step is to calculate the reorder points and
safety stock levels. We need the parameters of CSL and o, for the safety stock levels while
D, and ss are required for determining the ROP. All the parameters were derived in the
previous sections. Now, we can plug them into the formulas and find our ss and ROP levels.

Table 8: SS & ROP Continuous Policy

Class | Products Safety Stock Reorder Point

Sterofundin F71(CSL) * 6, = F;1(0.98) * | ROP = Dpyp +

A 196.81 = 404.21~405 ss =500.34+402.21=904.55~905
Buccolam 116.79=117 127.05~128
Aspirin F;71(0.95) = 29,5 = 48.65~49 | 95.67~96

B | Heparin 47.43~48 90.82~91

NaCl 0,9 % F;1(0.90) * 43.82=56.16~57 | 144.14~145

Salbutamol 88.47~89 179.25=180

The results suggest that for Sterofundin, a new order should be placed when the inventory

level reaches 905 units. The optimal order quantity is 491 units, and it is expected that
9 _ 491

E(D)  500.34
reorder point. By following this policy, the company can ensure that they can achieve a 98%
service level.

approximately every week ( = 0.98 weeks =~ 1 week) the inventory reaches the

Similarly, one unit of Aspirin should be ordered with the reorder point of 96 units. The idea
is the same for all the products and following these numbers ensures 98% ,95% and 90% of
service level respectively for the A, B and C class items. Figure C.3 shows the values for all
the products in Appendix C.
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4.3.3 Periodic Review Policy: (T,S)

Safety Stock (ss) & Order-Up-to-Level (OUL)

The periodic review policy uses the (T,S) system. In contrast to continuous review policy,
this policy focuses on the timing of the orders rather than calculating specific order
quantities. This time, the inventory levels are checked after a fixed period of time T'and the
order is placed such that the current stock levels plus the replenishment lot size equals to
order-up-to level (OUL) (Chopra et al., 2016). T is determined as 2 weeks and Equations (29)
and (30) are used to compute safety stock and order-up-to levels for the chosen products as
follows:

Table 9: SS & OUL Periodic Review

Class Products Safety Stock OUL
Sterofundin F71(CSL) o, = ROP = Dy, +ss
A F;1(0.98) * = 700,11 + 150103
340,89 =700,11~701 = 2201,14~2202
Buccolam 202,29~203 233,06=234
Aspirin 84,2685 225,32~226
B Heparin 82,16~83 212,33~213
NaCl 0,9 % 56,16=57 144,14~145
C
Salbutamol 153,24~154 425,56~426

Based on the results, Heparin should be ordered every 2 weeks and the current inventory
levels should reach to 213 units. For example, if the current inventory level is 100 units, 113
orders should be placed for the new replenishment cycle. This policy ensures that with 95%
probability, they do not experience stockouts.

Likewise, the new order for Salbutamol should be placed every 2 weeks to ensure that the
current inventory level reaches the order up to level of 426 products. Appendix C shows the
calculations for all the products.

4.4 Cost Evaluation

We have formulated both continuous and periodic review policies in Section 4.3. Now, we
want to evaluate the costs of the formulated policies and analyze the results. To begin,
average inventory levels (AIL) per policy are derived. AIL represent an estimation of the
expected annual stock levels. Thus, the total holding costs are calculated by multiplying the
average inventory levels with the holding cost (h) of the products. Accordingly, total ordering
costs are calculated by multiplying the number of orders per period and the unit ordering
costs (S). The total inventory cost is then the summation of both holding and ordering costs.
The formulas necessary to calculate are illustrated in Table 10.

In general, the periodic review policy requires to purchase in fixed intervals, which were

selected as two weeks, and for the continuous review policy, for some products, the
calculations suggest that the products should be ordered in intervals shorter than two weeks.

33



L2R"

LEARN TO RESCUE

This resulted in higher ordering costs and overall higher total inventory costs for the
continuous review policy, since the ordering cost has a higher weight than the holding cost.

As can be seen from Table 9 and 10, some products resulted in a lower total cost within the
continuous review policy while some of them were lower for the periodic review policy.
Sterofundin and Buccolam have higher unit prices which also means that they have higher
holding costs. However, their ordering costs are also quite high, especially for the continuous
review policy. Within the continuous review policy for both of these products, the average
inventory levels are much lower than in the periodic review policy, resulting in many more
orders during the year. This means that the ordering costs are much higher. In this case and
with the assumptions taken previously, the ordering costs outweigh the holding costs, so the
periodic review policy is cheaper.

Conversely, Aspirin, Heparin, NaCI and Salbutamol have higher overall costs with the
periodic review policy. These items are lower in demand and demand variability compared to
Sterofundin and Buccolam which results as higher ordering costs for the periodic review
policy. When both demand and standard deviation are low, it is not optimal to order very
frequently. Therefore, placing an order every ordering period (T) might be unnecessary for
these items. Since the ordering cost have much more weight in the total cost, these items are
relatively cheaper within the continuous review policy. Table 9 shows the formulas for both
inventory costs and AIL. Tables 11 and 12 illustrate the overall costs for both policies with
the chosen products.

Table 10: Average Inventory Level and Cost Formulas

Policy AIL Total Holding Total Ordering Costs | Total Costs
Costs
Continuous Q N AIL x h D .S Total Holding Costs+
Review 2 58 Q Total Ordering Costs
Periodic DT AIL x h 1 (DT L Total Holding Costs+
Review 2 T + (7 + ss) * Total Ordering Costs
+ss
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Table 11: Continuous Policy Costs

Products AIL Ordering Holding Total cost
(8) Cost cost

Sterofundin | 649,44 | 25,50 1,29 26,80
Buccolam 121,99 | 24,66 11,12 35,79
Aspirin 144,48 | 6,13 0,17 6,31
Heparin 108,80 | 8,83 0,30 9,13

NaCl 0,9 % | 270,23 | 5,13 0,12 5,26
Salbutamol | 18,77 3,17 0,16 3,33

Table 12: Periodic Policy Costs

Products AIL Ordering Holding Total cost

P Cost cost
Sterofundin | 2201,14 | 12,50 4,40 16,90
Buccolam 233,06 | 12,50 21,26 33,76
Aspirin 225,32 | 12,50 0,27 12,77
Heparin 212,33 | 12,50 0,58 13,08
NaCl0,9 % | 361,23 | 12,50 0,16 12,66
Salbutamol | 25,58 12,50 0,21 12,71

We only showed a couple of examples from the product list. When we look at the general
distribution of the selected policies, we observed that 90.83% of the products have lower
costs using the continuous policy while the rest (9.16%) is more cost-efficient for the periodic
review policy. Specifically, 10 out of the 15 products that belong to A class items are more
cost-efficient with the periodic review policy. In contrast, all the products of B class and C
class items consistently resulted in lower costs with the continuous review policy. Even
though the continuous review policy is more cost-efficient compared to periodic review
policy, it requires more human work which means higher monitoring costs. Because the
inventory levels should be reviewed every day, and the order should be placed when the
inventory reaches to the reorder point. This is not the case for the periodic review policy as
there is a fixed review period for checking the inventory. This situation is a trade-off that
company should decide on.
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4.5 Conclusion

The fourth chapter applied the theory, which was reviewed in the third chapter, with the goal
of answering the following two sub-research questions:

1. How can the inventory methods be applied to DML’s inventory management?

2. How can DML formulate effective inventory policies to optimize the inventory of

tracer diagnosis supplies based on the findings from the literature and the application
of the methods?

Coming up with inventory policies for DML to follow included analyzing their past demand
data. Through this analysis, a forecasting tool was made. Since the demand data was
incomplete, the data had to first be completed using the mean and the standard deviation of
the provided data. After that, the demand was forecasted for the following year using
AutoML. Using the outcome of the tool, the products with their corresponding demands for
the following year were categorized using the ABC analysis. Then, using two different
inventory management strategies, continuous and periodic review policies, inventory
management policies were made for each product of the 120 tracer diagnosis products with
the specified service levels. Since the tables with the results are made on Excel and are too
large to show, examples of each product type (ABC) were provided to show how the
calculations were made. Following the development of the inventory policies, a cost analysis
was made to evaluate the total costs per product for both the inventory policies. The results
show that 90,83% of the products have a lower cost using the continuous policy. A flowchart
of the whole process which explains how the forecasting method and inventory management
techniques are merged are illustrated in Figure D.1 (Appendix D).
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5. RECOMMENDATIONS & CONCLUSION

Within the fifth chapter, the recommendations and conclusions are given. Section 5.1 gives
the recommendations to DML following the cost evaluation of the policies. Then, Section 5.2
concludes this thesis. Finally, Section 5.3 discusses the future research opportunities which
arise as an outcome to this research.

5.1 Recommendations

The first recommendation for DML is to replace the holding costs and ordering costs for each
product in the Excel sheet which contains the calculations for the reorder points and order-
up-to levels with the real-life cost values (See Appendix C, Fig. C.3). By doing so, and
dragging down the columns, Excel automatically recalculates the total costs using the
updated values which results in more accurate and cost-effective inventory policies.

Following that, DML should also consider the trade-offs of using a continuous and periodic
review policy regarding checking the inventories daily for the continuous review policy. If
DML decides to use continuous review policies for any products, they should purchase an
automated system which can interact with their ERP system and update them with the
inventory levels of each product.

In general, DML should make use of the forecasting tool to input the more recent past
demand data to forecast the future demand more accurately. Then, they can use the forecasted
demand to come up with inventory policies for the following year. This should be done at the
end of each year to ensure that they are ready to meet the desired service levels in the
following years.

5.2 Conclusion

DML is faced with the problem of meeting desired service levels for their tracer diagnosis
products. Currently, the service levels are at 75%, meaning that there is a 25% probability of
losing sales when replenishing the orders. DML would like the desired service levels to reach
90%, 95%, and 98%, depending on the importance of the product with respect to the revenue
demand, and criticality. With these requirements from DML, a research question was made to
guide this research. The goal of this research was to answer the following research question:

“How can the Department of Medical Logistics (DML), L2R’s customer, optimize the
inventory of medical products used in tracer diagnosis, particularly in emergency
services, to ensure that their desired service levels are met?”

To answer the research question in more detail, sub-research questions are formulated
which breaks down the research question into smaller parts and shape the format of this
research. Using these sub-research questions, a conclusion is made.

Firstly, by categorizing inventory items into A, B, and C classes based on their consumption
value, the research uses the ABC Analysis to prioritize products within the product portfolio.
Class A items, representing the highest usage value receive more attention by having a higher
service level assigned to them while Class B and C items receive a lower service level. This
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method allows DML to ensure that critical items are always available while minimizing
holding costs for less critical items.

Secondly, the research used several quantitative forecasting methods, which were all included
in the AutoGluon forecasting tool. The methods include time series analysis such as ARIMA,
Exponential Smoothing, and Croston’s method. These methods provide a reliable way for
predicting DML’s future demand considering the trend and seasonal factors.

Finally, the study applied the Economic Order Quantity (EOQ) model to determine optimal
order quantities and inventory levels. Continuous review policies (1,Q) and periodic review
policies (T,S) were used to determine the reorder points and safety stock levels with the
desired service levels. The results show that 90,83% of the products have a lower cost using
the continuous policy, while the remaining 9,17% of the products have a lower cost using
the periodic review policy. These policies ensure that stock levels are sufficient to meet
demand without experiencing stockouts. DML can choose to apply the recommendations
provided within this research to further ensure that the desired service levels are met.

5.3 Future Research

This research highlights several key areas where further investigation and research could help
DML with gaining valuable insights.

The first future research opportunity is about enhancing the forecasting tool which was made
using AutoGluon. While AutoGluon provides effective demand forecasting, future research
could explore more advanced forecasting tools and techniques to achieve even better and
more accurate forecasts. This is particularly important when growing the solution to support
other customers that handle a larger number of inventory items. In such cases, deep machine
learning methods are capable of capturing more complex patterns in demand and might
provide more reliable results.

Furthermore, the forecasting tool can be updated, such that it always provides real-time data
based on the current demand and orders. This was not possible to do with the provided data
since the data was from 2019-2022 and it was not up to date.

A future study could explore the right value of desired service level based on total costs. An
analysis on the total inventory costs can be made by comparing the total cost and service
levels and choosing the optimal service levels based on the costs. Then, new inventory
policies can be made based on the new chosen desired service levels.

Another future research opportunity would include implementing the recommendations at
DML. The implementation of these methods is quite complex and should be done in the
future. For the implementation, the organizational structure needs to change. Furthermore, the
technology currently used at DML needs to be integrated with the new policies. The LIS and
Kanban Card Systems must be integrated together such that the system is always up to date.
By addressing these future research opportunities, DML can continue to improve their
inventory management control, ensuring that they meet their demand with a minimized cost.
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Appendix

Appendix A

Variable

Norm

Reality

Problem owner

Service level of 98%, 95%, 90% 75% service level | Department of
medical devices service level Medical Logistics
and consumables (DML)
required in tracer
diagnosis

Table A.1
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Knowledge questions Data source Data type Research type | Research Data gathering Activities
population methods
1. What are the current strategies to Qualitative Primary data Descriptive Company Interviews with = Observation of the
store and manage the medical employees current process.
devices and consumables? * Process flow of
supply chain
2. What are the recommended product | Qualitative Secondary data | Descriptive Literature Literature Review = Identifying product
classification methods in the classification methods
literature?
3. Which demand forecasting Qualitative Secondary data | Descriptive Literature Literature Review = Identifying demand
techniques exist in the literature? forecasting techniques
4. What are the recommended Qualitative Secondary data | Descriptive Literature Systematic = Defining the existing
inventory policies in the literature? Literature Review inventory methods
7. How can the recommended inventory | Qualitative, Primary data, | Descriptive Company, Mathematical = (alculations for the
policies be applied to DML’s Quantitative Secondary data Literature models and Excel inventory parameters
inventory management? = Application of
demand forecasting
and product
classification methods
= Development of
decision-making
model
5. How can DML formulate effective Qualitative Secondary data | Descriptive Company Data analysis and = Recommendations for

inventory management strategies to
optimize the inventory of tracer
diagnosis supplies based on the
findings from the literature and the
application of the policies?

Literature review

developing inventory
policy(s)

Table A.2
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Appendix C
import pandas as pd

data = pd.read_excel(path)
on L CT1lmestamp ) n |

data["timestamp"] = pd.to_datetime(data["timestamp"])

data.head()

u l 1
daily_sales_sums = (
data.groupby(["articleName", pd.Grouper(key="timestamp", freg="D")]) ["quantity"]
.sum()
.unstack()
.fillna(@)

timeseries = daily_sales_sums.T

timeseries.sort_index(inplace=True)

timeseries = pd.melt(timeseries.reset_index(), id_vars="timestamp", var_name="articleName", value_name="demand")

# | \ g \
import numpy as np

Calculate mean and std of t ( a eal( product
mean_demand = timeseries.groupby("articleName") ["demand"].mean()
std_demand = timeseries.groupby("articleName") ["demand"].std()

# Write m t yroduct te il
mean_std = pd.DataFrame({"mean": mean_demand, "std": std_demand})
mean_std.to_csv("mean_std.csv")
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n € m a I t utic / ( ( ( an
generated_data = pd.DataFrame(columns=["timestamp", "articleName", "demand"])

np.random.seed(0)

# Calculat OW man
days_till_2024 = (

pd.Timestamp("2024-01-01") - timeseries["timestamp"].max()
) .days

7 J 2 L € dale untic Zv<4

generated_dates = pd.date_range(
start=timeseries["timestamp"].max() + pd.Timedelta(days=1),
periods=days_till_2024,
freg="D",

) | 1 ) I UcCtT ( € o ran )m 1€

item_id in timeseries["articleName"].unique():

mean = mean_demand [item_id]

std = std_demand[item_id]

type = dataldatal'articleName'] == item_id]['type'].iloc[0]

generated_values = np.random.normal(mean, std, days_till_2024)

| I the ¢ € 5 1 LL
generated_values = np.round(generated_values, 0)
: egative values @
generated_values [generated_values < 0] = 0

generated_data = pd.concat(
[
generated_data,
pd.DataFrame
{

"timestamp": generated_dates,
"articleName": item_id,
"demand": generated_values,
"type": type,
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Figure C.1

QUALITY_CHOISES = ["fast_training", "medium_quality, high_quality, best_quality"]
EVAL_METRIC_CHOISES = ["MAPE", "MSE"]
HYPER_PARAMETERS = {

"AutoARIMAModel": {},

TESYs (g

"Naive": {},

"SeasonalNaive": {},

"CrostonSBAModel": {},

prediction_length = 10

freq = "6W"

quality_of_model = "fast_training"
eval_metric = "MSE"

if quality_of_model not in QUALITY_CHOISES:
print("Quality of model is not in the choises please choose one of the following: fast_training, medium_quality, high_quality, best_quality")

from pathlib import Path
# Get the path to the data file and if data name is wrong or file is not found
# print an error message
path = Path('data') / 'data.xlsx'
if not path.exists():
print("Data file not found please make sure the data file is in the data folder and named as data.xlsx")

import pandas as pd

data = pd.read_excel(path)

# Convert timestamp column to datetime

data["timestamp"] = pd.to_datetime(datal["timestamp"])

# Remove products which types are contains with "medical device"
data.loc[:, "type"] = data["type"].fillna("unknown")

data = datal~data["type"].str.contains("medical device")]

# Show the unique types of the products

data["type"].unique()
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# Find the type for every product

static_features = data.groupby("articleName")

static_features = static_features[["articleName", "type"1].first()
static_features.reset_index(drop=True, inplace=True)

# Calculate weekly sales for each Product and put @ for missing weeks
daily_sales_sums = (
data.groupby(["articleName", pd.Grouper(key="timestamp", freg="D")]) ["demand"]
.sum()
.unstack()
.fillna(o)
)

# Transpose the data to have products as rows and dates as columns
timeseries = daily_sales_sums.T

# Sort the data by date

timeseries.sort_index(inplace=True)

# Take each product from columns and put as rows of one column
timeseries = pd.melt(timeseries.reset_index(), id_vars="timestamp", var_name="articleName", value_name="demand")

from autogluon.timeseries import TimeSeriesDataFrame
# Define the prediction length
# Create a TimeSeriesDataFrame
timeseries = TimeSeriesDataFrame(
timeseries, timestamp_column="timestamp", id_column="articleName", static_features=static_features
)
# Convert the frequency of the data to weekly
timeseries = timeseries.convert_frequency(freg=freq)
# Seperate the data into train and test sets
train_data, test_data = timeseries.train_test_split(prediction_length=prediction_length)
# Fill missing values with @
train_data.fillna(@, inplace=True)
test_data.fillna(@, inplace=True)
# Instead of averages, we will use the sum of sales for the prediction

number_of_days_in_freq = pd.date_range(start=train_data.index[0][1], end=train_data.index[1][1], freq='D"').shapel0] - 1

train_data.loc[:, "demand"] = train_data["demand"] * number_of_days_in_freq
test_data.loc[:, "demand"] = test_datal["demand"] % number_of_days_in_freq
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from autogluon.timeseries import TimeSeriesPredictor, TimeSeriesDataFrame
model_path = Path("AutogluonModels") / (quality_of_model + "_" + freq + "_" + eval_metric + "_Predict" + str(prediction_length))
# Create a TimeSeriesPredictor
predictor = TimeSeriesPredictor(
path=model_path,
prediction_length=prediction_1length,
eval_metric=eval_metric,
target="demand",
freq=freq
)
# Train the model
predictor.fit(train_data=train_data, presets=quality_of_model, hyperparameters=HYPER_PARAMETERS)

model score_val pred_time val fit time_marginal f£fit_order
0 WeightedEnsemble -7.068334e+05 174.297411 2.199725 6
1 AutoARIMA  -7.158580e+05 166.847806 0.055479 5
2 SeasonalNaive -1.189157e+06 1.686496 0.050505 2
3 Naive -1.189157e+06 2.206358 0.073348 1
4 ETS -1.189845e+06 36.917669 0.053210 3
5 CrostonSBA  -1.622344e+06 7.449605 0.051796 4

# Make predictions using train_data

train_predictions = predictor.predict(train_data)

# Create predictions directory if it does not exist

Path("predictions").mkdir(exist_ok=True)

train_predictions_path = Path("predictions") / ("train_predictions_" + (quality_of_model + "_" + freq + "_" + eval_metric + "_Predict" +
str(prediction_length)) +".x1lsx")

# Get types for every row from static features

train_predictions["timestamp"] = train_predictions.index.get_level_values("timestamp")

train_predictions = train_predictions.merge(static_features, left_on="item_id", right_on="item_id")

train_predictions = TimeSeriesDataFrame(train_predictions)

train_predictions.to_excel(train_predictions_path)



# Make predictions using test_data
test_predictions = predictor.predict(test_data)
test_predictions_path = Path("predictions") / ("test_predictions_

# Get types for every row from static features
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+ (quality_of_model + + freq +
ktr(prediction_length)) +".x1sx")

test_predictions["timestamp"] = test_predictions.index.get_level_values("timestamp")
test_predictions = test_predictions.merge(static_features, left_on="item_id", right_on="item_id")

test_predictions = TimeSeriesDataFrame(test_predictions)
test_predictions.to_excel(test_predictions_path)

Figure C.2

+ eval_metric + "_Predict" +
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