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Abstract

The effectiveness of business decisions heavily relies on the quality of the data used in the
decision-making process. On the other hand, poor-quality data misleads business decisions
and leads to financial loss for a company and its reputation. Therefore, the quality of
data is of utmost importance in any domain. However, maintaining high-quality data
is challenging, especially in the manufacturing domain, due to its inherent complexity
and ever-changing nature. Thus, this research focuses on minimizing errors, enhancing
efficiency, and guaranteeing high-quality data for decision-making. The research strives to
develop a framework to enhance data quality to achieve this. The research examined the
past literature to reveal which attributes are significant to the data quality. Further, it
explored existing data quality-enhancing frameworks. Design Science Engineering Cycle,
as proposed by Wieringa in 2014 , is chosen as the methodology for this research to develop
a data quality framework. Besides that, a workshop is held to gather information from a
manufacturing company. The proposed framework primarily focuses on four dimensions
of data quality: accuracy, completeness, consistency, and timeliness. The proposed data
quality enhancing framework comprises four pivotal stages: Assess, Action, Enhancement,
and Quality Scoring. One significant component of this framework is the scoring process,
which encompasses pre-scoring and post-scoring. During this stage, the data undergoes
evaluation to determine its overall quality. The conclusion of this research culminated in
the successful development of a validated framework using the designed prototype. The
validation results affirm that this framework can yield high-quality data as anticipated.
From the validation results, accuracy was 95.75% before the cleaning process was carried
out, Consistency was 99.98%, and scores for these two dimensions reached 100% after the
cleaning process was completed. The data is being used for the validation is limited to
only structure data. Consequently, this research significantly contributes by offering an
effective method for upholding and enhancing data quality in the manufacturing sector,
facilitating more accurate and reliable decision-making.

Keywords: Data quality, Data quality dimension, Data cleaning, Data cleansing, Data
preprocessing, Manufacturing domain
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Chapter 1

Introduction

1.1 Research Background

In today’s world, data has become a critical element across various sectors, particularly in
business. Many successful companies rely on data to drive profits [15]. Data serves multiple
purposes, including providing a foundational basis for decision-making [35], which is crucial
for the survival of an organization or company.

As the sheer volume of data continues to grow exponentially, ensuring the quality of
data has become vitally important to support reliable business decision-making. Therefore,
organizations must prioritize maintaining data quality, as data is considered a valuable
asset [11]. Thus it is essential for any company to ensure the quality of data at each of
the stages of the data life cycle (from the creation, storing, and using) as data quality is a
major worry for several organizations [14]|. Besides that, according to research conducted
by [7], integrating data from various sources is a challenge due to the complexity of the
data structure and types. This complexity makes it difficult to combine data. In addition,
there is the problem of unclear data quality standards, as mentioned by [4], which creates
difficulties in ensuring data quality during implementation.

Poor quality data can seriously impact a business, resulting in inaccurate insights,
faulty analysis, and increased operating costs [18]. This should be a significant concern
for every organization or company [20]. According to [30], poor data quality can cause an
average annual loss of $15 million and in 2014, [14] stated that businesses incur annual
costs of $13.3 million due to bad data and that the US economy suffers an annual loss
of up to $3 trillion as a result. This poor quality data’s adverse impact disrupts daily
operations and can damage a company’s reputation and hinder business growth. Inaccurate
data can lead to wrong business decisions, resulting in missed opportunities and reduced
profits. Additionally, the additional costs of correcting insufficient data and dealing with
the consequences of bad decisions can burden a company’s resources.

Therefore, data quality assurance is essential for evaluating, measuring, and improving
data quality. This process ensures that the data meets the requirements and standards
set within the [22] organization. Data quality assurance covers a wide range of critical
activities, from data validation and cleansing to ongoing monitoring to maintain data
integrity. By implementing a rigorous data quality assurance process, organizations can
ensure that the data they use in analysis and decision-making is accurate, complete, and
reliable. This not only improves operational efficiency but also provides a competitive
advantage by enabling companies to make more informed and strategic decisions.

Data cleaning and data cleansing are often used interchangeably, but they refer to
different processes. According to [12], data cleaning involves identifying and rectifying



errors or inconsistencies in a dataset, while data cleansing encompasses a more thorough
approach. This involves not only detecting errors, but also making modifications, replacing,
or removing inaccurate data to create a reliable and consistent dataset.

Previous research has developed various techniques such as data mining and machine
learning. For example, in the paper written by [16], preventive and predictive algorithms
are used for the data cleansing process, which helps identify and correct data errors before
and while the data is used. In addition, in research conducted by [17]|, various outlier
detection methods were applied to identify and analyze the distribution of outliers in the
dataset. This approach allows researchers to understand unusual data patterns and take
appropriate actions to manage them. Although these techniques have shown improvements
in data quality, they are still unable to fully address data complexity, especially in man-
ufacturing. Data in the manufacturing sector is often highly heterogeneous and dynamic,
which adds to the challenge of ensuring data quality and consistency. Therefore, despite
significant improvements in data quality through these techniques, a more holistic and
sophisticated approach is still needed to overcome the various challenges in data manage-
ment in the manufacturing sector. This new approach needs to handle data complexity
more effectively, ensuring that the data used is reliable to support accurate analysis and
informed decision-making.

Despite significant theoretical advances in organizational management, many compa-
nies still struggle to apply these effectively. For instance, in this research the use case
is a manufacturing company that collects extensive data from multiple sensors across its
operations has overlooked the crucial task of managing the quality of this data. Recently,
the company came to realize that poor data quality could pose a threat to its operational
efficiency and overall business continuity. This realization has prompted the company to
initiate a comprehensive effort to implement a more sophisticated data management sys-
tem, incorporating advanced technology for data analysis and monitoring. The primary
aim of this endeavor is to enhance data accuracy and reliability, minimize machine down-
time, and optimize production output, ultimately leading to a notable increase in company
profits.

1.2 Research Scope

The scope of this research covers essential aspects related to quality of data especially in
the manufacturing domain. This research identifies data quality dimensions (DQD) and
improves data quality as the primary focus. For the DQD, in this research it will be focused
only on four dimensions which are accuracy, completeness, consistency, and timeliness.
The inspection will focus on improving data quality through data cleansing processes in
the manufacturing domain. This project aims to develop and design a practical framework
for improving data quality. The proposed framework will be validated through prototypes
applied to real case studies in the manufacturing industry. Through this approach, the
framework developed can not only improve data quality but can also be implemented
practically to solve data quality problems faced by companies in the manufacturing sector.
Validation using prototypes and case studies will provide empirical evidence regarding the
effectiveness of the proposed framework, ensuring that the resulting solutions are widely
applicable in real industrial environments.
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1.3 Problem Context

Based on the facts presented in section 1.1, it is essential to establish a data quality frame-
work in the manufacturing industry, given the limited research in this area. A thorough
review in Chapter 2 revealed that only 11 studies specifically addressed data quality in
the manufacturing context, highlighting a significant gap compared to other sectors such
as health services, education, and government. This gap presents important opportunities
for further research. Developing a robust framework in this area will not only enhance
data quality but also improve operational efficiency and decision-making capabilities in
the manufacturing industry.

Secondly, manufacturing companies gather a substantial volume of data from various
operational machines. However, these companies currently lack an effective framework for
ensuring the quality of this data. The absence of such a framework means that the produced
data may not be of high quality, potentially impacting the accuracy of any subsequent
analysis. Unverified data has the potential to lead to errors in decision-making, thus
adversely affecting the company’s operational performance and efficiency. It is, therefore,
essential to develop and implement a robust framework for verifying data quality to ensure
the reliability of the resulting data for further analysis.

1.4 Research Goal and Objectives

Based on the research gaps identified in the section 1.1, it is clear that there is a need to
improve data quality in the manufacturing industry. The main goal of this research is to
develop effective strategies for improving data quality in order to minimize errors, enhance
efficiency, and guarantee the use of truly high-quality data for decision-making purposes.
To achieve this, the research started by thoroughly investigating different dimensions of
data quality that can be utilized as guidelines or requirements to ensure data quality. The
research also aims to scrutinize various frameworks that can effectively measure, evaluate,
and enhance data quality and also to achieve high-quality data that can be utilized for
decision-making or any other essential actions within the organization. Through a critical
analysis of the existing research on data quality management, this research aims to explore
the techniques that can optimize the data quality assurance process in the context of
manufacturing data. By reviewing numerous academic articles and research papers, the
research seeks to identify gaps and opportunities in data quality. It also aims to provide
comprehensive insight and motivation for further research into optimal approaches to data
quality.

In pursuit of this primary goal, the research focused on two specific objectives. First,
to develop a comprehensive and practical framework for improving data quality. This
framework is meticulously crafted to provide users with comprehensive guidance, ensuring
that resulting data meets high quality standards. By utilizing this framework, users can
methodically execute necessary processes, ranging from data checking and cleansing to
validation and analysis, with consistent and precise standards. Second, to create a pro-
totype that will validate the framework. Through this approach, the research not only
contributes to improving data quality in the manufacturing industry but also provides a
strong foundation for practical implementation and continued research in this area. Hence,
this research can offer significant and impactful solutions for the manufacturing industry
in managing and improving the quality of their data.

11



1.5 Research Question

To effectively pursue the research goal, a main research question and a series of sub-
research questions have been developed. These questions form the basis for exploring and
analyzing the relevant existing literature. The sub-research questions are divided into three
categories: knowledge questions, which aim to gather information or understanding about
the topic; design questions, which aim to develop or propose a solution, model, or system
for a particular problem or need; and validation questions, which aim to assess the effec-
tiveness, accuracy, or reliability of the solution, model, or system. The research questions
are articulated below:

Main Research Question:
How can data quality be improved by considering most crucial data quality factors in man-
ufacturing domain?

Sub-Research Questions

e Sub-RQ1 (knowledge question): What are the motivations for conducting re-
search on data quality framework?
Motivation: The objective of this question is to gain a comprehensive understanding
of the underlying motivations and driving factors behind the research. The research
aims to establish the significance of a data quality framework in data processing,
providing contextualization to the research.

e Sub-RQ2 (knowledge question): What are the fundamental data quality dimen-
sions found in current literature?
Motivation: The primary objective of this question is to discern the prevailing trends
in data quality dimensions, with the purpose of informing the selection of the most
appropriate data quality measures for the ensuing research.

e Sub-RQ3 (knowledge question): What are available frameworks/methodologies
to enhance the data quality in the current literature?
Motivation: The objective of the sub-research question is to elucidate the framework
for the development of a data quality framework in the context of the manufacturing
domain, with the ultimate goal of achieving high-quality data.

e Sub-RQ4 (knowledge question): What is the current state of data cleansing (au-
tomatic) for improving the quality of data?
Motivation: The objective of this sub-research question is to acquire an in-depth com-
prehension of the current state-of-the-art in data cleansing, with the aim of designing
a data cleansing prototype.

e Sub-RQ5 (knowledge question): What are the challenges faced when implement-
ing frameworks/procedures of data quality in manufacturing domain?
Motivation: This question intends to identify the difficulties related to existing meth-
ods, which is essential for developing solutions that address these important issues.
Evaluating the limitations enables the creation of new and innovative strategies to
overcome challenges and achieve successful implementation of good data quality in
the manufacturing industry.

e Sub-RQ6 (design question): How can a robust data quality framework be de-
signed to enhance data quality and operational efficiency specifically for the manu-

12



facturing domain?
Motivation: This question aims to design a good data quality framework that can
produce high-quality data that will boost the company’s analysis performance.

e Sub-RQ7 (validation question): To what extent does the implementation of a
developed framework effectively enhance data quality?
Motivation: This research question seeks to examine how the framework can effec-
tively enhance the accuracy, consistency, and completeness of the data. This is crucial
as improved data quality directly influences decision-making, operational efficiency,
and ultimately, the overall success of the organization.

1.6 Research Structure

This thesis is structured into eight chapters, each with a specific focus. Chapter 1 serves as
an introduction, outlining the research background, defining research scope and problem
context, formulating research questions, highlighting the research goal, and introduces the
research structure. In Chapter 2, a Systematic Literature Review (SLR) is conducted to
address sub-research questions 1-5, synthesizing theoretical knowledge on relevant topics
and identifying research gaps. Chapter 3 is explaining about the methodology that used
in this research.

Chapter 4 is discussing data understanding to data quality dimension (DQD) and the
result of the workshop. The design of the data quality framework and its explanation
are presented in Chapter 5, and Chapter 6 provides insight into the validation using the
prototype that has been develop. Chapter 7, the findings are discussed and finally, in
Chapter 8 , along with contribution, limitation and recommendations for future research.
Figure 1.1 show the summary of the overall structure of the research.

13
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1.7 Chapter Summary

This chapter is dedicated to discussing the motivation behind this research, encompassing
the research background, research scope, problem context, research goal, research question,
and research structure.

The first section offers an general overview of nature of data in the today’s world
and significance of data quality in the manufacturing domain. It delves into the dearth
of comprehensive research on data quality in manufacturing and the challenges faced by
many companies in managing the quality of their data. This underscores the pressing need
for a robust framework to ensure optimal data quality in the manufacturing industry.

Following this, we delve into the main research question and sub-research questions,
along with the motivation behind each question. These questions have been formulated to

14



guide the research in identifying and addressing key challenges in ensuring data quality in
the manufacturing sector.

Lastly, the chapter outlines the research goals, which include the development and
validation of a data quality framework that can be effectively applied in manufacturing
companies. These goals aim to offer practical and innovative solutions to the data quality
issues faced by the manufacturing industry today and the chapter presents the research
structure, offering a clear road map of how the research will unfold through various stages.

15



Chapter 2

Systematic Literature Review

This chapter explains the methodology used for the SLR in this research, following the
guidelines proposed by Kitchenham & Charters |24]. The literature review is a vital com-
ponent of academic research, and its efficacy is dependent on a rigorous and structured
approach. A systematic methodology ensures that the review process is organized and com-
prehensive, and it begins with the planning phase. This phase involves formulating research
questions, selecting appropriate scientific databases, developing search strategies, and es-
tablishing inclusion and exclusion criteria. The review process entails selecting relevant
articles and extracting pertinent data from them. These steps are crucial for identifying
and incorporating studies pertinent to the research questions and objectives of the study,
as well as for extracting pertinent information from the selected articles. Therefore, it is
essential to adhere to a structured approach to ensure that the literature review process is
thorough and effective.

2.1 Planning the Review

When starting a systematic literature review, it is important to have a well-organized
approach to guarantee a thorough and rigorous analysis of the research available. The
planning of this systematic literature review is based on research conducted by Kitchenham
and Charters.

2.1.1 Scientific Database

In this systematic literature review, three scientific databases were selected to obtain rele-
vant academic publications for answering the research questions. The scientific databases
selected for this systematic literature review are as follows:

e Scopus (https://www.scopus.com)
e Web of Science (https://webofscience.com)
e IEEE (https://ieecexplore.ieece.org)

The selected scientific databases were chosen for their extensive coverage of academic
literature pertinent to the proposed topic. Furthermore, these databases are recognized as
being among the top five most reputable academic sources.

16



2.1.2 Search Query Formulation

A keyword selection process was planned to formulate proficient search queries for scientific
databases used in this systematic literature review. The chosen keywords were extracted
directly from the objective of the research. The keywords are "data quality", "manufactur-
ing", "dimensions", "improvement", and "data pre-processing". A comprehensive list of
keywords associated with the main query will be executed on selected scientific databases
to retrieve relevant literature for the review can be see in Table 2.1.

TABLE 2.1: Query Search Keywords

Data Quality Improvement Artefact Manufacturing
Data Quality Improving Framework Manufacturing
Data Pre-processing | Architecture | Production Machine
Data Cleansing Model Production System
Data Cleaning
Dimension

After categorizing keywords presented in Table 2.1, search queries were defined using
"OR" and "AND" logical operators in each scientific database. The queries are listed
below:

e Scopus (advance search):
TITLE-ABS-KEY (
("Data Quality")
AND
(Improving OR "Data Pre-processing” OR "Data Cleansing" OR "Data Cleaning"
OR "Dimension")
AND
(Framework OR Architecture OR Model)
AND
(Manufacturing OR "Production Machine" Or "Production System"))

e Web of Science (advance search):

TS=(

("Data Quality") AND (Improving OR "Data Pre-processing” OR "Data Cleans-
ing" OR "Data Cleaning" OR "Dimension") AND (Framework OR Architecture OR
Model) AND (Manufacturing OR "Production Machine" Or "Production System"))
OR

TI(

("Data Quality") AND (Improving OR "Data Pre-processing" OR "Data Cleans-
ing" OR "Data Cleaning" OR "Dimension") AND (Framework OR Architecture OR
Model) AND (Manufacturing OR "Production Machine" Or "Production System"))
OR

AB=(

("Data Quality") AND (Improving OR "Data Pre-processing" OR "Data Cleans-
ing" OR "Data Cleaning" OR "Dimension") AND (Framework OR Architecture OR
Model) AND (Manufacturing OR "Production Machine" Or "Production System"))

17



e IEEE (https://ieeexplore.icee.org)
("Data Quality")
AND
(Improving OR "Data Pre-processing" OR "Data Cleansing" OR "Data Cleaning"
OR "Dimension")
AND
(Framework OR Architecture OR Model)
AND
(Manufacturing OR "Production Machine" Or "Production System")

2.1.3 Inclusion and Exclusion Criteria

Kitchenham and Charters [24] have highlighted the importance of establishing clear inclu-
sion and exclusion criteria while conducting a systematic literature review. These criteria
act as guidelines to ensure that only relevant studies are included in the review and irrel-
evant ones are excluded. Such criteria are crucial to maintain the validity and integrity of
the review and to prevent any biases that may arise due to the inclusion of irrelevant stud-

ies. In this systematic literature review, the inclusion and exclusion criteria are outlined
in Table 2.2.

TABLE 2.2: Inclusion and Exclusion Criteria

Inclusion Criteria Exclusion Criteria
Literature conducted in English Duplicate Literature

Literature published in last 10 years | Incomplete or unavailable literature
Literature was a journal or con-

ference proceedings in Computer
Science, Engineering, Decision Sci-
ences, Mathematics, Social Sciences
and Business, Management and Ac-
counting

Irrelevant literature based on its ab-
stract to this study’s defined re-
search questions

For this systematic literature review, inclusion criteria have been set for publications
written in English and published within the last 10 years. The reason behind this is to en-
sure that the publications are accessible and easily understood and provide a contemporary
perspective on the subject matter. To ensure academic integrity, the research is limited
to Computer Science, Engineering, Decision Sciences, Mathematics, Social Sciences and
Business, Management and Accounting. Peer-reviewed journals and conference proceed-
ings are the preferred sources of literature for scholarly discourse within these disciplinary
boundaries.

Steps were taken to eliminate any duplicate or inaccessible literature to ensure an
efficient and accurate review process. Any sources that were not available in full were ex-
cluded, as comprehensive analysis and interpretation require complete access. Additionally,
a manual assessment was conducted to identify and exclude irrelevant literature based on
its abstract. The objective was to refine the selection process and only retain publications
that directly contribute to the research objectives.
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2.2 Selection Process

The process of selecting literature began by running a search query in chosen scientific
databases. However, since the search results may contain irrelevant studies, applying the
inclusion and exclusion criteria established earlier is essential. This step ensures that the
research collection is of high quality and that the data extraction process is streamlined by
focusing on relevant or highly relevant studies.The selection process is illustrated in Figure
2.1.

Execution of the formulated
queries from three databases

Literatures: Scopus = 59, Wos = 71, IEEE = 86
Y

Literature was published in the last;
10 years and written in English

Literatures: Scopus = 43, Wos = 55, IEEE = 80

Y

Literature was included in relevant
domain from the results

Literatures: Scopus = 34, Wos = 52, IEEE =77

\ 4
Duplicate removal from three
databases
Literatures combined = 172, duplicates = 19
\ 4

Exclusion of irrelevant literature
based on abstract

Relevant literatures = 57
\ 4

Exclusion based on full text
availability

Availability of full papers = 50

Y

Assessment of the articles'
relevance + manual searched > Selected Studies
literature

Selected Studies = 27

FIGURE 2.1: Literature Selection Phases
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Several stages were involved in the process of selecting literature, which was directed by
the inclusion and exclusion criteria specified in Table 2.2. After going through these stages,
a total of 27 pertinent articles were selected by applying the criteria and necessitating
manual review.

2.3 Data Extraction

Upon completing the application of inclusion and exclusion criteria, the relevant informa-
tion obtained from the literature review will be elaborated on in the subsequent chapter.
The process of extracting data involves a meticulous combination of both quantitative and
qualitative methods, which have been carefully designed to provide a comprehensive anal-
ysis of the current state of existing literature. By integrating these two approaches, this
study aims to create a more nuanced and detailed overview of the research landscape in
this area, which will enable us to gain a deeper understanding of the topic at hand.

2.4 Quantitative Analysis

A high-level quantitative analysis is conducted to determine the objective of the literature,
the research techniques employed, and the context related to this Systematic Literature
Review (SLR). The outcome of this quantitative analysis is classified into four in order
to analysis purposes: data quality dimension (D), data cleaning (DC), whether the re-
search used manufacturing data (M), and whether the research proposed framework or
methodology (FM). The results are depicted in Table 2.3.

TABLE 2.3: Quantitative Analysis Based on Target

Categories
NO Reference DTDC | M [ FM
P1 Ali, T.Z., Maatuk, A.M., Abdelaziz, T.M., « «
Elakeili, S.M. (2020) [3]
P2 Al-Masri, E., Bai, Y. (2019) [2] X | x X
P3 Burggraf, P., Dannapfel, M. (2018) [5] X X
Burkhardt, A., Berryman, S., Brio, A., Fer-
P4 kau, S., Hubner, G., Lynch, K., Mittman, S., b b
Sonderer,K. (2017) [6]
Chen, Q., Liu, y., Huo, S., Duan, F., Cai, Z.
P (2021) [8] x x
P6 Chernov, Y. (2016) |9 X X
p7 Ding, N.B., Mit, E. (2023) [16] X | X X
P Giinther, C.L., Colangelo, E., Wiendahl, « « N
H.H., Bauer. C. (2019) [17]
P9 Ji, C. (2023) X | X X
P10 Juneja, A., Das, N.N. (2019) [21] X | X X
P11 Kirchen, I., Schutz, D., Folmer, J., Vogel- < < <
Heuuser, B. (2017) [23]
P12 Kong, W., Qiao, F., Wu, Q. (2020) [25] X X
P13 Li, C., Zhu, Y. (2015) [26] X | x X
P14 Li, X. (2022) X X
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P15 Munawar (2021) [27] X | x X

P16 Poon, L., Farshidi, S., Li, N., Zhao, Z. (2021) « <
28]

P17 Schlegel, P., Buschman, D., Ellerich, M.m . « N
Schmitt, R. H. (2020) [29]
Sitawati, H.D., Ruldeviyani, Y., Hidayanto,

P18 A.N.,; Amanda, R.S., Nugroho, A.G. (2021) | x X
[30]
Soto, P.C., Ramzy, N., Ocker, F., Vogel-

P19 Heuser, B. (2021) [31] N N

P20 Sreenivas, P., Srikrishna, C.V. (2013) [32] X X
Taleb, 1., Dssouli, R., Serhani, M. A. (2015)

P21 x | x b
[33]

P22 Tsai, W.L., Chan, Y.C. (2019) [34] b'e X

P23 Wahyudi, T., Isa, M.S. (2023) [35] b'e X

P24 Widad, E., Saida, E., Gahi, Y. (2023) [37] | x | x x

P25 Xu, D., Zhang, Z., Shi, J. (2022) [39] X X X
Yuan, T., Adjallah, K.H., Sava, A., Wang,

P26 H., Liu, L. (2021) [40] x x

P27 Zhang, J., Gao, R.X (2021) [41] X

2.5 Qualitative Analysis

The systematic literature review employs qualitative analysis methods to thoroughly ex-
plore the literature to discover recurring themes, patterns, and trends. In this particular
systematic literature review, the qualitative analysis is presented in the form of a table
based on the target set, as depicted in Table 2.3. The outcome of the qualitative analysis
is displayed in the Table 5.1 in appendix.

2.6 Visualization of the Findings

2.6.1 Year-based Trend

The following section displays the graphical representations of the outcomes from the sys-
tematic literature review. The initial representation illustrates a trend based on years to
obtain valuable inferences into the changing trends and structures within the academic
domain by scrutinizing the number of literature categorized by years. The academic per-
spective on the distribution and growth of research output over the years is presented in
Figure 2.2 as a result of this analysis.

21



=

Ln

Count of Literature
=9

2012 2013 2014 2015 2006 2017 2018 2015 2020 2021 2022 2023 2024

Year of Publication

FIGURE 2.2: Year-based Trends of the Reviewed Literature

The information depicted in Figure 2.2 shows a significant growth in the quantity of
published research papers from 2013 to 2023. This suggests an increasing interest in the
specific research topic. The trend began with a small number of published papers, ranging
from 1 to 2 between 2013 and 2018. However, there has been a gradual rise in the number
of publications with a few intermittent variations. The subsequent years have shown a
mixture of fluctuations with varying publication counts. Nevertheless, it is worth noting
that there was an immense surge in the number of published papers in 2019, which indicates
a probable turning point or increased scholarly attention during that period on the search
query formulation of this study.

The graph illustrates an increasing trend in the number of publications from 2019
to 2023. The research output has been consistently high each year. However, the most
significant surge in research output is observed in 2021, when it reaches its peak with
seven publications. This notable increase indicates that the research field has attracted
more attention and academic engagement, possibly due to the interest of related parties
in data quality, particularly in the manufacturing sector.

2.6.2 Distribution of Literature in Different Sectors

Figure 2.3 reveals the distribution of literature reviewed in this study classified by sector
areas. The analysis of trends based on these sector areas has identified some intriguing
patterns and potential research gaps that can be explored in this study.

After analyzing the literature obtained through the search query, it was found that
manufacturing is the most frequently discussed sector with a total of 11 publications. The
second most discussed sector is big data, followed by warehouse, finance, [oT, and other
data. Interestingly, even though the search query was defined as "manufacturing," there
were other sectors discussed in the findings. Upon deeper examination, it was discov-
ered that some of the literature that focused on other manufacturing sectors was actually
discussing data preparation or data cleaning.
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2.7 Answer to Sub-Research Question

2.7.1 Sub-RQ1l: What are the motivations for conducting research on
data quality framework?

The first sub-research question aims to investigate the motivations behind researching data
quality frameworks. Several factors contribute to this motivation.

According to [30], data is highly valuable to organizations and businesses in the realm
of business. When data is collected and processed correctly, it can be transformed into
knowledge and meaningful information that can be leveraged to enhance decision-making
and streamline operations. The importance of data quality in the business world is well-
understood, as it plays a crucial role in ensuring that businesses operate efficiently and
make informed decisions. This is further emphasized by research conducted by [35], which
highlights data quality’s significance in modern business practices.

Another factor, in a recent conversation with representatives from the manufaturing
company, it was brought to light that they are grappling with a major issue - the lack
of certainty around the quality of their data. The absence of a well-defined framework
for data management has made it difficult for them to analyze and draw insights from
the available information accurately. Furthermore, the absence of established standards or
rules for data collection, storage, and usage has only added to the situation’s complexity.
It is imperative for the organization to address these challenges and put in place a robust
data quality framework to ensure that they have access to reliable, high-quality data that
can support their business objectives.
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2.7.2 Sub-RQ2: What are the fundamental data quality dimensions
found in current literature?

Data quality assessment is greatly influenced by its dimension, making it an essential factor.
When selecting data quality dimensions, discussing them with the organization or company
is important. To determine the appropriate dimensions for measuring data quality levels,
it is necessary to consider the dimensions relevant to specific business processes. Many
other factors may come into play when identifying data quality dimensions, such as data
source conditions, data needs within an organization, and internal data policies.

Various data quality dimensions have been employed in this study, as shown in Figure
2.4; it can be seen that the most important dimension being used is completeness [2, 9, 16,
17,21, 23, 29, 30, 33, 34, 35, 37|, followed by accuracy |2, 3, 16, 17, 21, 23, 30, 33, 34, 35, 37|,
consistency [8, 9, 16, 17, 21, 23, 33, 34, 35, 37|, timeliness [2, 8, 9, 17, 21, 27, 30, 33,
34, 35, 40|, accessibility [2, 8, 23, 29|, relevance [17, 23, 29, 39|, conformity |9, 21, 37],
Appropriate Amount [23, 29, 39|, Integrity [8, 9, 21|, Traceability |23, 27, 40], correctness
[9, 27], currency [30, 27|, conciseness [27, 40], ease of manipulation [39, 40|, interpretability
|29, 40], security |27, 40|, uniqueness |21, 37|, variance |23, 40|, applicability [27], availability
[23], calculation [19], compliance [23], credibility [23], data comprehension [9], free of error
[39], imbalance [39], maintainability [27], plausibility [39], precision [2|, readability [37],
reliability [19], speed [27|, synchronicity [23], validity [9], understandability [40], value-
added [40], and reputation [40]. According to [35], the most commonly used dimensions
are completeness, timeliness, accuracy, and consistency, and this statement is valid based
on the findings of this study in Figure 4.1.

Validity EE—— 1
Synchronity EEE—— 1

Speed m—— 1

Readability — 1
Precision  ee—— 1
Plausibility  e— 1
Maintainability e———
Imbalance  m—— 1
Free-of-ermor m— 1

Data Comprehension IEE———— 1

Credibility  m——— 1
Convinience  m—— 1
Compliance  ee— 1
Calculation — ]
Availabiity  e—— 1
Applicability e— 1

Variance m—— 7

Security  EEE——————— 2
Interpretability EEEE————
Easo of Manipulation EEEEE——— 2
Conciseness  E——————— 2
Unigueness  me— 2

Data Quality Dimension

Currency e — 2
Correciness  EEEE—
Traceability 3
Integrity 3
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Appropriate Amount 4
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Timeliness 11
Consistency u
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FIGURE 2.4: Data Quality Dimension in the Reviewed Literature

2.7.3 Sub-RQ3:What are available frameworks/methodologies to enhance
the data quality in the current literature?

Based on the results of this study, a number of frameworks are available. However, not all
of the literature pertains specifically to data quality frameworks; some are related to data
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cleaning (preprocessing) frameworks, which are also relevant to data quality. The identified
frameworks will be categorized into two groups: data quality frameworks and preprocessing
or data cleaning frameworks. This section will focus on explaining the findings of the data
quality framework, and the preprocessing or data cleaning framework will be explained in
the next section.

For data quality framework, there are several frameworks available. One such frame-
work, developed by [35], focuses on data quality assessment and uses the Total Data Quality
Management (TDQM) method, which has three phases: Define, measure, and analyze.

Another framework, developed by [5], is called Data Quality-based Process Enabling
(DQPE). This framework is based on the available quality of data and aims to improve
data quality and optimize process design. It contains two processes: Continuous Data
Quality Improvement Management (CDQIM) for continuous improvement of data quality
processes, and Data Quality-dependent Process Design (DQPD) for alternative design
processes based on available data quality.

[39]’s framework focuses on improving data quality in the early stages before it is
used for further processing or analysis. This framework aims to resolve quality issues for
large data sets and consists of several processes: scope project, collect data, raw data,
data quality assessment, data quality improvement, data quality control, train model, and
deployment in production. Other framework is focus on data quality improvement process

[6]-

2.7.4 Sub-RQ4: What is the current state of data cleansing (automatic)
for improving the quality of data?

As mentioned earlier, several frameworks are available for data cleaning or preprocessing
with different methods, as shown in table 2.4. In this context, the paper by |26] primarily
deals with cleaning indoor positioning data. The paper’s authors have utilized several
techniques, such as statistical and probabilistic theory, graph theory, machine learning,
numerical optimization, and computing-domain theory. They have employed computing
domain theory as their algorithm for designing an efficient and effective data-cleansing
process. Additionally, they have used various methods to cleanse the data, including un-
certainty modeling, fault correction, exploiting heterogeneity, and imputing missing values.
These techniques are commonly found in the literature on data cleansing.

In another literature, [31] have contributed to the field of data cleaning by also focusing
on missing values imputation. To handle this problem, the author utilized queries and a
reasoner to identify and eliminate missing values. Additionally, another common technique
in data cleaning, outlier detection and correction, was implemented. This problem is also
discussed by [28]. Statistical traditional methods such as z-score and IQR and unspervised
clustering are being used for anomaly detection.

In their practical work, [31] utilized Python and the Pandas library for their advanced
capabilities in managing, analyzing, and exploring data. These tools play a crucial role in
simplifying the data cleaning and preparation process for further analysis. Similarly, [28|
applied these techniques, specifically using Python’s scikit-learn and PYoD packages, for
implementing an unsupervised clustering approach, highlighting the effectiveness of these
technologies in addressing data quality issues.

In their paper [41], the authors provide a summary of several important techniques
used in data cleansing. They mention that missing values and outliers are two common
data problems. Common methods to deal with missing values include linear interpolation
and regressive modeling. The paper also mentions several algorithms like recurrent neural
networks (RNN) for time series data and convolutional neural networks (CNN) for image
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TABLE 2.4: Methods used in Data Quality Improvement

Reference Methods/Algorithm Tools
Ali, T.Z.,
Maatuk,
A.M., Abde- | Single-source data and N/A
laziz, T.M., | Multiple-source data
FElakeili,
S.M.(2020)
Kong, W,
Qiao, F., Wu, | Data value density N/A
Q.(2020)
Poon, L., . o
Farshidi, S., ii:&sgilcal and unTsiadel:\l:i):ea(Lil Python’s scikit-learn and
Li,( N., )Zhao, clustering P PYoD packages
7.(2021
Soto, P.C.,
Ramzy, N., - .
Ocker, F., Utilized queries and a rea- Python’s Pandas library
Vogel-Heuser, soner
B.(2021)
Sreenivas, P., Moving averages, mean filters
Srikrishna, . ’ "| N/A
C.V.(2013) and median filters

imputation that can be used for this purpose. On the other hand, statistical methods such
as Gaussian, distance-based, density-based, and cluster-based methods are commonly used
for detecting outliers.

According to a study by [32], various cleaning techniques are necessary for different
types of data. The study delves into diverse data preprocessing methods, such as the ap-
plication of filters like moving averages, mean filters, and median filters to minimize noise
in time series data. Additionally, data normalization, data sampling, and data segmenta-
tion are crucial steps in the data cleaning process. The paper by [25] explains the use of
the rate of change of data value density, and clean single-source data and multiple-source
data can be found in [3].

2.7.5 Sub-RQ5: What are the challenges faced when implementing frame-
works /procedures of data quality in manufacturing domain?

The implementation of data quality is a complex and challenging process that confronts
several obstacles. One of the most significant hurdles is the high cost and time required
for the process. According to [17], data quality implementation demands a considerable
amount of time and money. Moreover, data preparation, which is a crucial stage for
ensuring data quality, consumes around 80 percent of the total work, as pointed out by
[31].

Detecting anomalies in data quality is another major challenge as quality anomalies
are usually hidden and may not be readily visible in the data. Furthermore, the diversity
of data sources and data types contributes to the complexity of the data structure, making
data integration difficult. In a study conducted by [7], it was observed that the variety of
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data sources and types can significantly impair the data structure, making it challenging
to integrate and further complicating the process of ensuring data quality.

2.8 Chapter Summary

This chapter provides a comprehensive guide to the procedures for planning and execut-
ing a Systematic Literature Review, underscoring the significance of selecting appropriate
scientific databases, devising effective search queries, and establishing stringent inclusion
and exclusion criteria. Through this meticulous selection process, 27 pertinent pieces of
literature pertaining to data quality were identified. The chapter also examines trends in
literature over time and across subject areas, revealing a notable dearth of attention to
data quality research within the manufacturing industry. This underscores the emergence
of fresh and consequential research prospects in the sector, poised to significantly advance
both practice and theory in manufacturing. Besides that it also add explain the answer to
the sub-research question 1-5 where from this SLR it was found that the 4 dimensions that
are most often used are the existing framework and the current state of data cleansing in
previous research.
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Chapter 3

Methodology

This chapter will discuss the methodology used in this research to answer the research
question and research methodology.

3.1 Research Methodology

The research methodology used in this research is the Design Science Engineering Cycle
(DSEC) as proposed by [38]|. The choice of this methodology was based on the reason that
the concept of this methodology makes more sense because this methodology functions as
a systematic guide for data collection and analysis, which aims to ensure the reliability and
integrity of the findings. It emphasizes the development of conceptual models based on
theory and their evaluation against requirements. DSEC is especially relevant in practical
fields where the main goal is to develop real-world solutions. Although commonly used in
information systems, software engineering, and design research, DSEC principles can be
adapted to a variety of research domains.

Implementation evaluation /

Treatment implementation Problem investigation

° Stakeholders? Goals?
° Conceptual problem framework?
° Phenomena? Causes, mechanisms, reasons?
. Effects? Contribution to Goals?
Treatment validation Treatment design
° Artifact X Context produces Effects? ° Specify requirements!
° Trade-offs for different artifacts? . Requirements contribute to Goals?
° Sensitivity for different contexts? ° Available treatments?
° Effects satisfy Requirements? ° Design new ones!

FIGURE 3.1: Design Science Engineering Cycle [38]

The design procedure encompasses four primary phases: problem investigation, treat-
ment design, treatment validation, and treatment implementation, which collectively form
the design cycle. The design cycle represents a component of the broader engineering cycle,
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which encompasses the implementation and assessment of validated treatments in practical
settings. Consequently, the scope of this thesis can be delineated as follows:

3.1.1 Problem Investigation

The first step in DSRM is problem investigation. This stage aims to find out more deeply
about the roots of the existing problems. In this research, researchers conducted observa-
tions on matters related to data quality, especially in the manufacturing domain. Then
also identify the goals of this research. Some of the methods used in the research are as
follows:

1. Systematic Literature Review:

In this approach, researchers thoroughly examine various academic papers, articles,
and publications using the guidelines outlined by Kitchenham (2007) [24] to gain
a foundational understanding of data quality. The aim of this literature review
is to compile comprehensive information about the concepts, dimensions, and best
practices in data quality management. This process consists of systematic steps to
ensure the identification, critical analysis, and synthesis of all relevant sources. By
adhering to [24]| guidelines, researchers can guarantee that the literature review is
carried out with a rigorous and transparent methodology, ensuring that the resulting
findings are dependable and valuable for further research.

The findings of the literature review is discussed in Chapter 2, where it outlines
the fundamental concepts and key discoveries related to data quality in detail. This
section will also offer an understanding of the crucial aspects of data quality and
their application in different scenarios.

2. Workshop:
As previously mentioned in the section 1.1, this research focuses on a use case in-
volving data quality challenges within a manufacturing company. To gain a compre-
hensive understanding of the company and its data quality issues, a workshop was
conducted with the company’s data team.

The workshop aimed to uncover detailed information about the company’s data qual-
ity challenges and to gather direct insights from experts in the field. Discussions
during the workshop encompassed topics such as data understanding, user stories,
and the specific data quality dimensions required by the company.

The outcomes of this workshop are crucial for informing the development of practical
and effective solutions. The information gathered will be utilized to ensure that the
proposed solution is not only theoretically sound but also aligned with the company’s
actual needs. A detailed account of the workshop’s findings and insights will be
presented in section 4.3.

3.1.2 Treatment Design

The next step in the process involves treatment design, aiming to tackle the identified prob-
lem by devising creative and feasible solutions. This process will be thoroughly explained
in Chapter 5. Treatment design refers to a conceptual model crafted to offer effective
problem-solving strategies.

During this phase, the design process doesn’t just prioritize creativity but also draws
on various frameworks and insights from past research. This ensures that the proposed
solution is not only innovative but also thoroughly tested and reliable. These frameworks
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offer valuable guidance for developing models that are not just theoretical but also practical
and applicable in real-world situations.

3.1.3 Treatment Validation

The third step in the process involves treatment validation, which aims to rigorously assess
the effectiveness of the design solutions proposed in the treatment design stage. This
validation ensures that the solution not only achieves the desired objectives but also meets
all the established requirements.

Various techniques are employed in the validation process, one of which is prototyping,
which is used for this research. In the context of this research, a prototype is currently
being developed and will be thoroughly described in Chapter 6. This prototype serves as a
tool to validate the proposed solution, particularly the data quality framework, using the
use cases outlined in the 1.1 section.

For the treatment implementation and implementation evaluation, it’s important to note
that due to time constraints, are not within the scope of this research.

3.2 Chapter Summary

This chapter offers a thorough explanation of the utilization of DSEC as proposed by
Wieringa in this research and outlines the rationale behind selecting this methodology.
The explanation encompasses each stage of DSEC, starting from problem investigation
and treatment design to treatment validation.
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Chapter 4

Requirements for Data Quality

This chapter discusses the meaning of data quality along with several data quality dimen-
sions, a brief explanation of the use case and insights obtained from SLR (chapter 2) and
workshops that have been conducted.

4.1 Data Quality

Data quality is a very important and widely discussed topic today. However, what exactly
is meant by data quality? Accroding to [36], data quality is defined as data that meets user
needs, emphasizing accuracy, completeness, and relevance. [33] asserts that data quality
is a well-established concept in the database community and has been a primary focus of
database research for many years. Data quality encompasses a range of activities, includ-
ing planning, implementation, and control. These activities utilize various data quality
management techniques to ensure that the resulting data is prepared for consumption and
can meet the needs of data users [30]. Data quality pertains to the degree to which ex-
isting data aligns with the specific requirements of its users, ensuring precision, accuracy,
consistency, and reliability.

4.1.1 Data Quality Dimension

Upon understanding the concept of data quality, it’s important to consider how to measure
whether existing data meets quality standards. This measurement can be achieved through
DQD, which are elements used to assess data quality [33]. Wang has identified 15 dimen-
sions of data quality grouped into four main categories: Intrinsic data quality, Contextual
data quality, Representational data quality, and Accessibility data quality (Figure:4.1).
For the purpose of this research, the focus is specifically placed on four dimensions of
data quality: accuracy, consistency, completeness, and timeliness. The selection of these
dimensions is based on the results of the SLR which can be seen in section 2.7.2 and the
workshop, which will be further discussed in section 4.3. The definition of selected DQD
as follow:

1. Accuracy
Accuracy plays a crucial role in evaluating data quality as it measures the extent
to which data reflects correct and reliable information. According to [33] & [21],
accuracy is to see whether the data has been recorded accurately and represents
realistic values. This evaluation involves comparing the amount of correct data to
the total amount of data in a dataset. Not only does it consider the correctness of
the facts, but it also ensures that the data is free from errors that could potentially
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FIGURE 4.1: Data Quality Dimension [36]

impact business decisions and operations. The significance of accuracy is especially
pronounced in industries heavily reliant on precise and efficient decision making based
on data.

. Consistency

Consistency refers to the degree of conformity of data to its designated format and
structure [33|, ensuring that each data element aligns accurately with the specified
format specifications. This process is essential for minimizing errors in data process-
ing and promoting effective integration between systems.

According to [17], maintaining consistency in data is crucial to presenting information
in a uniform format and adhering to established semantic rules. This alignment
ensures compatibility with existing entries and prevents format discrepancies that
can lead to misinterpretation and inaccurate analysis.

. Completeness

Completeness within an information system denotes the system’s capability to accu-
rately mirror the full spectrum of real-life scenarios [30]. Within a database or appli-
cation, all attributes should contain comprehensive values, ensuring that all crucial
entries are thoroughly filled in which means no missing values [36]. Inadequate data
can result in erroneous interpretations or suboptimal decisions. Therefore, it is vital
to guarantee the collection and accurate representation of all required information
within the system. This is paramount in fortifying the system’s reliability to support
effective decision-making and operations.

. Timeliness
The extent to which data can accurately represent the true value at the time of need
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[36] is a critical consideration for the accessibility and availability of information.
Data timeliness not only assesses the accuracy of data in reflecting real-time events,
but also encompasses the duration of the data’s relevance throughout its life cycle
[8]. This underscores the importance of implementing a system capable of updating
and presenting data promptly to support efficient and accurate decision-making.

ACCURACY

DATAex
QUALITY
DIMENSION

TIMELINESS

!
N\ CONSISTENCY

v}

COMPLETENESS

FIGURE 4.2: Selected Data Quality Dimension

4.2 Use Case

As mentioned in the section 1.1 , the research will focus on addressing the data quality
issues in a manufacturing company. The aim is to develop a data quality framework
that can help companies assess and enhance the quality of their data. To validate the
framework, a prototype will be created and tested using data from the company’s detergent
making machine. This will provide valuable insights into the effectiveness and practicality
of the framework in real-world settings. For more details about the dataset used and the
validation process, refer to the chapter 6.

4.3 Workshop

In order to gain more understanding about the data, the workshop is being held with Data
Team. Over the course of 90 minutes, the attendees were involved in lively conversations
and practical exercises, including the creation of a user story that outlines how a project
can provide value to the end user. The goal of the workshop was to define the data quality
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dimension and rules, and the participants’ diverse insights and knowledge greatly con-
tributed to the discussion, leading to the development of innovative solutions and concrete
strategies. From the workshop there are several things gained from the workshop which
will be discussed further below.

4.3.1 Data Understanding

The dataset utilized for this research has been sourced from a sophisticated machine that
comprises a vast collection of information obtained from multiple sensors. However, owing
to temporal limitations, only six sensors will be considered in this research. The data is
readily available in a parquet file. More information about the data as follow:

Data Collection Methodology

e Real-Time Collection: Data is collected in real-time directly from machines on
the production shop floor located in Serbia.

e Raw Data Capture: The data is unfiltered. It is raw as captured from the Data
Monitoring System (DMS).

e Storage and Transfer:

— Local Storage: Initially stored locally before being pushed to Azure Cloud.

— Transfer Delay: Minimal delays occur during data transfer, maintaining near
real-time availability.

When working with data, there are certain quality issues that are commonly encoun-
tered. The first issue is related to data anomalies, such as persistent zero values, which
indicate that there is a problem. Another issue is empty files, where the data files are
either empty or contain only zeros. The second issue is related to data loss concerns, such
as missing data and static values where data values do not change as expected. These
issues might mask underlying operational problems and should be addressed.

4.3.2 User Story

The user story is a crucial work unit in product development that seeks to align product
features with customer requests. From the user’s perspective, these elements are presented
in simple language, making it easier to understand and increase customer satisfaction.
During the workshop, a number of important user points were identified and divided into
two main category requirements: Operational requirement and Data Quality requirement.
In the context of this research, the main focus will be given to the Data Quality category.
This category is considered very important because it directly relates to the accuracy,
consistency, completeness, and timeliness of data, all of which are key factors in ensuring
that the data used for analysis and decision making is of high quality. Through this
approach, research aims to optimize how data quality can be improved and maintained,
with the hope that this will bring significant benefits to both end users and the product
development process as a whole.

4.3.3 Operational Requirements

e Tracing back problems to get an overview of machine history.
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Notifications on wrong signal values to correct and utilize data for operations.
Storing outliers to relate them to machine performance variations.
Fast data delivery for capturing quick changes in machine operation (e.g., wrinkling).

Data aggregation per shift to match the operational scope and improve response to
machine speed changes.

Assurance that data corresponds to logging settings for reliability.

Tracking data volume to confirm the reliability of the DMS tool.

4.3.4 Data Quality Requirement

Automated data quality checking system to minimize manual effort and ensure data
reliability.

Detection of out-of-bound data points to understand machine anomalies.
Overview of faulty data points to improve the system.
Requirement of no missing data for accurate process statistics.

Ability to adjust data quality thresholds (e.g., watchdog settings) to manage data
storage efficiently (filtering noise, outliers).

Desire for both high-granularity and aggregated data for in-depth analysis and broader
trends.

Monitoring data quality to ensure data meets expectations before it enters the
pipeline.

Ensuring data consistency to maintain expected standards (e.g., temperature data
within a specified range).

Need for valuable data that is relevant to the production or machine running status.

4.3.5 Selected Data Quality Dimension

During the workshop, there was an extensive discussion regarding the critical aspects
that needed to be considered for the research. The results showed a consensus among
the participants that there were four primary dimensions of data quality that would be
used in this research project (Figure 4.2). These dimensions were identified as Accuracy,
Completeness, Consistency, and Timeliness. Based on the workshop result, the participants
agreed that these dimensions would form the foundation for the data quality assessment
framework for the project. The definition of each dimension can be seen in table 4.1

35



TABLE 4.1: Data quality dimension definition by users

Dimension Definition
Accuracy Ensure the correct value in accordance with existing requirements or
regulations

Completeness | Maintaining a balance between data volume and system capacity
while collecting adequate data is crucial to avoid losing critical in-
formation while handling high-frequency logging

Consistency Assess uniformity within data sets and between data sets related by
examining duplicate data

Timeliness Operational data must be actionable for real-time system monitoring
and alarms that require immediate attention to prevent operational
failures

4.4 Chapter Summary

This chapter elucidates the significance of data quality and its dimensions, laying down a
crucial knowledge base for this research. A profound grasp of data quality and its dimen-
sions not only facilitates the identification and evaluation of data quality but also estab-
lishes a robust framework for implementing effective data quality management techniques.
Additionally, the report of the workshop that has been held for in-depth understanding of
data is also explained. The report covers various aspects of data, such as the understand-
ing of data, how the data was collected, the issues with the data, the data user story, and
selected data quality dimensions.
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Chapter 5

Treatment Design

This chapter explains briefly the current framework from the company (DMF) and outlines
the development of the artifact design which is the Data Quality Cleansing Framework
(DQCF). The present discourse provides a comprehensive and scholarly overview of the
meticulous process involved in crafting the target framework, starting from the existing
framework. The discourse, thus, offers a detailed exposition of the process involved in the
development of a target framework.

5.1 Data Management Framework (DMF)

A framework for data management is presently available in the company, which encom-
passes various processes, namely acquisition, collection, transfer, storage, transformation,
and reporting. These processes are visually represented in the accompanying figure 5.1.

Current Framework

Transfer Storage Transform Report

] )
— ¥ — > .
J vl / é¢ ®:

Acquisition Collection
o) . @ .

FIGURE 5.1: Data Management Framework (DMF)

g
]

'(Fm

The first stage in the DMF pertains to data acquisition. Data acquisition refers to the
process of capturing raw data, whether structured or unstructured, from various resources,
in this case, the machine and its sensors, in real-time. The data typically conforms to
the format directly provided by the sensor. After the completion of the initial stage, the
subsequent step involves data collection, during which all previously captured raw data
is gathered and consolidated. These two phase, data acquisition and data collection, are
similar processes involving obtaining, organizing, and analyzing data.

After the completion of the meticulous data collection process, the subsequent critical
stage involves the transfer of the amassed raw data. This pivotal phase entails the seamless
transfer of all the raw data to the designated storage repository, which constitutes the
fourth stage of the process. Once the data is securely stored, the subsequent step involves
the transformation of the data as per the specific requirements. This transformation process
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is instrumental in ensuring that the data is tailored to meet the analytical and operational
needs. Subsequently, this leads to the final process where a comprehensive report detailing
the insights and findings derived from the data is meticulously generated.

Based on the DMF, several deficiencies persist in its implementation and functionality.
One of the most salient inadequacies pertains to data quality, a critical factor in effective
data processing and analysis. The absence of guaranteed data quality is disconcerting as
it could yield inaccurate and misleading results, potentially impacting users in decision-
making and other business processes reliant on this data.

Furthermore, the deficiencies in data quality aspects within the DMF underscore the
necessity for additional mechanisms to ensure data accuracy, completeness, consistency,
and timeliness throughout the processing process. Addressing data quality is imperative
due to its direct influence on the reliability and validity of the output. Therefore, there
is an urgent need to methodically incorporate data quality enhancement and monitoring
features into the framework.

5.2 Data Quality Cleansing Framework (DQCF)

The primary consideration of the proposed framework is data quality aspects, encom-
passing the implementation of data checking, data cleansing, and data normalization and
de-duplication techniques, all of which can significantly enhance data quality. This devel-
opment would not only enhance the framework’s usability but also bolster user confidence
in the accuracy of the processed data. It is evident that the DMF inadequately acknowl-
edges the importance of data quality, despite its essential role in achieving optimal and
reliable results in data processing.

With a view to the future, a Data Quality Cleansing Framework (DQCF) was developed
to fulfill the requirements for data processing. This framework is constructed upon the
DMEF. The DQCF encompasses multiple stages: Assess, Action, Enhancement, and Quality
Scoring, and it entails two types of activities, differentiated by color: orange for data
processing and green for the scoring process. Data processing encompasses all necessary
operations for data cleansing, while the scoring process involves evaluating data quality, as
depicted in Figure 5.2. The integration of this framework with the existing one is aimed at
not only enhancing the overall effectiveness of the DMF but also paving the way for future
advancements.

The integration of the DMF with DQCF takes place during the collection stage within
the DMF. Upon completion of the data collection process, the subsequent step is not the
transfer stage, but rather the Assess stage. The assessment process serves as the primary
stage within the DQCF then later when the data is cleaned, it will go to transfer stage
in DMF. Further details about each stage encompassed by the DQCF are outlined in the
following subsection.

5.2.1 Assess

The first stage in the DQCF is the Assess stage, which involves several key processes. Data
partitioning, data profiling, and pre-scoring are carried out during this stage.

1. Data Partitioning
In this process, raw data is sorted by sensor name to streamline analysis. This is
necessary as the dataset originates from a machine with diverse sensors, each pos-
sessing unique properties. Organizing the data by sensor enables more targeted and
efficient analysis. This approach ensures that each sensor is meticulously examined
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and analyzed based on its specific characteristics and contribution to the machine.
By doing so, we can enhance the accuracy of the analysis and pinpoint and address
issues that may only be evident at the individual sensor level. This guarantees that
the data utilized in the analysis is of superior quality and relevance.

. Data Profiling

The data profiling process is a series of activities and processes aimed at identify-
ing and investigating [1] data, includes statistical checks of data types, detection of
missing and null values, validation of duplicate data, and identification of outliers.
This multi-stage process provides a comprehensive understanding of the data being
analyzed.

Several methods are executed during data profiling to further analyze and understand
the data.

(a) Check and change data type: The aim of this process is to verify that the
existing data types comply with applicable regulations. If differences or discrep-
ancies are identified, the incompatible data type will be replaced with the correct
one. This step is crucial for producing high-quality data ready for further use,
such as data analysis. When the data type does not match the desired format,
it can lead to irrelevant or misleading analysis results. Therefore, ensuring the
appropriateness of data types is a critical step in maintaining data integrity and
validity, ultimately supporting more accurate and data-driven decision-making.

(b) Check missing value: An prevalent data quality challenge involves missing
values, where their absence may signify incomplete data [10]. It is typical for
datasets to have missing values, and it is crucial to thoroughly investigate and
rectify these omissions to prevent statistical bias and maintain the integrity and
coherence of the analysis.

(c) Check outliers: In addressing data quality, identifying outliers is critical as

these observations significantly deviate from the majority of data points [13].
Within DQCF, two principal methodologies are employed to detect such out-
liers effectively. The first method involves implementing predefined rules based
on minimum and maximum values. This rule-based approach allows for the
straightforward identification of data points that fall outside established thresh-
olds, providing a quick filter for potential outliers. The second method incor-
porates the K-Nearest Neighbors (KNN) algorithm. This more sophisticated
technique identifies outliers based on the distance and similarity of a point to
its nearest neighbors in the data space. This algorithmic approach offers a dy-
namic and context-sensitive analysis, enhancing the robustness of the outlier
detection process in complex datasets.
The use of two different methods for checking outliers allows users to compare
the results of each method and determine whether there are significant differ-
ences in identifying outliers in the dataset. Employing two different approaches
provides users with a more comprehensive understanding of outlier patterns in
their data and ensures that outlier detection is not reliant on one method alone.
This is important for increasing the reliability and validity of the data cleansing
process, as well as ensuring that the resulting data accurately reflects the actual
situation without any bias or undetected errors associated with using only one
method.
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(d) Check duplicate: When working with data, it’s crucial to prioritize data
quality by actively seeking to avoid duplicate entries. Duplicate data can signif-
icantly impact the accuracy of analytical results, leading to errors and bias [37].
By eliminating duplicates, analysts can enhance the reliability and integrity of
their findings for more informed decision-making.

3. Pre-scoring
Upon completing data profiling, a pre-scoring process is initiated. This stage stands
out as one of the most pivotal within the framework, offering a significant advantage.
At this juncture, a scoring system is deployed to assess the accuracy, consistency,
and completeness of the raw data. The primary aim is to discern any substantial
disparities between the data’s condition before the cleansing process.

This pre-scoring stage provides crucial insights into how the raw data’s quality can
influence the ultimate results. By conducting pre-scoring, we can pinpoint areas
necessitating special attention and ensure the efficacy of the data cleansing process.
For a more comprehensive understanding of data quality assessment methods and
the resultant findings, please refer to section 5.2.4.

By conducting these processes during the Assess stage, DQCF ensures a thorough initial
evaluation of the data used in the analysis. This early identification of data quality issues
enables effective remedial measures to be implemented in later stages of the framework.

5.2.2 Action

Once the Assess stage is complete, the next phase in the DQCEF process is known as Action
stage with a primary focus on data cleansing. During this stage, two sub-processes are
carried out to ensure optimal data quality. The data cleansing process is meticulously
designed to address existing issues and enhance the integrity of the dataset.

The initial sub-process involves removing missing data or NA values, which is crucial to
overcoming imperfections that can significantly impact data analysis. Following the iden-
tification and deletion of missing data, the process proceeds to eliminating duplicate data.
The goal is to ensure that each entry in the dataset is unique, thus avoiding redundancy
that could disrupt subsequent analysis.

Within this cleansing stage, two fundamental procedures are systematically employed
to safeguard the integrity and usability of the data:

1. Remove missing data/NNA
The removal of missing values or NAs is pivotal, as unaddressed issues can distort
analysis and lead to inaccurate conclusions which will make a problem to decision
making for the business.

2. Remove duplicate The elimination of duplicates is essential to prevent redundancy,
which can distort data analysis outcomes by giving undue weight to repeated entries.

These cleansing processes are conducted iteratively to continually refine the dataset.
Through the rigorous and iterative application of these cleansing techniques, datasets be-
come more reliable and better aligned with the desired quality criteria. Ultimately, this
ensures that the data supports accurate and effective decision-making.

Iterative cleansing not only improves data quality but also fortifies the foundation of
the dataset, making it a robust resource for subsequent analytical tasks and facilitating the
generation of more meaningful insights. Consequently, this cleansing process represents a
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FIGURE 5.2: Data Quality Cleansing Framework

pivotal step in the data management framework, guaranteeing that the dataset used in
analysis is free from imperfections that could influence the final research outcomes.
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5.2.3 Enhancement

The third stage of DQCEF is referred to as "enhancement," marking a critical phase following
the comprehensive data cleansing process. During this stage, the focus shifts to a more
nuanced handling of outliers identified during the assessment phase. Instead of eliminating
these outliers, they are strategically relocated to a separate file designated for this purpose.
This file aggregates outliers collected from various sensors, ensuring their preservation for
potential future analyses.

Deliberate preservation of outliers is crucial, as it allows for their availability without
compromising the integrity of the main dataset. By segregating these values, analysts
can maintain a clean primary dataset for standard operations while retaining the ability
to access the outlier data for detailed investigations or specialized analytical tasks. This
approach acknowledges the value outliers can hold in providing insights into abnormal
conditions or identifying errors in data collection methodologies. Furthermore, storing
outliers separately facilitates a dual analysis strategy, where routine analytics are performed
on the cleaned dataset and exploratory analyses on the outlier-rich dataset, enhancing the
overall robustness and depth of the analytical framework.

This strategy ensures the cleanliness and usability of the main dataset while optimizing
the information utility of data that deviates from normal patterns. This methodological
refinement in handling outliers exemplifies a balanced approach to data management, en-
suring thoroughness in data quality enhancement while safeguarding against potential loss
of critical information.

5.2.4 Quality Scoring

The final phase of the DQCF encompasses the "Quality Scoring," a pivotal stage intended
to evaluate the quality of data following the antecedent processes of data profiling, data
cleansing, and data enhancement. This stage assumes significance as it quantitatively as-
sesses the readiness of the dataset for decision-making and operational utilization. Quality
evaluation at this juncture is executed through a systematic scoring mechanism, which
entails the assignment of a score reflecting the overall data quality. This scoring process
yields a percentage value indicative of the achieved level of data quality.

Within the data scoring process, the assessment is structured around four fundamental
dimensions: Accuracy, Consistency, Completeness, and Timeliness. These dimensions were
chosen based on organizational requisites and the outcomes of a Systematic Literature
Review (SLR), which highlighted these attributes as most frequently discussed and crucial
in prior research, as depicted in Figure 2.4 and also from the result of the workshop in
section 4.3. Each dimension addresses a distinct aspect of data quality:

1. Accuracy
It is essential to ensure that the data accurately represents real-world values in this
research. The primary focus is to ensure that the data falls within an acceptable
range, matching the expected values and remaining relevant to the context. To
achieve a high level of accuracy, we are utilizing data that falls within a predetermined
minimum and maximum value range and then applying the following formula to
determine the number of correct values.

NIDP

100 (5.1)

2. Completeness
Completeness is a fundamental concept used to assess the presence of all necessary
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data in a dataset, typically by identifying any missing values. In this research, we
conducted a completeness assessment by scrutinizing the dataset for any such gaps.
Missing data can signify potential issues in the data collection process and may have
an impact on subsequent analysis and findings. The process of ensuring data com-
pleteness includes identifying and quantifying missing values in each dataset variable.
Techniques such as analyzing missing value patterns and filling in missing data (im-
putation) or even remove it can be employed to address this issue. Additionally,
further analysis may be conducted to understand the cause of missing data, whether
it is random or systematic.

NNMV
S %100 (5.2)

3. Consistency

Ensuring consistency in data evaluation is crucial for assessing uniformity within
a dataset and across related datasets. In this research, consistency evaluation is
conducted by examining the data for any signs of duplication. Duplicate data could
indicate issues in data collection or processing, potentially impacting the overall
analysis results. The entire dataset meticulously reviewed for repeated entries and
ensured that unique data was accurately represented. Upon identifying duplicate
data, we took necessary actions such as merging or deletion to eliminate redundancy
and enhance the integrity of the dataset.

NDV

(1—( )) % 100 (5.3)

4. Timeliness

Timeliness is a critical element of data quality that aids in assessing the currency of
the data. When gauging timeliness, two primary components should be considered:
Currency and Volatility. Currency pertains to the time lapse between data generation
and its use. Data with a brief time gap between creation and utilization is generally
more pertinent and accurate, as it reflects the most recent conditions or situations.
The second component, Volatility, denotes the duration of data relevance, signifying
how long the data remains valid and useful. Data with low volatility remains relevant
and accurate for an extended period, while data with high volatility may swiftly
become outdated and less applicable.

Currency

MAX[(1 - ————2%
I Volatility’’

0] (5.4)

Table 4.1 of the DQCF documentation furnishes definitions and comprehensive de-
scriptions of these dimensions. Furthermore, to facilitate a structured and replicable as-
sessment, DQCF integrates specific formulas for evaluating each dimension, as delineated
above. These formulas establish a standardized approach for calculating the quality scores,
ensuring that the assessment is both objective and aligned with best practices in data qual-
ity management. The aims of this quality scoring is to guarantees that data meets the
operational and analytical requirements of the organization and adheres to high-quality
standards, thereby bolstering effective and reliable business decisions.

43



5.3 Chapter Summary

This chapter contains a comprehensive explanation of the DMF and DQCF, including ef-
fective methods for integrating the two framework. It provides detailed insights into the
functions of each framework and explains every step of the process. Additionally, the chap-
ter outlines the methods used to scoring various aspects of data quality, such as accuracy,
consistency, completeness, and timeliness, giving readers a thorough understanding of how
the framework can improve overall data quality and how to calculate the score.

44



Chapter 6

Validation

This section intends to scrutinize a compact prototype of a data cleansing process developed
to validate DQCF. The primary objective of this prototype is to assess the efficacy of the
designed framework and recognize its favorable influence on data quality. By implementing
this prototype, the aim is to ensure that the steps in DQCF are correctly executed to
enhance the accuracy, consistency, completeness, and timeliness of data, thereby rendering
the resulting data more reliable for analysis and decision-making.

The validation process harnesses data gathered from detergent making machine in
a manufacturing company. This dataset encompasses readings from numerous sensors,
resulting in millions of data rows. However, this research focuses on the analysis of only
six sensors. The collected data is in the form of time series data recorded daily. This
selection of time series data enables the observation of changes and patterns over time,
which is crucial for data quality analysis. Through the utilization of this subset of data,
the aim is to effectively carry out the validation of the DQCF, consequently demonstrating
the tangible impact of implementing this framework for enhancing the quality of the data
produced. This chapter is organized into sections that delve into critical facets of prototype
development and implementation.

Primarily, a discussion on the tools and technology employed in crafting this prototype
will be undertaken. The selection of appropriate tools and technology assumes paramount
importance to ensure the effective and efficient operation of the prototype. Subsequently,
the user interface of the prototype will be depicted, offering a visual representation of
user interactions with the system. An intuitive and user-friendly interface is essential to
facilitate the user’s seamless execution of the steps within the DQCEF.

Ultimately, the chapter will present the findings of the data quality assessment, serv-
ing as the ultimate objective of this research endeavor. These findings will elucidate the
effectiveness of the DQCF in enhancing the quality of the data generated. Through these
subsections, readers will garner a comprehensive understanding of the prototype devel-
opment process, the resultant achievements, and how this prototype substantiates DQCF
validation. Consequently, it is aspired that this research will impart a seminal contribution
to the realm of data quality in the manufacturing domain.
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6.1 Tools

To create a data cleansing prototype, the primary tool utilized is Python. Python was cho-
sen due to its widespread popularity as a programming language, supported by a diverse
set of features that are highly suitable for data processing. Python boasts a rich ecosys-
tem with various libraries that facilitate different stages of data processing, ranging from
cleansing, analysis to visualization. In developing this prototype, several key libraries were
employed. The utilization of these libraries enables the development of efficient and effec-
tive prototypes, with the capacity to handle and analyze large volumes of data optimally.
The list of the library that has been used can be seen below.

TABLE 6.1: Tools

Name Function
This library is crucial for tasks such as data manipulation, anal-
Pandas . . .
ysis, and processing. It really helps to work with the data
Numpy This library helps to do easy scientific calculation in the proto-
type.
Matplotlib Visualisation in the prototype is supported by this library.
Ipywidgets library that shows interactive widgets.

Pandas profiling is a library that provide a detailed EDA to see
the background of the data such as the number of variable exist
in the data set, duplicate data, missing value, number of obser-
vation, etc.

Ydata profiling

helps to display media in Jupyter notebook in this case is to

Ipython support the show the profiling report by Ydata profiling

6.2 User-Interface

The user interface display in this prototype uses Jupyter Notebook with a very simple
design, supported by the use of the Ipywidgets and IPython libraries. This prototype is
equipped with several functions that are used to display important information about the
available dataset, making it easier for users to analyze the data before the data is processed.

This prototype is divided into seven tabs which can be seen in Figure 6.1. One tab
contains information about the entire raw dataset, including data from several sensors. The
other six tabs each display specific information about the six predefined sensors. With this
division, users can easily access and analyze data from each sensor separately or as a whole.

The Raw Data tab features a table displaying data and information on the data type
of each column. Additionally, it includes a Clear Data button to delete data and a Show
Data button to redisplay the data. This functionality enables users to conveniently control
data visibility based on their analysis requirements.

In the other tabs, the initial view consists of one button and four accordion widgets:

e Show Data (button)
e Profiling Report
e Qutliers

e Pre-scoring
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e Post-scoring

Raw Data FFI_FT_LoadCell FFI_FT_SP FFU_FT_SP LFI_FT_LoadCe LFI_FT_SP LFU_FT_SP
Sensor TimestampTimestamp_Unix Value Shiftld
Sensor string[python]
Timestamp datetime64[ns]
Timestamp_Unix int64
Value floatea
ShiftId int64

dtype: object

Clear Data

Show Data

FIGURE 6.1: Main Interface of Raw Data

Within this tab, the displayed data is restricted to the first 5 rows, offering a preliminary
overview of the dataset’s contents without overwhelming the display with excessive infor-
mation which can be seen in Figure 6.2. This layout allows users to navigate and analyze
data from various perspectives, ensuring an effective and organized analysis workflow.

Raw Data FFI_FT_LoadCell FFI_FT_SP FFU_FT_SP LFI_FT_LoadCel LFI_FT_SP LFU_FT_SP
Sensor TimestampTimestamp_Unix Value Shiftld
Clear Data
Show Data

*» Profiling Report
» Qutliers
* Pre-scoring

» Post-scoring

FIGURE 6.2: Main Interface of Sensor

6.2.1 Profiling Report

The profiling report is a key feature of the accordion widgets available in this prototype.
It is designed to offer comprehensive information on the existing sensor data. This widget
displays important statistics such as the number of variables, observations, and missing
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cells, as shown in Figure 6.3. Additionally, it provides a list of any duplicate data in the
dataset, details on variable correlations, and other pertinent information. The profiling
report enables users to gain a thorough understanding of the condition and quality of the
sensor data being utilized. Armed with this detailed insight, users can more effectively
conduct data analysis and pinpoint potential issues in the dataset. As a valuable tool in
the data validation and cleansing process, the profiling report helps pave the way for a
more in-depth analysis stage.

Overview
Alerts @ Reproduction

Dataset statistics Variable types
Number of variables 5 Categorical 2
Number of observations 1115212 DateTime 1
Missing cells 0 Numeric 2
Missing cells (%) 0.0%
Duplicate rows 173
Duplicate rows (%) <01%
Total size in memory 51.1 MiB
Average record size in memory 48.0B

Variables

Select Columns v

Sensor
Categorical

CONSTANT

Distinct (%) <0.1%
Missing 0
Missing (%) 0.0%

Memory size 17.0 MiB

Wore details

FIGURE 6.3: Profiling Report

6.2.2 Outliers

Contained within this accordion widget are two graphs providing insights into outliers. The
first graph illustrates the results of outlier detection based on predetermined minimum and
maximum values Figure 6.5. The second graph showcases outlier detection outcomes using
the K-Nearest Neighbors (KNN) algorithm Figure 6.6. These graphs offer a comprehensive
view of data distribution, facilitating the identification of outliers and enabling a more
thorough and precise analysis of the existing data. This detailed analysis enhances the
effective utilization of the data for various purposes. The detail information about this
will be explain in section 6.3.1
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6.2.3 Pre-scoring and Post-scoring

These two accordion widgets share a similar appearance but serve distinct purposes. The
pre-scoring widget presents the results of the initial scoring of the raw sensor data to
provide an overview of data quality and characteristics prior to the cleansing stage. In
contrast, the Post-scoring widget showcases scoring results (Figure 6.7) after the data has
undergone the cleansing process outlined in DQCF. There is only one difference in this
accordion, where in the pre-scoring, the data displayed is only accuracy, consistency and
completeness, whereas in the post-scoring accordion there is one additional dimension,
namely timeliness. An explanation of this can be seen in section 6.3.2.

This setup enables users to compare data quality before and after cleansing and compre-
hend the impact of each step within the framework. The information within these widgets
is essential for ensuring that the data used in the final analysis is of high-quality and free
from anomalies or errors that could undermine the accuracy of the results. This clear and
informative structure facilitates effective data access and evaluation, thereby supporting
more precise decision-making based on validated data.

Raw Data [ FFLFT LoadCell | FFLFT_SP FFU_FT _SP LFIFT_LoadCe LFLFT_SP LFU_FT_SP
Show Data
] Pl'ofillng Repon
» Outliers

~ Pre-scoring

Accuracy score = 95.75721925517301 ¥
Completeness score = 100.8 %
Consistency score = 99.98448725444132
» Post-scoring

FIGURE 6.4: Pre-scoring
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6.3 Findings of the Data Quality Score

The purpose of this prototype was to serve as a tool for validating DQCEF. In this section, a
detailed explanation of the results obtained from the development of this prototype will be
provided, covering aspects such as outlier detection, pre-scoring scoring, and post-scoring.

6.3.1 Outliers

In this prototype, two methodologies is utilized to detect outliers. The first methodology
involves setting predetermined minimum and maximum values. For Sensor A, the minimum
value is 11 and the maximum value is 21. An analysis in Figure 6.5 reveals 47,316 outliers,
with outlier values ranging from 1.5335 to 35.3700, indicating significant anomalies in the
data.

Raw Data FFI_FT_LoadCell FFI_FT_SP FFU_FT_SP LFI_FT_LoadCell LFI_FT_SP LFU_FT_SP
Show Data

» Profiling Report

* Qutliers

Outliers based on predetermined Min and Max data
Min: 11

Max: 21

Number of Outliers: 47316

Outliers value

Min: 1.535542

Max: 35.37@8

Outliers based on predetermined Min and Max data

— Values
« Outside Range

35

30

254

20~

Value

154

10 4

0 T T T T T T T
0.0 0.5 1.0 15 2.0 25 3.0 3.5

Index le6

FIGURE 6.5: Outliers based on Minimum and Maximum Values

The second approach relies on the utilization of the K-Nearest Neighbors (KNN) al-
gorithm for the purpose of outlier detection (Figure 6.6). Upon conducting an analysis,
it was observed that the outliers identified through the application of KNN exhibited no
discernible disparities in their distribution when compared to those detected through the
utilization of the minimum and maximum value approach. This finding indicates that the
two methodologies possess nearly identical capacities in identifying outliers. Consequently,
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the use of KNN as an alternative technique for outlier detection can be deemed credi-
ble, particularly in scenarios where consideration is given to algorithmic complexity and
computational requisites.

Outlier Detection Using KNN

35 A

30

25

20

Value

15 A

10 4

0.0 0.5 1.0 15 2.0 2.5 3.0 3.5
Index 1e6

FIGURE 6.6: Outliers Detection Using KNN

Following outlier detection, those identified based on minimum and maximum values
are aggregated into a dedicated source specifically created for the same sensor. This repre-
sents the improvement stage, aiming to ensure all outliers are appropriately identified and
managed. This step is crucial for enhancing data quality before further analysis, ensuring
clean and accurate data for research purposes.

6.3.2 Pre-scoring and Post-scoring

In the pre-scoring process, the data is initially assessed before undergoing the data cleansing
process. The formula used in this process is identical to that used in the post-scoring,
detailed in the section 6.7. The primary disparity between these processes is that the post-
scoring involves an additional Timeliness score, unlike the pre-scoring, where the Timeliness
score is not factored in. For this process, the validation is done using two different datasets.
The first dataset is manufacturing data that is collected from manufacturing company and
another dataset is sales data from kaggle. The purpose of this is to see whether the
framework is working only for manufacturing data or it is can be used generally for all
data.

Manufacturing Data

During the pre-scoring, an evaluation is conducted to pinpoint areas that necessitate im-
provement before data cleansing. This encompasses an assessment of the completeness,
consistency, and accuracy of the data. The intention is to obtain an initial overview of the
raw data’s quality and to delineate the steps required to enhance the data quality.
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In the post-scoring stage, subsequent to the data being cleaned in line with the frame-
work’s procedures, a re-scoring is conducted, incorporating the Timeliness component.
Timeliness gauges the data’s currency and its relevance within the current analysis con-
text. By integrating the Timeliness score, the post-scoring delivers a more comprehensive
assessment of the cleaned data’s quality.

1. Accuracy
Pre-scoring
In the initial assessment, the accuracy score was 95.75%, influenced by the presence
of 47,316 outliers out of a total of 1,115,212 data rows. This high number of outliers
had a noticeable impact on the accuracy score. The accuracy score can be calculated
using the formula in 5.1. By plugging in the relevant values into this formula:

1067896

—— x 100 = 95.
1115212* 00 = 95.75%

post-scoring

Following the data cleansing process, where the outliers were moved to a special
source for outliers, the accuracy score improved to 100% which can be seen in Figure
6.7 with calculation like this after the cleansing process done:

1067731

OIS 100 =1
Tog773L 100 = 100%

This process involved removing all identified outliers, ensuring that the main dataset
is now free from anomalies and errors. These results demonstrate a substantial
enhancement in data accuracy, from 95.75% to 100%, indicating that the cleaned
dataset meets the expected quality standards.

Raw Data TFFLFT LoadCell | FFIFT SP FFU FT SP LFI_FT LoadCel LFI FT SP LFU FT SP
Show Data
¢+ Profiling Report
» Qutliers
» Pre-scoring

- Post-scoring

Accuracy score = 100.@ ¥
Completeness score = 180.8 ¥
Consistency score = 18@8.0 ¥
Timeliness 0.8666666666666667

FIGURE 6.7: Post-scoring

2. Completeness
Pre-scoring and Post-scoring
The pre-scoring results revealed a perfect 100% completeness score for the Sensor
A dataset, attributed to the absence of any missing values (NA) upon inspection.
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Given the lack of missing values, there was no variance between the pre-scoring and
post-scoring for the completeness dimension.

The completeness score is derived by inputting the count of non-missing values into

the formula 5.2.
1115212

— x
1115212

A 100% completeness score indicates that the Sensor A dataset is entirely complete,
with no missing values. This is crucial for ensuring data accuracy and thorough
analysis. High data completeness guarantees that no missing value could impact
analysis results and data interpretation.

100 = 100%

Hence, both the pre-scoring and post-scoring phases yield flawless results for the
completeness dimension, signifying that the dataset meets the key data quality cri-
terion of completeness. This underscores the importance of verifying and upholding
data completeness within the data quality assurance process in this research. More
comprehensive insights into the pre-scoring outcomes and data cleansing procedures
will be provided in the subsequent section of this research.

. Consistency
Pre-scoring
In the pre-scoring process for the consistency dimension of Sensor A, a remarkable
score of 99.98% was achieved, revealing the high consistency of the dataset used. This
score is determined by the number of non-duplicate values in the Sensor A dataset.

The consistency score is calculated using the following formula with values obtained
before data cleansing:

1115212

—(=2222Y)) % 100 = 99.
(1= ({1mg1y)) * 100 = 99.98%

Post-scoring
And after data cleansing, by removing duplicate values, the consistency score be-
comes:

0
(1 (1067731))
Following the prescribed data cleansing stages in the framework, a highly satisfactory
perfect consistency score of 100% was attained. Through this process, identification
and removal of duplicate data ensured that each entry in the dataset was unique and
consistent.

* 100 = 100%

The initial score of 99.98% already indicated a very high level of consistency within
the dataset, even before data cleansing. However, after thorough data cleansing,
all duplicate values were removed, leading to a perfect consistency score of 100%.
Achieving a perfect consistency score after data cleansing assures that the dataset is
devoid of duplication and highly consistent. This serves to uphold data integrity and
reliability in subsequent analysis.

. Timeliness As elucidated previously, the scoring process for the timeliness dimension
is specifically conducted during the post-scoring phase owing to its distinct calcu-
lation methodology compared to other dimensions. While other dimensions utilize
the dataset’s content as a basis for scoring, the timeliness dimension relies on the
data’s production and usage times (referred to as currency) and its relevance over
time (referred to as volatility) as reference points. Consequently, in the scoring for
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timeliness, only the variable denoting the data’s production time is derived from the
dataset, with the other two variables manually configured.

Scoring for timeliness yields disparate values compared to other dimensions. Whereas
scoring in other dimensions is expressed in percentages, timeliness scoring results
manifest as binary values: 0 denotes untimely data, while 1 indicates timely data.
The formula for calculating the timeliness score (5.4) is provided below:

MAXI(1 - i),0] =0.86
30
In this research, the timeliness score is 0.86, closely approaching 1, signifying the
timeliness of the dataset. This result was achieved by setting the data usage time on
October 2 and the data production time on September 28, resulting in a currency of 4
days, with volatility set at 30 days. A higher currency value yields a lower timeliness
score.

Consequently, the obtained timeliness results denote the relevance and currency of
the data for analytical purposes. Timely data is crucial as it ensures the accuracy
of analyses and subsequent decisions by aligning with the latest conditions. This
explanation underscores the importance of considering currency and volatility in
evaluating timeliness and their influence on the final timeliness score.

Sales Data

Following the validation using data obtained from manufacturing companies, the next
validation is done using sales data and no significant difficulties were encountered. The
pre-scoring results demonstrated that the dataset has excellent quality with an Accuracy
score of 98.79%, Consistency of 100%, and Completeness of 100%. This indicates that the
dataset used is in very good condition.

In the post-scoring stage, the scores for Accuracy, Consistency, and Completeness all
increased to 100%, indicating that the data cleansing and management process successfully
improved data quality. However, the Timeliness dimension scored 0.33 due to the currency
data value is 20 days and the volatility being set for 30 days. Despite the lower Timeliness
score, this reflects the challenges of maintaining up-to-date data in a dynamic operational
cycle.

These validation results confirm that DQCEF effectively enhances data quality in various
domains. With high scores on Accuracy, Consistency, and Completeness, and a clear Time-
liness evaluation, this research successfully demonstrates that the implemented framework
can generate high-quality datasets. This dataset is now ready for further analysis and
improved decision-making in manufacturing and sales environments.

6.4 Chapter Summary

The chapter delves into the prototype developed to validate DQCEF'. It encompasses various
aspects, including the tools that is used, an explanation of the prototype’s appearance,and
the findings from applying the framework. Each element is elaborated upon to offer a
comprehensive understanding of the prototype’s function and effectiveness.

The method used to detect outliers is thoroughly explained, encompassing the two main
approaches applied: detection based on predetermined minimum and maximum values,
and the utilization of the K-Nearest Neighbors (KNN) algorithm. The results of these two
approaches were compared to ensure consistency and accuracy in identifying outliers.
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Additionally, this section discusses the scoring results from the pre-scoring and post-
scoring processes using two different datasets, manufacturing data and sales data. The
pre-scoring process involves assessing data before cleansing, resulting in an initial score
reflecting the quality of the raw data. Following the data cleansing process, a post-scoring
is conducted, encompassing all dimensions of data quality, including timeliness. The final
results exhibit a marked improvement in data quality after implementing DQCEF.

These findings authenticate the DQCF’s effectiveness in assessing and enhancing data
quality. By delivering satisfactory results across various dimensions of data quality, the
prototype underscores its reliability as a potent validation tool. A comprehensive explana-
tion of the outlier detection method, the scoring process, and the attained improvements
in data quality corroborate the successful achievement of the research objectives. Fur-
ther analysis of the results and the implications of these findings will be addressed in the
subsequent section of this research.

95



Chapter 7

Discussion

In this chapter, the elucidation of the answers to the sub-research inquiries will be un-
dertaken, in addition by a thorough comparative analysis between the newly proposed
framework and pre-existing frameworks. The primary objective of this comparative delv-
ing is to discern and delineate the congruities and disparities between the Data Quality
Control Framework (DQCF) under consideration and its antecedent frameworks. The aim
is to elucidate the innovative characteristics and the overarching superiority of the pro-
posed framework. This effort will equip readers with a broad understanding of how this
new framework is poised to offer more efficacious and rapid solutions in improving data
quality.

7.1 Summarize of Answer to Sub-research Question 1-5

e According to [30], data that is collected and processed correctly is very valuable for
business organizations because it can improve decision making and simplify opera-
tions. [35] research also highlights the importance of data quality in modern business
practices. Conversations with manufacturing company representatives reveal that
they face major challenges regarding data quality, underscoring the urgent need for
a robust data quality framework. The most commonly used dimensions of data qual-
ity are completeness, timeliness, accuracy, and consistency, and these statements are
valid based on the findings of this research.

e Based on the results of this research, the identified frameworks can be categorized
into two groups: data quality frameworks and data pre-processing or cleaning frame-
works. Data quality frameworks such as the one developed by [35] use the TDQM
method, while other frameworks such as DQPE by [5] and the [39] framework focus
on improving data quality through various processes. This section describes the find-
ings regarding the data quality framework, while the data preprocessing or cleaning
framework will be explained in the next section.

e As mentioned earlier, several frameworks are available for data cleaning or prepro-
cessing with different methods. For example, [26] uses statistical, probabilistic, and
computational domain theory for cleaning indoor positioning data, as well as meth-
ods such as uncertainty modeling and error correction. [31]| focuses on imputation of
missing values using queries and reasoning, while [28] uses statistical methods and
unsupervised clustering for anomaly detection. [41] summarizes important techniques
in data cleaning such as linear interpolation and regressive modeling for missing val-
ues, as well as Gaussian-based and cluster-based methods for outlier detection. [32]
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highlights various cleaning techniques for various types of data, including filters to
reduce noise in time series data, as well as data normalization and segmentation.

e Implementing data quality is a complex process that faces several obstacles, including
high costs and time required, as pointed out by [17] and [31]. Detecting anomalies in
data quality is also a big challenge because anomalies are often hidden and difficult to
spot. Additionally, the diversity of data sources and types adds complexity, making
data integration difficult and complicating the process of ensuring data quality, as
[7] found.

7.2 Answer to Sub-Research Question 6-7

7.2.1 Sub-RQ6: How can a robust data quality framework be designed
to enhance data quality and operational efficiency specifically for
the manufacturing domain?

The primary aim of this research is to construct a framework tailored to ensuring the
production of high-quality data that can be effectively utilized for analysis and decision-
making, with a particular focus on offering substantial benefits to stakeholders, especially
companies operating within the manufacturing sector.

To achieve this goal, the framework was conceptualized by drawing upon existing frame-
works from prior research, subsequently refining it to align with the specific requirements
and operational context of the company. This method was employed to ensure that the
resulting framework is well-suited to the organization’s distinctive needs.

The framework is structured around four key stages: Asses, Action, Enhancement, and
Quality Scoring. Each stage encompasses a set of interconnected processes, collectively
aimed at establishing an effective framework for advancing data quality.

1. Assess
The Assessment stage encompasses activities such as data partitioning, creation of
data profiles, data type validation and transformation, identification of missing val-
ues, duplicates, and outliers, as well as pre-scoring. The primary objective at this
stage is to identify existing data quality issues and evaluate the initial quality of the
data, in order to formulate appropriate measures for subsequent stages.

2. Action
The Action stage is dedicated to data cleansing, encompassing the removal of missing
and duplicate data to enhance the integrity of the dataset, thereby ensuring the
availability of clean and reliable data for analysis.

3. Enhancement
The Improvement stage involves the implementation of additional measures to en-
hance and enrich the data based on prior evaluation findings. For instance, in this
research, measures were taken to relocate outliers to an alternate source, thus ensur-
ing that the data subjected to analysis is not skewed by extreme values and represents
a true reflection of the underlying phenomena.

4. Quality Scoring
Performs a post-scoring on processed data to ensure that it meets established quality
standards. This stage is a crucial step for final validation of data quality before it
is used in analysis and decision making because at this stage, users can directly see
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the real value of the data quality itself after all the processes in this framework have
been completed.

An integral aspect of this framework is the scoring process, which encompasses pre-
scoring and post-scoring. During this stage, the data undergoes evaluation to determine
its overall quality. Each data point is assigned a numerical value as a percentage, allowing
users to directly gauge the quality of the data. This scoring system provides clear direction
on areas needing improvement and ensures that each phase of the framework significantly
contributes to enhancing data quality, setting this framework apart from others.

This comprehensive framework not only ensures the availability of high-quality data for
analysis and decision-making but also equips stakeholders with valuable tools to continu-
ously assess and enhance the quality of their data. It is anticipated that the implementation
of this framework will yield substantial advancements in the efficiency and effectiveness of
data processing for companies, particularly those within the manufacturing sector, and
could potentially serve as a benchmark for other organizations grappling with similar chal-
lenges pertaining to data quality.

7.2.2 Sub-RQ7: To what extent does the implementation of a developed
framework effectively enhance data quality?

The assessment of the proposed framework’s effectiveness involved the design and testing
of a prototype using a dataset obtained from a manufacturing company. The validation
results revealed substantial improvements in data quality following the implementation
of all the processes outlined in the framework. Notably, the pre-scoring and post-scoring
comparison, as detailed in Subsection 6.3.2, demonstrated significant changes in data qual-
ity dimensions, including accuracy, completeness, and consistency. Furthermore, the di-
mension of timeliness exhibited results only after the data had undergone processing and
enhancement within the framework.

Beyond the evaluation with the manufacturing dataset, the prototype underwent testing
using a sales dataset. The results of this test similarly exhibited a noteworthy shift in
data quality scores, both before and after the data was subjected to the cleansing process
stipulated by the framework. This outcome underscores the capacity of the proposed
framework to elevate data quality across diverse types of datasets, extending beyond the
confines of manufacturing data.

The implementation of this comprehensive framework yielded considerable enhance-
ments in data quality, rendering the data deployed for analysis and decision-making more
dependable. This not only amplified operational efficiency but also conferred a competi-
tive edge upon companies, underscoring its particular relevance within the manufacturing
sector. With high-quality data at their disposal, organizations can make more informed
and strategic decisions, heighten productivity, and mitigate the risk of errors.

In summary, the proposed framework has demonstrated efficacy and successfully achieved
its intended objectives. Furthermore, validation has indicated that the framework can
be applied not only to manufacturing datasets but also to other varieties, such as sales
datasets. Consequently, the framework holds promise for widespread application across
diverse domains, offering substantial benefits to organizations leveraging it to uphold high
data quality standards.
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7.3 Comparison DQCF with Existing Frameworks

In the prior section 7.2.1, the origins of the framework are delineated, citing the influ-
ence of various frameworks in antecedent research. Section 2.7.3 expounds upon several
frameworks documented in previous literature. This section aims to furnish a more compre-
hensive overview of the factors that differentiate the proposed framework from antecedent
frameworks.

The framework proposed by [33] comprises of four principal components: BIG DATA
Sources, Data Quality Class Selection, Data Quality Pre-processing Evaluation, and Data
Storage. Each section encompasses several processes resembling those in DQCF, such as
data cleansing, data enrichment, and data quality profiling.

Another scholarly work conducted by [2] introduced the QoDID Framework, which is
comprised of five distinct stages: acquire, assess, process, improve, and integrate. The
proposed framework, DQCF, shares several stages with QoDID, particularly in terms of
assessment, process, and improvement. Additionally, a comparable data pre-processing
stage was also identified in the research by [37].

TABLE 7.1: Analysis of Previous Frameworks

Steps
No Reference PCTPICTETS
1 Ali, T.Z., Maatuk, A.M., Abdelaziz, T.M., Elakeili, < | x |x
S.M. (2020) [3]
2 | Al-Masri, E., Bai, Y. (2019) [2] |2] X | X | X
Burkhardt, A., Berryman, S., Brio, A., Ferkau, S.,
3 | Hubner, G., Lynch, K., Mittman, S., Sonderer K. X X
(2017) [6]
4 | Ding, N.B., Mit, B. (2023) [16] x | x
5 | Juneja, A., Das, N.N. (2019) [21] X | x | x
6 Soto, P.C., Ramzy, N., Ocker, F., VogelHeuser, B. «
(2021) [31]
7 | Sreenivas, P., Srikrishna, C.V. (2013) [32] X
8 | Taleb, I., Dssouli, R., Serhani, M. A. (2015) [33] X | X | X
9 | Tsai, W.L., Chan, Y.C. (2019) [34] X
10 | Wahyudi, T., Isa, M.S. (2023) [35] X X
11 | Xu, D., Zhang, Z., Shi, J. (2022) [39] X | x
Note:

e PC: Pre-quality Check

P: Profilling

C: Cleansing

e E: Enhancement

S: Scoring

Despite these similarities, it is important to emphasize that DQCF has differences
from previous research. Previous studies have largely focused on improving data quality
without paying careful attention to comprehensive data quality assessment. Although
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certain studies include a scoring process, precise details such as assessing data quality
dimensions are often lacking, there is no data profiling, no data processing and the most
significant difference with DQCF is that in previous studies, the scoring process was only
carried out once (Table 7.1. whereas in DQCF, the scoring process is carried out twice,
namely on raw data and data that has gone through a cleansing process.

The DQCF places great emphasis on careful and specific data quality assessment.
The scoring process is carefully designed to measure overall data quality, providing ac-
tual percentage scores for each dimension of data quality, including accuracy, consistency,
completeness, and timeliness. This rigorous approach ensures that improvements in data
quality can be measured objectively and transparently, providing a clear assessment of the
effectiveness of each step in the framework.

Additionally, this framework not only identifies and corrects data quality issues, but
also provides a structured mechanism for ongoing data quality assessment and reporting.
Therefore, this framework presents a more holistic and comprehensive approach to ensuring
high-quality data.

By integrating a comprehensive assessment process, this framework not only improves
data quality, but also equips users with the tools to measure and monitor the quality of
their data in real time. This provides the added benefit of ensuring that the data produced
is truly reliable and ready for effective analysis and decision making.

In conclusion, the DCQF offers a more comprehensive and effective solution compared
to previous frameworks. An emphasis on detailed and continuous data quality assess-
ment ensures that each step in the data processing process contributes to real, measurable
quality improvements. This provides great added value for companies, especially in the
manufacturing sector, which depend on high-quality data for their operations and strategic
decision-making.
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Chapter 8

Conclusion and Future Work

This chapter concludes the research while highlighting contributions, limitations and rec-
ommendations for future research.

8.1 Conclusion

In conclusion, this research has culminated in the development of a framework designed to
ensure high-quality data. The main result of this research is a framework that is inspired
by various existing frameworks from previous research and then developed by adapting to
the specific needs of the manufacturing domain. Subsequently, this framework, DQCF, is
integrated into the existing framework of the company.

The DQCF comprises four pivotal stages: Assess, Action, Enhancement, and Quality
Scoring. Each stage encompasses several interrelated processes which ensure the high
quality of data.

To ascertain the relevance and efficacy of the developed framework, a prototype was uti-
lized as a testing tool. This prototype facilitates real-time testing of the framework, aiding
in the identification of strengths and areas for improvement. Validation results, employing
manufacturing datasets, evince that the proposed framework yields highly satisfactory re-
sults, manifesting substantial enhancements in data quality. During the validation process,
the post-scoring for all data quality dimensions attained 100%, except for timeliness, which
is binary (0 or 1), underscoring the efficacy of the framework in ensuring high-quality data.
So, it is not just a framework that provides some kind of steps or guidelines to data analysts
or anyone analyzing data, but it also provides some kind of measure of data quality. In
addition, validation was also conducted using sales datasets, yielding similarly satisfactory
results, suggesting that the DQCF can be universally employed.

This research contributes significantly to the literature and practice in the realm of
data quality, particularly within the manufacturing sector. Validation through prototypes
corroborates the preparedness of the framework for real-world implementation, bolstering
decision-making processes and augmenting operational efficiency.

Ultimately, this research substantiates that the proposed framework can yield substan-
tial improvements in data quality, rendering it an invaluable tool for more dependable
analysis and decision-making. With appropriate implementation, companies can accrue
long-term benefits from high-quality data, including a competitive advantage and enhanced
operational performance.
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8.2 Contribution

a. Scientific Contribution
The academic significance of this research lies in its innovative and simple approach in
generating high-quality data. By establishing the proposed framework, this research
contributes significantly to the theoretical framework regarding data quality, especially
in the manufacturing context, which to date has rarely been discussed in the literature.

The approach used in this research combines several existing frameworks, then modifies
them to meet specific needs in the manufacturing industry. This makes an important
novel contribution to understanding and managing data quality in this sector. This
research not only offers a practical solution to the data quality problems faced by man-
ufacturing companies, but also enriches the academic literature by providing a strong
theoretical foundation and relevant practical applications.

Thus, this research helps fill a gap in the research of data quality in manufacturing and
provides useful guidance for researchers and practitioners in their efforts to improve
data quality. The proposed framework can serve as a reference for further research and
practical implementation in industry, ultimately contributing to increased operational
efficiency and better decision making based on accurate and reliable data.

b. Practical Contribution

The primary objective of this research is to address data quality issues within the man-
ufacturing sector. By directly gathering data from manufacturing companies, valuable
insights have been obtained. The research has led to the development of a practical
framework with specific steps to enhance data accuracy, consistency, completeness, and
timeliness.

The subsequent phase involves disseminating the research findings to manufacturing
companies for integration and execution. Therefore, this research not only adds value in
the academic sphere but also offers practical benefits by assisting companies in managing
and enhancing their data quality. Ultimately, this contributes to better decision-making
and improved operational efficiency within these organizations.

8.3 Limitation

Although this research has made significant progress in enhancing the quality of data,
several limitations need to be noted. The following is a list of limitations encountered in
this research:

Handling Complex Data

The validation of the framework is restricted to structured data prevalent in manufacturing
companies, thereby excluding an assessment of its efficacy in processing unstructured data.
Subsequently, the robustness of the framework in handling more complex and diverse data
formats remains unexamined.

Prototype Development Time:

Temporal constraints within this research, particularly in prototype development, have im-
peded the potential for creating optimal prototypes that would serve to validate the pro-
posed framework in a comprehensive fashion. Augmenting the available timeframe would
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enable enhancements in both the quality and functionality of the prototype, thereby facili-
tating more thorough and exhaustive appraisals. Such a measure would prove instrumental
in meticulously identifying the strengths and weaknesses of the framework.

Real Implementation:

This research aligns with the design cycle expounded by Wieringa (2014), which encom-
passes four primary stages: Problem Statement, Treatment Design, Treatment Validation,
and Implementation and Implementation Evaluation. However, owing to time restrictions,
only the initial three stages could be executed. The inability to carry out the implemen-
tation and implementation evaluation stages due to these limitations hinders the capacity
to evaluate the framework’s performance within authentic operational environments over
the long haul.

Handling Outliers:

The methodology adopted for handling outliers revolves around transferring them to a
distinct file sans comprehensive identification or analysis of their causative factors or char-
acteristics. As such, this approach falls short of providing exhaustive insights and holistic
solutions.

8.4 Future Research Recommendation

It is important to take into account the following suggestions for prospective studies that
aim to enhance and broaden the application of the established framework:

Data Organization

In forthcoming research, it would be valuable to explore the utilization of this framework for
processing unstructured data in order to broaden its sphere of application and adaptability.
Consequently, the framework would be able to handle a diverse array of data types, not
confined solely to structured data. This extension would empower the framework to manage
various data formats and sources, thereby offering heightened flexibility across a spectrum
of industrial contexts.

In-depth Examination of Outliers

The existing method for addressing outliers in this research involves isolating them into a
separate dataset without carrying out further analysis. In future inquiries, it is suggested
to conduct a more comprehensive analysis to elevate the efficacy of outlier management.
Subsequent research should consider employing a wider array of techniques for handling
outliers, incorporating an analysis of their origins, characteristics, and impact on overall
data integrity. Such an approach would yield profound insights and a more comprehensive
resolution to the outlier conundrum.
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Real-world Application

It is advisable to directly implement this framework on an operational system to evaluate
its efficacy and suitability in an authentic environment. Subsequent research endeavors
are imperative to complete outstanding phases, such as full-scale implementation and its
subsequent assessment, to ascertain the effectiveness and sustainability of the framework.
By means of real-world implementation, researchers can identify practical challenges and
fine-tune the framework to better align with operational requisites.

Cost-based Implementation Strategy

Future investigations should encompass an examination of the expenses associated with
implementing this framework in practical systems. This necessitates conducting a cost-
benefit analysis to ensure that the benefits garnered align with the necessary costs. Such
an approach will aid organizations in making well-informed decisions regarding the invest-
ments required to enhance data quality through the implementation of this framework.

By addressing these suggestions, future research stands to fortify the developed frame-
work and ensure its broad and effective application across diverse operational landscapes.
Continual exploration will facilitate overcoming current constraints and will expand the
potential utilization of the framework across a spectrum of data types and industrial con-
texts, thereby delivering widespread advantages to adopting organizations.
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Appendix

TABLE 8.1: Qualitative Analysis of Literature

Literature

Main Purpose

Proposed Future Research

E. Al-Masri and Y. Bai
(2020) [2]

"In this paper, we introduce the Quality of
Data for IoT Devices (QoDID) framework that
attempts to address key challenges associated
with the collection and processing of raw sen-
sor data used in IoT systems or applications.
Throughout the paper, we discuss the over-
all architecture, use cases and implementation
details of QoDID. We further use our QoDID
framework to provide insights on improving
the data acquisition processes involving de-
vices and sensors in [oT systems"

"For future work, we plan to extend our Qo-
DID framework to include a ranking mecha-
nism for enabling existing loT applications to
integrate QoD through a service- oriented ap-
proach."

T.M. Ali, T.Z.and Ab-
delaziz, A.M. Maatuk,
and S.M. Elakeili
(2019) [3]

"This paper presents a general framework for
the implementation of data cleaning accord-
ing to the scientific principles followed in the
data warehouse field, where the framework of-
fers guidelines that define and facilitate the
implementation of the data cleaning process
to the enterprises interested in the data ware-
house field."

N/A




0.

P. Burggraf, M. Dan-
napfel, R. Forstmann,
T. Adlon, and C.
Folling (2017) [5]

"Within the scope of this paper, a method-
ological framework has been developed, which
comprises continuous data quality improve-
ment management (CDQIM) interlinked with
data quality-related process design (DQPD)."

"Regarding future developments, the theo-
retically developed and partly implemented
DQPE framework should be further put into
practice. Two aspects must be considered. On
the one hand, the proposed DQPE framework
and especially the CDQIM framework should
be further implemented in different industrial
contexts. Existing methods and techniques in
organizations, which are aligned with DQPE
requirements, must be promoted and extended
to further processes and to the entire orga-
nization. Aspects of the methodology, which
have not yet been implemented to a satisfac-
tory extent, must be introduced. With re-
gard to highly networked companies, the ap-
plication of CDQIM elements should not only
be enhanced locally, but rather disseminated
throughout affiliated plants."




1.

A. Burkhardt, S.
Berryman, A. Brio, S.
Ferkau, G. Hubner, K.
Lynch, S. Mittman,
and K. Sonderer [6]

"This paper presents a fully automated test
data quality measurement developed by the
authors to facilitate analysis of manufacturing
test operations, resulting in a single number
used to compare manufacturing test data qual-
ity across programs and factories, and focusing
effort cost-effectively. The automation enables
program and factory users to see, understand,
and improve their test data quality directly.
Immediate improvements in test data quality
speed manufacturing test operation analysis,
reducing elapsed time and overall spend in test
operations."

N/A

L. Cai and Y. Zhu
(2015) [7]

"First, this paper summarizes reviews of data
quality research. Second, this paper analyzes
the data characteristics of the big data en-
vironment, presents quality challenges faced
by big data, and formulates a hierarchical
data quality framework from the perspective
of data users."

N/A

Q. Chen, Y. Liu, S.
Hou, F. Duan, and Z.
Cai (2021) 8]

"The main work of this paper is as followes.
(1) The data quality issues are discussed in the
context of PHM. (2) The PHM framework is
proposed for improving the reliability of equip-
ment. (3) Several machine learning algorithms
are introduced for state detection. (4) The
proposed technology is applied to real cases,
and the results are analyzed and visualized in
detail"

N/A




Gl

Y. Chernov (2016) [9]

"Therefore, our intention is to find a reason-
able approach, suitable to the evaluation and
helpful in finding the ways to improve the test-
data. And the major question remains: how
we can formally define the test-data quality."

N/A

N.B. Ding and E. Mit
(2023) [16]

"This research aims to solve the challenges
mentioned above through the framework de-
signed. The framework is designed to inte-
grate two algorithms into the data manage-
ment lifecycle. Preventive algorithm meant to
be applied in the earlier stage of the data man-
agement lifecycle while predictive algorithm is
applied for the purpose of data cleansing. It
is foresee that this framework is able to im-
prove the data quality. Future work will be
the implementation of the framework."

"Future work for this research is to develop
the rules of the machine learning in order to
execute the framework designed."




€L

C.LL  Giinther, E.
Colangelo, H.H Wien-
dahl, and C. Bauer
(2019) [17]

"In this paper, we propose a methodology that
simplifies the execution of DQ evaluations and
improves the understandability of its results.
One of its main concerns is to make DQ assess-
ment usable to small and medium- sized en-
terprises (SME). The approach takes selected,
context related structured or semi-structured
data as input and uses a set of generic test
criteria applicable to different tasks and do-
mains. It combines data and domain driven
aspects and can be partly executed automated
and without context specific domain knowl-
edge. The results of the assessment can be
summarized into quality dimensions and used
for benchmarking. The methodology is vali-
dated using data from the enterprise resource
planning (ERP) and manufacturing execution
system (MES) of a sheet metal manufacturer
covering a year of time. The particular appli-
cation aims at calculating logistic key perfor-
mance indicators. Based on these conditions,
data requirements are defined and the avail-
able data is evaluated considering domain spe-
cific characteristics"

"Methods to improve the traceability of DQ
dimensions, e.g. by visualizations of results,
should be developed. Future work might also
address a guideline for the preparation and im-
provement phase and the application to differ-
ent contexts and domains."




2

C. Ji (2023) [19]

"This paper reviews the traditional mechani-
cal reliability evaluation methods and points
out their limitations in terms of data qual-
ity, data quantity and accuracy of analysis
results. This paper proposes a mechanical
system reliability assessment and prediction
method based on machine learning technology;,
focusing on key links such as data preprocess-
ing, feature engineering, model selection and
model evaluation."

N/A

A. Juneja and N.N.
Das (2019) [21]

"We propose addressing various aspects of
the raw data to improve its quality in the
pre-processing stage, as the raw data may
not usable as-is. We are exploring pro-
cess like Cleansing to fix as much data
as feasible, Noise filters to remove bad
data, as well sub-processes for Integration
and Filtering along with Data Transforma-
tion/Normalization. We evaluate and profile
the Big Data during acquisition stage, which
is adapted to expectations to avoid cost over-
heads later while also improving and leading
to accurate data analysis."

N/A




6L

I. Kirchen, D. Schiitz,
J. Folmer, and B.
Vogel-Heuse (2017)
[23]

"The main contribution of this paper is the de-
velopment of a generic model for the objective
evaluation of data quality of industrial signal
data. This enables the supply of a basis for
decision making in data mining processes con-
cerning effective and efficient use of the avail-
able data."

"In future research the further introduced nu-
merical indicator needs to be considered. Mea-
surements for these indicators are required and
an aggregation rule to combine all indicators
is demanded. The resulting key indicator is
qualified to evaluate data quality objectively
in all required dimensions. Further- more, the
validation of the DQM should be performed
by real industrial signal data solely. Only this
can prove the practical applicability unequiv-
ocally."

W. Kong, F. Qiao, and
Q. Qidi (2020) [25]

"The main motivation of this paper is to ex-
plore methods for analyzing and evaluating big
data with domain knowledge. For this pur-
pose, real production data from a semiconduc-
tor manufacturing workshop are adopted as
the data object. First, a series of data analysis
techniques with domain knowledge are devel-
oped for diagnosing the imperfections. Then,
corresponding data processing techniques with
domain knowledge are proposed for solving
those data quality problems according to spe-
cific flaws in the data. Furthermore, this pa-
per proposes quantitative calculation methods
of data value density to determine the extent
to which data quality can be improved by the
proposed data processing techniques."

"Moreover, the work in this paper has the po-
tential to be further extended and applied to
other big data applications beyond the man-
ufacturing industry. Nevertheless, our work
has several limitations: the data analysis and
processing techniques with domain knowledge
that we proposed are in their infancy and
must be systematically organized to better suit
other big data applications. In addition, the
calculation methods of the rate of change of
the data value density must be further dis-
cussed and modified for a more precise eval-
uation of data quality and data value."




9.

X. Li (2022) [26]

"In this paper, we first introduce the data
quality issues consisting in indoor positioning
data and propose a cleansing framework to
handle such issues. Subsequently, we formu-
late four specific research questions in order
to settle related quality issues. In addition, we
present promising methodologies and compre-
hensive evaluation criteria to resolve our pro-
posed research questions."

N/A

Munawar (2021) [27]

"In this paper, an ETL framework is proposed
which incorporates data quality to improve in-
formation processes in data warehouse devel-
opment through ‘the story’ of process whilst
others framework more to technical approach.
In order to be useful, the proposed frame-
work compared with other framework in case
of advantages and disadvantages for future im-
provement."

"Therefore, our future work is synthesizing
our proposed ETL DQ-based framework with
our previous DQ-based works in requirements
analysis and conceptual design [35], logical de-
sign [36] and physical design [37] to be a sin-
gle framework for the DW development as de-
scribed in [38,39]"




L.

L. Poon, S. Farshidi,
N. Li, and Z. Zhao
(2021) [28]

"This study introduces an unsupervised
anomaly detection approach based on models
comparison, consensus learning, and a combi-
nation of rules of thumb with iterative hyper-
parameter tuning to increase data quality."

"As the next course of action in this research,
we plan to employ different anomaly detection
models and evaluate their performance against
each other. Automatic hyper-parameter tun-
ing on other models could then be explored. In
addition, determining outliers can be selected
via <true, false> labels of the selected models.
Some anomaly detection models can also out-
put an anomaly score to determine the chance
of a data point being an outlier. Finally, it is
interesting to explore unsupervised ensemble
learning further. It shows promising results
with the consensus approach, and it can be an
addition for anomaly detection on unlabelled
data. A more balanced result via a "consensus”
can give the data better assurance of labeling
a data point as an outlier."

Schlegel, D.
Buschmann, M.
Ellerich, and R.H.
Schmitt  (2020) [29]
129]

This paper provides a domain specific con-
cept to assess data suitability of various data
sources along the production chain for defect
prediction."

N/A

D.H. Sitawati, Y.
Ruldeviyani, A.N. Hi-
dayanto, R.S Amanda,
and A.G. Nugroho
(2021) [30]

"The objective of this study is to analyze the
quality of critical data from the Integrated Re-
port for the monthly period that is reported to
the financial regulatory authorities based on
the dimensions used to measure and propose
recommendations to assist Financial Regula-
tory Authority in conducting assessments."

"Future work can also be continued by mea-
suring the data quality management maturity
periodically."




3L

P.C. Soto, N Ramazy,
F Ocker, and B Vogel-
Heuser (2021) [31]

"This paper presents a framework for semantic
preprocessing, which is evaluated at the exam-
ple of an industrial use case from the semicon-
ductor industry"

"Based on the this research, we suggest three
directions for future work. First, SPARQL
is limited regarding arithmetic op- erations,
which reflects in the identification of single
construct outliers. However, the current ap-
proach can extract data which could then
be processed using advanced arithmetic tools
(e.g., numpy) to further improve the results.
Second, various ML algorithms could be used
in the comparison of the ontology- based ap-
proach and the "baseline” one. Finally, the
effect of data cleaning on highly optimized
ML algorithms, i.e., with hyperparameter op-
timization, should also be investigated."

P. Sreenivas and C.V.
Srikrishna (2013) [32]

"This paper revisits the preprocessing tech-
nique of Data Mining. A sequential flow
diagram is proposed for different databases
and data sources which are addressed through
analysed framework. Through a case study
and calculating cyclomatic complexity of dif-
ferent sequences of preprocessing the appropri-
ateness and efficiency of proposed method is
evaluated. It has been observed that right se-
lection of an appropriate sequence in cleaning
improves the data mining process by saving
time taken for each step."

N/A




6.

I. Taleb, R. Dssouli,
and M.A. Serhani
(2015) [33]

"This paper addresses the QBD at the pre-
processing phase, which includes sub-processes
like cleansing, integration, filtering, and nor-
malization. We propose a QBD model in-
corporating processes to support Data quality
profile selection and adaptation."

"Further implementations will tackle the data
pre-processing evaluation and dynamic assess-
ment of data quality rules. Quality adapta-
tion will be possible through the DQP adapter
taking the appropriate actions to adjust and
reevaluate the quality profile. Yet, big data
sampling is very important to maximize data
quality, and minimize the processing time."

W.L. Tsai and Y.C.
Chan (2019) [34]

"This paper proposes the Total Meteorolog-
ical Data Quality (TMDQ) framework based
on the Total Quality Management (TQM) per-
spective, especially considering the systematic
nature of data warehousing and process focus
needs. In practical applications, this paper
uses the proposed framework as the basis for
the development of a system to help meteo-
rological observers improve and maintain the
quality of meteorological data in a timely and
efficient manner."

"Therefore, in the future, the four quality di-
mensions of the TMDQ framework will be
further developed for application with dif-
ferent meteorological elements, thereby en-
abling comprehensive meteorological data val-
idation."

T. Wahyudi and S.M.
Isa (2023) [35]

"The approach taken in this study to evaluate
the quality of the data are Total Data Quality
Management (TDQM) and the six dimensions
from the DAMA white paper. The results of
this evaluation procedure can be used to ex-
amine the company’s existing data quality and
to provide recommendations for changes that
need be made internally."

N/A




08

E. Widad, E. Saida,
and Y. Gahi (2023) [37]

"To achieve this, we suggest a novel approach
that allows a comprehensive detection of Big
Data quality anomalies related to six qual-
ity dimensions: Accuracy, Consistency, Com-
pleteness, Conformity, Uniqueness, and Read-
ability. Moreover, the framework allows for
sophisticated detection of generic data qual-
ity anomalies through the implementation of
an intelligent anomaly detection model with-
out any correlation to a specific field. Further-
more, we introduce and measure a new metric
called “Quality Anomaly Score,” which refers
to the degree of anomalousness of the quality
anomalies of each quality dimension and the
entire dataset"

"In future work, we aim to extend the sug-
gested framework by addressing the detected
anomalies and automatically correcting them
to the appropriate data value rather than sim-
ply removing them, which will improve the
dataset’s quality. Automatically correcting
anomalies will improve the dataset’s overall
quality and guarantee reliable and comprehen-
sive information for subsequent analyses and
decision-making. Moreover, it will save valu-
able time and effort that would otherwise be
required for manual inspection and correction
of anomalies."

D. Xu, Z. Zhang, and
J. Shi (2022) [39]

"n this study, a data assessment matrix for
imbalanced multivariate time series data from
complex manufacturing process is designed to
measure the data quality quantitatively."

"here are many potential future directions of
this topic such as define more precise data
quality assessment dimensions for single or
multiple signals in manufacturing, define stan-
dard data quality assessment metrics for data
collected from one production line, design data
quality improvement cycle."

T. Yuan, K.H. Adjal-
lah, A. Sava, H. Wang,
and L. Liu (2021) [40]

"In this paper, we will present the key issues
of intelligent data acquisition and data quality
for manufacturing decision-support in indus-
try 4.0."

"Further investigation results will be provided
in a more detailed work considering data un-
certainty and error propagation to decision-
making risks assessment."




18

J. Zhang and R. Gao
(2021) [41]

"his paper summarizes several key techniques
in data curation where breakthroughs in data
denoising, outlier detection, impu- tation, bal-
ancing, and semantic annotation have demon-
strated the effectiveness in information ex-
traction from noisy, incomplete, insufficient,
and/or unannotated data. Also highlighted
are model interpretation methods that address
the “black-box” nature of DL towards model
transparency."

"As research on DL-enabled manufacturing
continues to accelerate, several topics that
closely relate to data curation and model inter-
pretation are summarized here, as recommen-
dations for future study: Uncertainty quantifi-
cation. Physics-informed learning. Mitigating
false discovery."
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