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Abstract

This thesis addresses critical challenges in supply chain management by focusing on the
enhancement of cyber resilience and visibility through the integration of N-tier mapping
and generative AI. The study identifies the limitations of traditional strategies, which are
increasingly inadequate in managing the growing complexity and vulnerability of global
supply chains, particularly in the context of evolving cyber threats. The research in-
vestigates the transformative potential of Large Language Models (LLMs) when applied
within multi-agent systems to automate and optimize supply chain monitoring processes.
Although current N-tier mapping frameworks are effective, they can still rely on manual
procedures. This thesis demonstrates that the integration of advanced AI technologies can
significantly improve the efficiency of these processes.

The findings indicate that automating the N-tier mapping process and leveraging gen-
erative AI can substantially enhance supply chain resilience and visibility, leading to more
secure and efficient operations. However, the study also underscores the challenges associ-
ated with deploying AI in real-world scenarios, highlighting the need for further research
and development in this area.

Keywords: cyber security, cyber resilience, cyber supply chain management, generative
artificial intelligent



Chapter 1

Introduction

“The real competition is between
supply chains, not companies.”

Martin Christopher

In a rapid digital transformation era, supply chains — the backbone of the global
technological ecosystem — are facing unprecedented vulnerabilities. These vulnerabilities
stem from their inherent complexity and deep reliance on information and communications
technology (ICT) products and services, as highlighted by Ghadge et al. The current
situation is further complicated by the interconnectedness of supply chains. This not
only expands the attack surface accessible to global threat actors but also increases the
likelihood of cyber incidents at an alarming rate. Such incidents pose a significant risk to
businesses and organizations operating in the digital age. It is essential to recognize the
importance of securing supply chains to minimize these risks [24].

The “Securing the Supply Chain” report by Accenture delves deeper into the com-
plexities that characterize modern supply networks in the digital age. It notes that as
organizations evolve into more agile, digitally-focused, and customer-centered entities, the
expansion of external connections and data exchange points dramatically magnifies the
scope for potential risks and vulnerabilities. This evolution, while instrumental in driving
operational efficiency and customer satisfaction, inadvertently heightens the security risks,
underscoring the pressing need for robust cyber resilience measures [2].

Short-term risks include financial, geopolitical, natural disaster, and operational haz-
ards. Long-term risks include concentration and dependency, legal and compliance chal-
lenges, and sustainability issues. Together, these problems highlight the urgent need for
improved strategies and technologies to help assess, monitor, and reduce risks throughout
the supply chain [4].

1.1 Challenges

The field of cyber supply chain management faces many challenges. Crises are increasing
in frequency and size, creating serious challenges for supply chains.

1. Knowledge Gap: There is a significant knowledge gap among organizational leaders
in cybersecurity-related areas, which results in a lack of understanding regarding what
aspects require monitoring and how to efficiently combat advanced threats [51].

2. Complexity of Supply Chains (SCs): The complexity of contemporary supply

1



chain systems, compounded by information overload, further complicates the mon-
itoring process. This complexity makes it challenging to identify and respond to
potential risks promptly [65].

3. Poor Visibility: A concerning 90% of organizations report having poor visibility
into their extended supply chains, making it difficult to understand and manage po-
tential risks [1]. Visibility in supply chains is crucial as it enables organizations to
track the flow of goods, monitor inventory levels, and oversee transportation activi-
ties in real-time. This facilitates improved decision-making and operational perfor-
mance [59].

4. Slow Response: About 80% of organizations take a week or more to evaluate
supply chain disruptions, which severely hampers their ability to respond quickly
and effectively. Consequently, 54% of executives estimate significant revenue loss
due to these disruptions [1].

5. Reliance on Manual and Semi-Automated Mapping Methods: Current map-
ping methods heavily rely on manual processes, which are labor-intensive and prone
to errors. Alternatively, when these processes are automated, it often comes at the
cost of accuracy, making reliable mapping a significant challenge in maintaining com-
prehensive supply chain visibility.

6. Lack of Standardized Evaluation Metrics: Accurately assessing supply chain
visibility is challenging without standardized metrics, leading to difficulties in en-
hancing visibility levels. Without innovative solutions, organizations may become
more susceptible to cyber threats, disruptions, and inefficiencies in their supply chain
operations [44].

Addressing these challenges requires innovative approaches that leverage emerging tech-
nologies, such as generative AI, to enhance the identification and mitigation of risks, im-
prove visibility, and streamline monitoring. Generative AI offers the potential to revo-
lutionize supply chain cyber resilience by process automation, more robust analysis and
providing actionable insights, aligning with the overarching goal of this thesis.

1.2 Proposed Solution

This thesis advocates for the adoption of N-tier mapping alongside the integration of a
Generative AI Multi-Agent System (MAS) to confront a multitude of challenges currently
plaguing cyber supply chain management. The primary objective is to develop robust
strategies that significantly enhance supply chain resilience. N-tier mapping elucidates the
intricacies of supplier dependencies across multiple levels, which is pivotal for identifying
and monitoring these suppliers to mitigate inherent risks effectively. Concurrently, the
Multi-Agent System employs generative AI to automate and optimize the processes of
data collection, risk assessment, and compliance monitoring, thus promising a substantial
fortification of cyber resilience within supply chains in the digital era.

Additionally, this approach aims to bridge the knowledge gap through the deployment of
a Generative AI-powered chatbot. This chatbot is designed to assess the current maturity
level of an organization by posing custom questions and providing tailored suggestions.
Furthermore, the system enhances the analysis of the value chain, highlighting critical areas
and suppliers that require attention and enabling more targeted interventions. It automates
these processes using a multi-agent approach, where agents collaborate as a team, thereby
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enhancing visibility and enabling faster responses to disruptions. The enhanced capabilities
of generative AI are adept at managing the complexities of contemporary supply chains.

To address the standardization problem, the proposed N-tier Mapping introduces a
structured methodology for visualizing and managing relationships and dependencies across
various supplier tiers.

The MAS leverages generative AI technologies to automate the collection, analysis, and
processing of data. This automation applies standardized algorithms and processing rules
to ensure that data from various sources are consistent and accurately integrated into the
decision-making processes.

Generative AI can adapt to evolving standardization norms and automatically update
the processing algorithms without manual intervention. This flexibility ensures that the
supply chain system remains compliant with the latest standards and best practices.

The combination of N-tier mapping and MAS allows for the seamless integration of
data from various sources. This integration is standardized in a way that all data adhere
to predefined formats and metrics, facilitating more reliable and meaningful analytics.

To provide insights and analytics based on uniform criteria the MAS can generate
standardized reports. These reports are crucial for internal audits, compliance checks, and
strategic planning, ensuring that all parts of the organization and external stakeholders
are on the same page.

Through these sophisticated methodologies and technologies, the proposed solution not
only tackles existing challenges but also paves the way for a more resilient, efficient, and
secure cyber supply chain infrastructure.

1.3 Recent Supply Chain Cyber Attacks

A supply chain attack is a type of cyber attack where attackers exploit vulnerabilities
in a company’s supply chain network, such as suppliers, vendors, or third-party software
libraries. This type of attack was behind several high-profile incidents in 2023.

Airbus was compromised in January 2023 through a breached Turkish Airlines employee
account. The threat actor, known as USDoD, accessed Airbus’s systems and exposed
personal data from over 3,000 Airbus vendors, including Rockwell Collins and Thales
Group. This data included names, addresses, phone numbers, and email addresses.

The largest refined oil pipeline in the United States, Colonial Pipeline, was attacked in
March 2023 through a remote code execution vulnerability in their PulseConnect Secure
VPN software. This attack disrupted operations for five days, causing gasoline shortages
in the Southeastern U.S. Colonial Pipeline paid a $4.4 million ransom to regain control.

In May 2023, Norton was breached through a zero-day vulnerability in MOVEit Trans-
fer, managed file transfer software used by their parent company, Gen Digital. The attack-
ers gained access to Norton’s network and stole employee personal information, threatening
to release the data unless a ransom was paid.

UCSF’s electronic health record system was compromised in February 2023 due to a
vulnerability in Codecov, a code testing software used by Zellis. The breach prevented
UCSF clinicians from accessing medical records and scheduling surgeries, leading to can-
cellations and delays.

Microsoft was compromised in February 2023 due to a vulnerability in Jfrog Artifactory,
a binary repository manager. The attackers injected malicious code into Microsoft’s soft-
ware components, allowing them to access networks and steal source code and confidential
data [56].
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In addition to traditional methods, several advanced AI-powered techniques could be
utilized in supply chain cyber attacks. These include the use of deepfake voice technology,
generative AI for phishing, AI algorithms for discovering vulnerabilities and evading de-
tection, and AI-driven chatbot phishing scams. These AI-driven techniques highlight the
evolving nature of cyber threats, emphasizing the need for enhanced security measures and
vigilance in managing supply chain vulnerabilities.

1.4 Research Questions and Objective

How can Generative Artificial Intelligence be utilized to enhance the cyber resilience in
supply chain management?

The primary objective of this thesis is to investigate and illustrate how Generative
Artificial Intelligence (GEN AI) can be effectively utilized to bolster the cyber resilience of
supply chains. In response to evolving cyber threats, this research seeks to identify areas
where GEN AI can automate and optimize cybersecurity processes within supply chain
management. The overarching goal is to equip stakeholders, including business leaders
and cybersecurity professionals, with a comprehensive understanding of the benefits and
challenges associated with implementing GEN AI technologies to enhance supply chain
security. Focusing on Generative AI for research is motivated by its advanced capabilities.

Firstly, Creative Content Generation is a significant strength of Gen AI, as it can
automate the creation of reports, alerts, and scenarios. This capability facilitates the
prediction and anticipation of disruptions by providing managers with timely and accurate
insights.

Secondly, Gen AI excels in advanced data analysis through its pattern recognition
and natural language processing capabilities. By analyzing large and diverse datasets,
it can uncover significant trends and anomalies. Leveraging various data sources such
as logistics information, supplier communications, and geopolitical developments, it can
provide valuable insights to identify potential bottlenecks and emerging threats.

Thirdly, Process Automation and Optimization are streamlined with Gen AI, which
can automate repetitive tasks. This enhances efficiency by reducing the workload on supply
chain professionals, ensuring consistent and accurate workflows.

Moreover, Gen AI can offer strategic decision support to supply chain managers through
smart recommendations. By analyzing market trends, historical data, and supplier per-
formance, it can help in optimizing sourcing strategies and risk mitigation plans, thereby
improving overall resilience in supply chain management.

The decision to explore the implementation of Gen AI in enhancing supply chain cyber
resilience also stems from the proven historical success of other technologies in strengthen-
ing cybersecurity defenses. These established tools have demonstrated their effectiveness
in mitigating cyber threats and bolstering risk identification.

Network Traffic Analysis Tools have substantially improved risk and disruption identifi-
cation by capturing, decoding, and analyzing network data to provide critical insights into
potential security threats. By translating data packets into comprehensible formats, these
tools enable network administrators to proactively identify and address network anomalies,
such as spyware, virus outbreaks, and Denial of Service (DoS) attacks. They enhance the
efficiency of intrusion detection by distinguishing malicious patterns in network behavior,
helping professionals identify potentially compromised computers and abnormalities that
may threaten security standards [60].

Endpoint Detection and Response (EDR) solutions have advanced the identification
of risks and disruptions through continuous monitoring of endpoint activities. This en-
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sures timely detection and response to sophisticated cyber threats. By integrating both
endpoint and network data, EDR tools provide comprehensive protection against secu-
rity breaches, allowing swift identification and investigation of potential intrusions. These
solutions streamline security investigations by centralizing and automating threat detec-
tion and response, thus reducing the need for security engineers to manually analyze data
from different systems. Incorporating multiple layers of security, EDR tools offer robust
analytics to help security teams detect threats, analyze their potential impact, and initi-
ate automated responses across the organization. This integrated platform also features
web threat scanning and external device scanning, offering comprehensive enterprise cov-
erage and uninterrupted defense. By combining prevention, investigation, detection, and
response into a single platform, EDR solutions enhance operational efficiency and the orga-
nization’s security posture. This ensures consistent identification of disruptions and rapid
protection against emerging threats [8].

Security Information and Event Management (SIEM) systems have significantly bol-
stered risk and disruption identification, providing Security Operations Centers (SOCs)
with the means for effective real-time incident detection and monitoring. These systems
accomplish this by aggregating security events from numerous sources across enterprise net-
works, normalizing them into a consistent format, and storing them for forensic analysis.
By correlating and analyzing these events, SIEM systems empower security teams to detect
and identify malicious activities swiftly, offering actionable insights that facilitate rapid in-
cident response. SIEM systems centralize security event data, delivering a comprehensive
view of an organization’s security posture. This allows the SOC to quickly identify pat-
terns and anomalies that suggest potential security breaches, supporting proactive threat
hunting and incident trend analysis to enhance future security measures. Despite opera-
tional and technical challenges, their ability to correlate diverse data sources enhances risk
identification, enabling organizations to more effectively manage disruptions and maintain
robust security defenses [9].

Intrusion Detection and Prevention Systems (IDPS) play a critical role in bolstering
risk and disruption identification by effectively detecting and mitigating security threats
within computer systems and networks. They are designed to identify potential security
threats in real time and implement automated responses, thereby minimizing risks to the
systems under surveillance. These systems employ a variety of detection methodologies, in-
cluding signature-based detection, which identifies known attack patterns, anomaly-based
detection that flags unusual network behavior, and stateful protocol analysis to ensure
compliance with established protocol norms. In addition, hybrid methods integrate these
techniques to create more comprehensive threat detection strategies. By leveraging this
combination of methodologies, IDPS can efficiently detect malicious activities that might
otherwise remain unnoticed, providing a robust safeguard against disruptions and main-
taining network security. The capacity of IDPS to automatically detect and respond to
potential threats in real time enhances the organization’s ability to respond proactively to
emerging security issues, significantly reducing the potential impact of attacks [42].

Machine Learning (ML) and Artificial Intelligence (AI) technologies have played a sig-
nificant role in enhancing the identification of risks and disruptions, particularly within the
Internet of Things (IoT) ecosystem. Their impact on cybersecurity research has empowered
algorithms to analyze extensive datasets, revealing patterns that signal potential threats,
which in turn has significantly improved the accuracy of threat detection. In particular,
machine learning has elevated the effectiveness of advanced IDSs by evaluating traffic pat-
terns, device behavior, and network anomalies to proactively identify threats, even in the
intricate and diverse landscape of IoT environments. These technological advancements
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underscore the crucial role of AI and ML in strengthening the security infrastructure by
swiftly detecting irregularities and preempting emerging threats [7].
To achieve the stated objective, the study will address the following key research questions:

Q1: What are the current strategies for cyber resilience specifically within cyber
supply chain management?

Q2: What is the current design and operational framework of N-tier mapping, and
what areas could be enhanced to improve cyber resilience?

Q3: What innovative approaches can GEN AI offer to enhance the N-tier process?

Q4: What are the potential challenges and limitations of integrating GEN AI into
this system?

1.5 Research Design

This study employs a mixed-methods research approach to comprehensively address the
research questions concerning the enhancement of cyber resilience in cyber supply chain
management through the application of GEN AI. The methodology adopted combines
quantitative and qualitative methods to explore the topic.

The methodological foundation of this thesis is rooted in the mixed methods research
approach, which combines quantitative and qualitative methodologies. Creswell empha-
sizes the value of mixed methods in exploring complex research questions. The complexity
of cyber resilience and the innovative application of Generative AI in supply chain systems
necessitate a research strategy that goes beyond the conventional boundaries of single-
method studies. This comprehensive investigation includes a bibliometric analysis and
collaborative work with industry professionals, in line with recommendations for mixed-
methods research [63, 14].

The bibliometric analysis quantitatively examines the existing literature, highlighting
gaps, trends, and best practices related to the topic. This method is pivotal in mapping out
the current state of research and establishing a theoretical framework for the study [19].

The analysis followed a systematic, step-by-step process to explore cybersecurity in
supply chain management. First, the Scopus database was selected for its comprehensive
literature coverage, and VOSviewer was utilized to visualize and analyze the bibliometric
data. Carefully developed search queries were created with various keyword combinations
to widen the research scope related to supply chain cybersecurity. Search results were then
refined through filters for language (English), fields of study (Computer Science and Engi-
neering), and publication years (2018-2024) to ensure the data’s relevance and timeliness.

It was followed by tracking publication trends over time to map the research’s growth
trajectory and conducting citation impact assessments to identify influential works and
their networks using citation counts and Total Link Strength (TLS). This highlighted key
contributors who have shaped the field. Co-citation analysis further revealed related re-
search clusters, illuminating the intellectual structure and interrelationships among schol-
arly papers.

Additionally, bibliographic coupling was conducted to identify documents sharing com-
mon references, showcasing the interconnectedness of studies based on shared scholarly
foundations. A co-occurrence analysis of author-provided keywords discerned prevalent
themes, while a comprehensive keyword analysis identified broader trends.

These systematic steps offered a thorough examination of the academic discourse sur-
rounding supply chain cybersecurity, forming a strong foundation for further research.
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On the other hand, collaboration with industry professionals provides practical insights
and expert perspectives to enrich the research. This collaboration enhances the overall
analysis, offering a deeper understanding of how GEN AI can enhance cyber resilience.
Additionally, GEN AI experiments will be conducted toward the end of the thesis to
evaluate different inputs, existing models, and prompts. This iterative process aims to
deepen our understanding of how GEN AI can be implemented to enhance cyber resilience
in supply chain monitoring systems.

1.6 Structure

This thesis is structured into five main chapters, each designed to build upon the insights
of the previous one to deepen understanding of cyber resilience in supply chains using gen-
erative AI and N-tier mapping. The Introduction sets the context, outlines the significant
need for enhanced cybersecurity, and presents the research questions. Chapter 2 offers a
literature review with a detailed bibliometric analysis, assessing current knowledge and
identifying gaps in the field. In Chapter 3, we explore the application of N-tier mapping
and LLMs to improve visibility and responsiveness. Chapter 4 details the experimental
methods and outcomes of practical AI applications in supply chain scenarios. Finally, the
Discussion and Conclusion (Chapters 5 and 6) evaluate the challenges and limitations, and
broader implications of the findings, proposing directions for future research.
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Chapter 2

Review of the Literature

2.1 Bibliometric Analysis

Bibliometric analysis has established itself as a robust tool for navigating the intricate field
of supply chain management. This methodology offers a structured approach to evaluating
the extensive corpus of scientific literature, enabling the identification of significant trends,
patterns, research gaps, and the most relevant studies for consideration.

Bibliometric analysis is a methodological approach designed to handle and analyze
large volumes of scientific data. This technique facilitates the mapping of the intellectual
structure and the evolutionary subtleties of specific domains, thereby illuminating emerging
areas of research. The distinct advantage of bibliometric analysis lies in its ability to
systematically aggregate, analyze, and present scientific data, facilitating a comprehensive
overview of the subject matter at hand [19]. It plays a crucial role in revealing the thematic
focuses within the literature, tracing the progression of research themes over time, and
delineating the connections across diverse research areas [55]. Furthermore, bibliometric
tools such as VOSviewer and Scopus offer advanced data visualization and network analysis
capabilities, enhancing the depth and clarity of insights derived from the analysis.

Within the scope of this thesis, the employment of bibliometric analysis through tools
like Scopus and VOSviewer is a pivotal step toward developing an in-depth overview of
the existing research on supply chain risk management and cyber resilience. By method-
ically charting the scientific contributions in this field, the analysis seeks to pinpoint key
research trends, highlight influential studies, and identify potential gaps in the literature.
This structured exploration is essential for laying the groundwork for subsequent research
and directing the investigation toward areas poised for substantial academic and practical
contributions.

2.1.1 AI’s Role in Supply Chain Cyber Resilience

The analysis of queries presented in Table 2.1 provides significant insights into the current
literature landscape at the intersection of supply chain management and cybersecurity. A
thorough examination of the initial queries (RQ1, RQ2, RQ3, and RQ4) reveals notable
variations in result counts, attributable to differences in keyword phrasing.

The progression from RQ1 to RQ2 in Table 2.1, where the keywords extend beyond basic
supply chain security to include “threat detection” demonstrates how minor modifications
in terminology can significantly expand the research scope. The result count increases
from 463 to 1530, indicating a marked escalation in literature focusing on threat detection
within supply chain cybersecurity. This surge underscores the increasing scholarly focus
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on “threat detection” highlighting the critical need for proactive strategies to secure supply
chain operations.

The introduction of “industrial” as a keyword in Table 2.1 RQ3 further escalates the
result count to 3157. This significant increase reveals the extensive research interest in in-
dustrial supply chain systems’ security aspects, suggesting a robust body of work dedicated
to addressing cybersecurity challenges in an industrial context.

The inclusion of Information and Communications Technology (ICT) and supply chain
risk management terms in Table 2.1. RQ4 query marks a strategic expansion of our research
scope, aiming to gain insight into the supply chain management trends. This modest
increase suggests that the field of ICT supply chain risk management is indeed relevant but
not as extensively explored as the practical, operational aspects of supply chain security.
This observation aligns with our research objective to investigate the potential of GEN AI
in enhancing cyber resilience within supply chains, indicating a niche where GEN AI could
potentially bridge existing gaps in cybersecurity management strategies. By integrating
these terms, the aim is to understand the full spectrum of cybersecurity challenges facing
supply chains today, thereby identifying where GEN AI can introduce innovative solutions
to improve resilience and risk management in a digitalizing global supply chain landscape.

The inclusion of Generative AI-related terms in Q5 marks a crucial shift, specifically
focusing on the application of GEN AI technologies in supply chain cybersecurity. The
notably lower result count (3) compared to earlier queries highlights that the exploration
of GEN AI applications in enhancing cyber resilience in supply chains is still in its in-
fancy, with limited literature available on the subject. This scarcity points to a significant
opportunity for innovative research and practical applications in this emerging field.

Table 2.1: Bibliometric Analysis Query Table

ID Keywords/Phrases Query Structure Result
Count

RQ1 supply chain, monitoring, vis-
ibility, cyber, information, se-
curity, cyber resilience

TITLE-ABS-KEY ( ( “supply chain”
AND ( monitoring OR visibility ) )
AND ( ( cyber OR information ) AND
security OR “cyber resilience” ) )

463

RQ2 supply chain, monitoring, vis-
ibility, threat detection, cy-
ber, information, security, cy-
ber resilience

TITLE-ABS-KEY ( ( “supply chain”
AND ( monitoring OR visibility ) ) OR
“threat detection” AND ( ( cyber OR
information ) AND security OR “cyber
resilience” ) )

1543

RQ3 supply chain, industrial,
monitoring, supply chain
visibility, cyber, information,
security, cyber resilience

TITLE-ABS-KEY ( ( ( “supply chain”
OR industrial ) AND monitoring ) OR
“supply chain visibility” OR “threat de-
tection” AND ( ( cyber OR information
) AND security OR “cyber resilience” )
)

3157
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Table 2.1 continued from previous page

ID Keywords/Phrases Query Structure Result
Count

RQ4 ICT, supply chain, risk
management, ICT-SCRM,
C-SCRM, CSCRM, SCCRM
industrial, monitoring, sup-
ply chain visibility, threat
detection, cyber, informa-
tion, security, cyber resilience

TITLE-ABS-KEY ( ( ( ( ict OR cy-
ber ) AND “supply chain” ) AND risk
AND management ) OR “ICT-SCRM”
OR “C-SCRM” OR “CSCRM” OR “SC-
CRM” OR ( ( ( ( “supply chain” OR
industrial ) AND monitoring ) OR “sup-
ply chain visibility” OR ( “threat detec-
tion” ) ) AND ( ( cyber OR information
) AND security OR “cyber resilience” )
) )

3483

RQ5 ICT, supply chain, risk
management, ICT-SCRM,
C-SCRM, CSCRM, SCCRM
industrial, monitoring, sup-
ply chain visibility, threat de-
tection, cyber, information,
security, cyber resilience,
Generative AI, GPT, GEN
AI, artificial intelligence,
AI-driven, AI-based

TITLE-ABS-KEY ( ( ( ( ict OR cy-
ber ) AND “supply chain” ) AND risk
AND management ) OR “ICT-SCRM”
OR “C-SCRM” OR “CSCRM” OR “SC-
CRM” OR ( ( ( ( “supply chain” OR in-
dustrial ) AND monitoring ) OR “sup-
ply chain visibility” OR ( “threat detec-
tion” ) ) AND ( ( cyber OR information
) AND security OR “cyber resilience” )
) AND ( ( ( generative OR gen ) AND
( ai OR “artificial intelligence” ) ) OR
gpt) )

3

The analysis of queries reveals an increasingly rich research environment at the in-
tersection of supply chain management and cybersecurity. As illustrated in Table 2.1,
there is a foundational body of literature, however, the segment directly addressing the
integration of Generative AI to enhance cyber resilience in supply chains remains remark-
ably underdeveloped. The limited focus on the role of Generative AI in strengthening
the cyber resilience of supply chain monitoring systems suggests significant potential for
groundbreaking research and practical advancements.

2.1.2 Year on year publication analysis

Before delving deeper into the analysis, this section offers a visual representation of the
publication trends over time. Figure 2.1 displays the volume of literature on a year-by-
year basis, from the list obtained from Table 2.1 RQ4 query, which does not include terms
related to GEN AI.

The graph illustrates a modest increase in publications from the early 1990s until
around 2007, suggesting a foundational period of research activity. This period of sustained
expansion likely reflects the initial acknowledgement of cybersecurity threats to supply
chain systems, and the early development of security measures.

A notable inflection in publication rates emerges around 2007, where the volume begins
to escalate more markedly. It might reflect the increasing digitization of supply chains and
the resulting new vulnerabilities, drawing greater academic and industry focus to this field.

The period following 2015 is characterized by an exponential increase in the number
of publications, as depicted by the sharp uptick in Figure 2.1 This exponential growth
phase indicates a burgeoning interest in supply chain cybersecurity, likely driven by the
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Figure 2.1: Overview of publications per year. Own illustration.

globalization of supply networks, the expansion of digital supply chain solutions, and the
evolving sophistication of cyber threats.

By 2023, the peak in publication volume suggests that supply chain cybersecurity has
become a field of critical and expanding interest, reflecting a broader recognition of the
strategic importance of supply chains to global commerce and national security. The in-
tensified research output may also result from the realization that traditional cybersecurity
methods are no longer adequate in the face of advanced persistent threats, necessitating
more comprehensive and forward-looking approaches. The data indicates a continued ex-
pansion in the field, thanks to the escalating prevalence and impact of cyber threats within
the global supply chain landscape.

To conduct the following analysis, the list generated by running the RQ4 query on
Table 2.1 was narrowed down to documents related to the subject areas of Computer
Science and Engineering in English, published between 2018 and 2024. 2078 documents
met this criteria.

2.1.3 Citation analysis based on documents

This subsection showcases the citations-based networks among published documents from
the past 6 years. The citations of these documents were analyzed using a threshold of
10 citations per document. Only 447 from 2078 publications were found to satisfy this
criterion.

Table 2.2 lists the top ten documents with the highest citation counts and outlines
the number of citation-based links each has with other articles within the supply chain
cybersecurity niche that also meet the minimum citation criterion. The links between
documents in this network are indicative of co-citation patterns identified by VOSviewer.
It should be noted that while the links in this citation network suggest patterns of citation
by other documents, a comprehensive co-citation analysis will follow later in this document.
For example, “The impact of digital technology and Industry 4.0 on the ripple effect and
supply chain risk analytics” [18]. received a total of 960 citations, yet only 8 of these are
connected to other supply chain cybersecurity articles in Scopus that have ten or more
citations.

Figure 2.2 depicts the normalized citation network of the supply chain cybersecurity
publications. The network showcases key works of Table 2.2, such as those by Ivanov et
al. [18], Ding et al. [17], [16], Muhammad et al. [43], and Mondal et al. [41], as major nodes,
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each highlighted in distinct colors to represent their unique positions and connections in
the research landscape. Notably, the works of Ivanov et al. [18], Ding et al. [17], [16],
Muhammad et al. [43], and Mondal et al. [41] are prominent nodes within the network,
represented in red, dark blue, orange, and yellow respectively.

Simultaneously, the normalization process has highlighted emerging contributions that,
despite their more recent entry into the academic discourse, command significant attention
within their clusters. Such works, including those by Lan et al. [36] and Zhou et al. [68],
represent fresh and influential perspectives, especially in the realms of tracking technology
and industrial systems optimization. Other newly accentuated works, such as those by
Haghighi et al. [30] on intrusion prevention and Mihai et al. [40] on digital twins, articulate
the technological forefront of the cybersecurity dialogue. The node sizes, within their
respective clusters, illuminate these documents’ growing centrality to the discussion, with
the potential to define new directions for research within the cybersecurity landscape.

Table 2.2: Top 10 cited document with the maximum citation values in SC cyber-
security documents

Rank Title of Document Authors Citations Links

1 The impact of digital technology and
Industry 4.0 on the ripple effect and
supply chain risk analytics [18]

Ivanov, D., Dolgui, A.,
Sokolov, B.

960 8

2 A survey on security control and attack
detection for industrial cyber-physical
systems [17]

Ding, D., Han, Q.-
L., Xiang, Y., Ge, X.,
Zhang, X.-M.

702 7

3 Applying blockchain technology to im-
prove agri-food traceability: A review
of development methods, benefits and
challenges [22]

Feng, H., Wang, X.,
Duan, Y., Zhang, J.,
Zhang, X.

438 0

4 A Survey on Model-Based Distributed
Control and Filtering for Industrial
Cyber-Physical Systems [16]

Ding, D., Han, Q.-L.,
Wang, Z., Ge, X.

383 2

5 A Survey of Physics-Based Attack De-
tection in Cyber-Physical Systems [25]

Giraldo, J., Urbina, D.,
Cardenas, A., Sandberg,
H., Candell, R.

288 0

6 The role of Information and Com-
munication Technologies in Healthcare:
taxonomies, perspectives, and chal-
lenges [5]

Aceto, G., Persico, V.,
Pescapé, A.

252 0

7 Secure Surveillance Framework for IoT
Systems Using Probabilistic Image En-
cryption [43]

Muhammad, K., Hamza,
R., Ahmad, J., Wang,
H., Baik, S.W.

244 2

8 Applications of Wireless Sensor Net-
works and Internet of Things Frame-
works in the Industry Revolution 4.0:
A Systematic Literature Review [37]

Majid, M., Habib, S.,
Javed, A.R., Gadekallu,
T.R., Lin, J.C.-W.

235 0

9 Anatomy of Threats to the Internet of
Things [38]

Makhdoom, I., Abol-
hasan, M., Lipman, J.,
Liu, R.P., Ni, W.

234 0
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Table 2.2 continued from previous page

Rank Title of Document Authors Citations Links

10 Blockchain Inspired RFID-Based Infor-
mation Architecture for Food Supply
Chain [41]

Mondal, S., Wijew-
ardena, K.P., Karup-
puswami, S., Kumar,
D., Chahal, P.

231 4

Figure 2.2: Citation network in the field of SC cybersecurity (VOSviewer)

Co-citation

This subsection presents co-citation analysis of publications over the past six years, specif-
ically curated from the Scopus database to uncover the interconnections within the field of
supply chain cybersecurity. The initial VOSviewer search culminated in a corpus of 66403
cited research documents, from which a fractional counting method was applied. The
methodological threshold was meticulously set to a minimum of five citations, narrowing
the dataset to 105 prominently cited documents that form the intellectual backbone of this
analysis.

Table 2.3: Top 10 co-cited document with the maximum TLS values in SC cyber-
security documents

Rank Title of Document Authors Year Citations TLS

1 Deep learning for unsuper-
vised insider threat detection in
structured cybersecurity data
streams [61]

Tuor, A., Kaplan,
S., Hutchinson, B.,
Nichols, N., Robin-
son, S.

2017 14 7
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Table 2.3 continued from previous page

Rank Title of Document Authors Year Citations TLS

2 Lessons from Stuxnet [11] Chen, Thomas M.,
Abu-Nimeh, Saeed

2011 8 7

3 Blockchains and smart contracts
for the internet of things [13]

Christidis K., De-
vetsikiotis M.,

2016 12 6

4 Bridging the gap: a pragmatic ap-
proach to generating insider threat
data [27]

Glasser J., Lin-
dauer B.,

2013 9 6

5 Insider threat detection with deep
neural network [67]

Yuan F., Cao Y.,
Shang Y., Liu Y.,
Tan J., Fang B.,

2018 7 6

6 The impact of digital technology
and industry 4.0 on the ripple ef-
fect and supply chain risk analyt-
ics [18]

Ivanov D., Dolgui
A., Sokolov B.

2019 6 6

7 A dynamic model and an algo-
rithm for short-term supply chain
scheduling in the smart factory in-
dustry 4.0 [34]

Ivanov D., Sokolov
B., Dolgui A.,
Werner F., Ivanova
M.

2016 6 6

8 Deeplog: Anomaly detection
and diagnosis from system logs
through deep learning [20]

Du M., Li F., Zheng
G., Srikumar V.

2017 8 5

9 XGBoost: A scalable tree boosting
system [12]

Chen, T., Guestrin,
C.

2016 7 5

10 Behavioral based insider threat de-
tection using deep learning [45]

Nasir R., Afzal M.,
Latif R., Iqbal W.

2021 7 5

Table 2.3 presents the top ten documents from this group, selected based on the highest
Total Link Strength (TLS) values. This metric measures the strength of a document’s
connections to others within the same citing articles. If ’n’ documents are co-cited by a
single article, each pair’s link strength is calculated as 1/n. The TLS for each document
is the sum of these strengths across all articles where it is cited [55].

Notably, the TLS values differ from the total citation counts. This is because the TLS
only accounts for co-citations within our dataset. For example, the paper by Tuor et al. [61]
has a TLS of 7, despite being cited 14 times. This implies that there are 7 articles that cite
this document but do not cite others from our selected dataset or cite papers with fewer
than five citations, thus not meeting our threshold for analysis.

Figure 2.3 of the co-citation network offers a clear depiction of how these documents
are interrelated. Tuor et al. [61], Glasser et al. [27], and Yuan et al. [67] converge within
a light blue-hued network. The work of Chen et al. [11] emerges as a central node within
the brown cluster, while the contributions of Ivanov et al. [18], [34] form the core of an
orange-colored network. The other top-cited documents manifest their connections within
networks in dark blue, purple, and green.

14



Figure 2.3: Co-citation network in the field of SC cybersecurity (VOSviewer)

2.1.4 Bibliographic coupling

This subsection explores bibliographic coupling among publications focused on supply
chain cybersecurity, drawing from a curated set of 2078 documents indexed in the Scopus
database over the past six years. Employing a fractional counting method, the analysis
identifies strong connections between documents by setting a methodological threshold of
a minimum of 10 citations, narrowing the focus to 447 cited documents.

Table 2.4: Top 10 document with the maximum TLS values in SC cybersecurity
documents

Rank Title of Document Authors Year Citations TLS

1 Digital Supply Chain Twins: Man-
aging the Ripple Effect, Resilience,
and Disruption Risks by Data-
Driven Optimization, Simulation,
and Visibility [33]

Ivanov, D., Dol-
gui, A., Das, A.,
Sokolov, B.

2019 127 59.5

2 The impact of digital technology
and Industry 4.0 on the ripple ef-
fect and supply chain risk analyt-
ics [18]

Ivanov D., Dolgui
A., Sokolov B.

2019 960 55

3 An ISM Modeling of Barriers
for Blockchain/Distributed Ledger
Technology Adoption in Supply
Chains towards Cybersecurity [21]

Etemadi, N., Van
Gelder, P., Strozzi,
F.

2021 39 49

4 A Survey on Digital Twin for
Industrial Internet of Things:
Applications, Technologies and
Tools [66]

Xu, H., Wu, J.,
Pan, Q., Guan, X.,
Guizani, M.

2023 12 47
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Table 2.4 continued from previous page

Rank Title of Document Authors Year Citations TLS

5 Improving supply chain resilience
through industry 4.0: A system-
atic literature review under the im-
pressions of the COVID-19 pan-
demic [58]

Spieske, A., Birkel,
H.

2021 199 41

6 A Survey of Physics-Based Attack
Detection in Cyber-Physical Sys-
tems [26]

Giraldo, J., Urbina,
D., Cardenas, A.,
Sandberg, H., Can-
dell, R.

2018 288 40

7 A Review of Insider Threat De-
tection Approaches With IoT Per-
spective [35]

Kim, A., Oh, J.,
Ryu, J., Lee, K.

2020 44 38.67

8 A survey on security control and
attack detection for industrial
cyber-physical systems [17]

Ding, D., Han, Q.-
L., Xiang, Y., Ge,
X., Zhang, X.-M.

2018 702 38

9 Cyber risk at the edge: current
and future trends on cyber risk
analytics and artificial intelligence
in the industrial internet of things
and industry 4.0 supply chains [53]

Radanliev, P., De
Roure, D., Page,
K., Maddox, L.T.,
Burnap, P.

2020 63 37

10 Managing Disruptions and the
Ripple Effect in Digital Supply
Chains: Empirical Case Stud-
ies [15]

Das, A., Gottlieb,
S., Ivanov, D.

2019 26 35

Table 2.4 highlights the top ten documents ranked by Total Link Strength (TLS). TLS
quantifies the cumulative strength of bibliographic connections between documents, based
on their shared references. In the fractional counting method, the strength of each link
(each shared reference) is divided by the total number of references in the citing document,
ensuring each reference contributes equally, regardless of the overall number of references.

For instance, if two documents, A and B, cite a third document C, and A contains
100 references while B contains 10, the link strength from A to C would be 0.01 (1/100),
and from B to C would be 0.1 (1/10). The TLS value is then the sum of these fractional
values for all documents that a pair of documents co-cites. This metric provides a nor-
malized measure of the intellectual connection between documents, indicating a robust
bibliographic linkage when the TLS is high.

The TLS in this context is the sum of these fractional values for all the documents
that a pair of documents co-cites. It provides a normalized indication of how strongly
two documents are related in terms of their shared intellectual base. The higher the TLS,
the more robust their bibliographic connection is, implying that they draw on similar
foundational research.

Notably, the documents by Ivanov et al. have the highest TLS values. Interestingly,
the document titled “Digital Supply Chain Twins: Managing the Ripple Effect, Resilience,
and Disruption Risks by Data-Driven Optimization, Simulation, and Visibility” [33] has
a TLS of 59.5 and 127 citations, compared to the document titled “The impact of digital
technology and Industry 4.0 on the ripple effect and supply chain risk analytics” [18], which
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has a lower TLS of 55 but a significantly higher citation count of 960. This discrepancy
highlights the varying degrees of bibliographic coupling strength relative to the citation
impact. The document by Xu et al. also stands out with a TLS of 47, despite having only
12 citations, highlighting significant bibliographic connections despite fewer citations [66].

Figure 2.4 displays the bibliographic coupling network of the largest connected dataset,
which includes 384 documents. The network prominently features documents by Ivanov
et al., notably highlighted within an orange cluster. Additionally, key works by Spieske
et al. [58], Radanliev et al. [53], and Das et al. [15] also form integral parts of this core
orange cluster. Furthermore, documents by Etemadi et al. [21], Xu et al. [66], Giraldo et
al. [26], Kim et al. [35], and Ding et al. [17] establish central nodes in the network, each
distinctly color-coded in purple, light orange, red, light green, and light purple, respectively.
This configuration visually represents the strong bibliographic ties and shared research
foundations within the field of supply chain cybersecurity.

Figure 2.4: Bibliographic coupling network in the field of SC cybersecurity
(VOSviewer)

2.1.5 Co-occurrence analysis

This section gives details of the analyses carried out on the co-occurrences of various
keywords mentioned in the articles.

Author keywords analysis

A crucial aspect of bibliometric studies involves examining the co-occurrence of author
keywords in the literature, which helps to identify the most focal themes within a research
domain.

VOSviewer yielded a total of 5025 such keywords. To ensure a focused examination,
a minimum occurrence threshold of 10 was applied, resulting in a list of 102 keywords
with the most significant interrelationships. Fractional counting was utilized to weigh
the co-occurrences, thereby equitably distributing emphasis across all contributing papers
regardless of the number of keywords they contained.

The outcome of this analysis is presented in Table 2.5, displaying the top 15 author
keywords arranged by their total link strength (TLS), a metric indicative of the keyword’s
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Rank Keyword Occurences TLS
1 Cybersecurity 237 205
2 Machine Learning 224 202
3 Security 138 123
4 Cyber Security 122 105
5 Blockchain 113 102
6 Internet of Things 118 102
7 Anomaly Detection 118 102
8 Deep Learning 106 92
9 IoT 99 88
10 Threat Detection 105 87
12 Intrusion Detection 75 66
12 Industry 4.0 74 64
13 Network Security 61 50
14 Artificial Intelligence 57 49
15 Industrial Control Systems 49 46

Table 2.5: The top 15 keywords with the maximum occurrence values for author
keywords.

centrality within the network. TLS values were calculated by summing the strengths of a
keyword’s link with all other interlinked terms.

This subsection presents a co-occurrence analysis of keywords cited by authors in cy-
bersecurity research publications over the past six years. The search identified a corpus
of 5025 author keywords from relevant research articles. To discern patterns and trends
within this extensive dataset, a fractional counting method was employed, with a minimum
occurrence threshold set at 10 for each keyword. This criterion was met by 102 keywords,
indicating a concentrated focus on a subset of terms within the broader topic of supply
chain cybersecurity.

Table 2.5 captures the essence of this research focus, presenting the top 15 keywords
with the highest occurrence values. These terms represent the nexus of the discussion in
supply chain cybersecurity literature. Notably, “Cybersecurity”, “Security”, and “Cyber Se-
curity” are omnipresent and expected terms within the research ambit. The term “Machine
Learning” emerged as a central node, it boasts 224 occurrences, indicating its sheer volume
in the literature, while its TLS of 202 reveals its interconnectedness with other research
themes.

The computation of link strengths employs a fractional method where the intercon-
nectivity between co-occurring keywords within an article is valued proportionally. For
example, if ten keywords are interlinked within a publication, each pair’s link strength is
calculated as 1/10. The Total Link Strength (TLS) is reflective of the accumulated sum
of such proportional link strengths across all articles, and it invariably materializes as a
whole number. This happens because the aggregate of fractional link strengths for any
keyword within an article always equals one, and thus the TLS becomes equivalent to the
count of articles wherein the keyword is featured [55].

The curated list of 15 keywords delineates the thematic cores of the surveyed articles,
with a notable emphasis on the detection and response to anomalies, threats, and intru-
sions through the application of machine learning, deep learning, and artificial intelligence
technologies.

Figure 2.5, illustrates the co-occurrence network derived from this analysis, with author-
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defined cybersecurity keywords forming distinct clusters. For example, “Machine Learning”,
“Classification”, “Malware Detection”, “Honeypot”, and “Data Mining” clusters within the
network, are highlighted in orange. Meanwhile, “Cybersecurity”, “Threat Detection”, “Net-
work Security”, “Vulnerabilities” and “Artificial Intelligence” are the key terms of the purple
network. Finally, the red network includes “Security”, “Blockchain”, “Information Security”,
“Internet of Things”, “Supply Chain”, “Big Data”, “Risk Management”, “Monitoring” and
more.

Figure 2.5: Co-occurrence network of author keywords in the field of SC cyberse-
curity (VOSviewer)

All keywords analysis

This subsection delves into the co-occurrence analysis of all keywords identified by VOSviewer
from cybersecurity research publications over the past six years. The search amassed a to-
tal of 11982 keywords. Analyzed using the fractional counting method with a threshold
set at a minimum of 10 occurrences per keyword, a filtered list of 438 keywords met this
specified criterion. The top 15 keywords, distinguished by occurrence, are delineated in
Table 2.6, illustrating the focal points within supply chain cybersecurity literature.

The findings reveal a shift in maximum co-occurrence values when the entire spectrum
of identified keywords is considered. “Network Security” surfaced with 710 occurrences, in-
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Rank Keyword Occurences TLS
1 Network Security 710 707
2 Cybersecurity 544 543
3 Cyber Security 472 468
4 Internet of Things 434 432
5 Threat Detection 295 295
6 Machine Learning 293 292
7 Intrusion Detection 248 248
8 Learning Systems 201 201
9 Computer Crime 196 196
10 Cyber-attacks 194 194
12 Deep Learning 192 190
12 Embedded Systems 185 185
13 Supply Chains 183 183
14 Anomaly Detection 179 176
15 Information Management 175 175

Table 2.6: The top 15 keywords with the maximum occurrence values for all Key-
words.

terlinking with 437 other keywords, accruing a TLS of 707. This TLS value is an aggregate
of occurrences with each interrelated keyword that meets the occurrence threshold. Fol-
lowing this are the closely related “Cybersecurity” and “Cyber Security,” then “Internet of
Things”, “Threat Detection”, and “Machine Learning”—the latter of which was previously
ranked second in the author keyword analysis. Newly emerging terms include “Learning
Systems”, “Computer Crime”, “Cyber-attacks”, “Embedded Systems”, “Supply Chain”, and
“Information Management”, signaling an expansion of research interests.

There is a general trend observed where a higher frequency of occurrences is usually
associated with an elevated TLS, indicating not only frequent mention but also extensive
cross-connectivity within the body of literature.

Figure 2.6 offers a visual mapping of the keyword co-occurrence network, illustrating
robust connections. “Network Security” is pivotal in a purple cluster, strongly associated
with “Malware”, “Cyber Threat”, and “Cybersecurity”. In the green cluster, the interde-
pendencies of “Threat Detection”, “Anomaly detection”, “Intrusion Detection” “Machine
Learning”, “Deep Learning”, and “Learning Algorithms” are prominent. A red cluster high-
lights the interlinkage of “Internet of Things”, “Industry 4.0”, “Information Management”,
“Security”, “Cryptography”, and “Blockchain”. The blue network, with smaller nodes, en-
compasses lesser-cited yet significant terms like “Industrial Control Systems”, “Embedded
Systems”, “Cyber-attacks”, “Computer Crime”, and “Cyber-Physical Systems”. Finally, the
yellow network, characterized by its smaller nodes, presents a cluster of terms such as “Sup-
ply Chains”, “Risk Management’ ”, “Risk Assessment”, and “Decision Making”, suggesting
a less central but still relevant set of themes within the field.

The spread of keywords reveals the complexity and multifaceted nature of supply chain
cybersecurity research, with a significant focus on technology-driven security measures,
threat identification, and management strategies.

20



Figure 2.6: Co-occurrence network of all keywords in the field of SC cybersecurity
(VOSviewer)

2.1.6 Conclusion

In constructing the literature review for this thesis, a rigorous bibliometric analysis was
conducted to identify pivotal studies that encapsulate the multifaceted nature of supply
chain cybersecurity.

Three documents emerged uniquely in response to a query centered on the inclusion
of generative AI as a keyword (Q5 in Table 2.1), underscoring the niche application of
generative AI and sophisticated machine learning paradigms in cybersecurity. Due to their
specific focus and limited number, these documents were exempt from further selection
criteria:

1. Wang et al.’s study on an insider threat detection framework harnessing digital twin
technology and deep learning highlights innovative approaches to identifying internal
security risks, which is crucial for safeguarding supply chain integrity [64].

2. FERRAG et al.’s exploration into the use of language models for IoT security em-
phasizes the transformative potential of AI in reinforcing data privacy and protection
within the Internet of Things, a domain critical to supply chain security [23].

3. Alwahedi et al.’s comprehensive review of machine learning applications in IoT se-
curity provides foresight into the integration of generative AI with large language
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models, charting the trajectory for future cybersecurity measures within supply chain
systems [7].

Furthermore, the following documents have been selected for their scholarly significance
as indicated by citation counts, bibliographic coupling, and co-citation metrics, reflecting
their impact and pertinence.

In the domain of supply chain management, particularly concerning the integration of
digital technology and Industry 4.0, the work of Ivanov et al., titled “The Impact of Digital
Technology and Industry 4.0 on the Ripple Effect and Supply Chain Risk Analytics” [18]
emerges as preeminent, securing the leading position in citation frequency, ranking sixth
in co-citation, and second in bibliographic coupling. This document is instrumental in
delineating the effects of digital advancements on supply chain vulnerabilities and the
strategic management of associated risks.

Furthermore, Ivanov et al. contribute another foundational piece, “Digital Supply
Chain Twins: Managing the Ripple Effect, Resilience, and Disruption Risks by Data-Driven
Optimization, Simulation, and Visibility” which stands at the forefront of bibliographic
coupling. This study delves into the utilization of digital twin technology, underscoring its
significance in the real-time management and mitigation of supply chain disruptions.

The systematic review by Spieske et al., “Improving Supply Chain Resilience Through
Industry 4.0: A Systematic Literature Review Under the Impressions of the COVID-19
Pandemic” [58] claims the fifth place in bibliographic coupling. The paper “Cyber Risk at
the Edge: Current and Future Trends on Cyber Risk Analytics and Artificial Intelligence
in the Industrial Internet of Things and Industry 4.0 Supply Chains” by Radanliev et
al. positioned ninth in bibliographic coupling. It casts light on the evolving landscape of
cyber risk analytics and the application of artificial intelligence at the edge of industrial
IoT networks.

The research by Das et al., encapsulated in “Managing Disruptions and the Ripple Ef-
fect in Digital Supply Chains: Empirical Case Studies” [15] is recognized for its empirical
contribution, placing tenth in bibliographic coupling. The document provides pragmatic
insights into disruption management strategies within digital supply chains, offering em-
pirical validation to the theoretical discourse.

Lastly, Mihai’s comprehensive survey “Digital Twins: A Survey on Enabling Technolo-
gies, Challenges, Trends and Future Prospects” [40] garners attention through the citation
analysis normalization process. This paper’s enhanced visibility post-normalization under-
scores the burgeoning interest in digital twins and their transformative potential in supply
chain cybersecurity.

The selected corpus deliver a thorough examination of critical themes such as AI’s role
in cybersecurity and strategies for managing supply chain risks and disruptions. The inclu-
sion of these documents ensures that the thesis is anchored in reputable and authoritative
scholarly work.

2.2 Key Takeaways in Cyber Supply Chain Management

Today and looking at the near future,
the SC will be as good as the digital
technology behind it.

Ivanov [33]

Before the COVID-19 pandemic in early 2020, supply chains (SCs) were already deal-
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ing with challenges due to complex global setups and disruptions from natural disasters
and political changes. The pandemic, however, exposed the vulnerabilities of SCs more
dramatically than any previous event, affecting everything from supplier delays to unpre-
dictable consumer demands and even full shutdowns of manufacturing due to strict health
regulations [28, 52, 32]. The negative effects of these supply chain disruptions (SCDs) are
severe, significantly harming overall corporate performance. They can lead to decreased
sales and market share, lowered service quality, delays in delivery, and damaged reputation.
As a response, there has been an increasing focus on strengthening supply chain resilience
(SCRES), which seeks to quickly recover from such disruptions and, ideally, improve the
supply chain’s original performance [58].

Resilience is defined in the NIST Special Publication NIST SP 800-161r1, “Cyberse-
curity Supply Chain Risk Management Practices for Systems and Organizations” as the
capacity of a product, service, or supply chain to ensure an organization’s ability to antic-
ipate, prepare for, respond to, and recover from significant disruptions. This includes the
ability to endure and rebound from intentional attacks, accidents, or natural threats and
incidents [10].

2.2.1 Enhancing Cybersecurity in Supply Chain Management Through
Generative AI

The utilization of Generative AI in cyber supply chain management, particularly in en-
hancing cybersecurity, is explored through a review of the three scholarly articles. These
documents were specifically identified in response to a search query that included gener-
ative AI as a keyword (Q5 in Table 2.1). Each paper provides unique insights into the
integration of Generative AI with current cybersecurity frameworks and highlights the
potential for future advancements in this field.

In “DTITD: An Intelligent Insider Threat Detection Framework Based on Digital Twin
and Self-Attention Based Deep Learning Models” by Wang et al., Generative AI, notably
the Generative Pre-trained Transformer 2 (GPT-2), plays a pivotal role in augmenting
cybersecurity measures. GPT-2 enhances insider threat detection systems by generating
additional data to balance datasets, thus allowing for a more comprehensive understanding
of insider threats. This model, in conjunction with BERT and DistilledTrans, improves the
detection of anomalous patterns in user behavior, indicating potential security risks [64].

Another study, “Revolutionizing Cyber Threat Detection With Large Language Mod-
els: A Privacy-Preserving BERT-Based Lightweight Model for IoT/IIoT Devices” by Ferrag
et al., employs Generative AI in the SecurityBERT architecture. This system leverages
Transformer-based Large Language Models (LLMs) to analyze both structured and un-
structured network data for security threats within IoT networks. Incorporating advanced
encoding methods such as Privacy-Preserving Fixed-Length Encoding (PPFLE) and Byte-
level Byte-Pair Encoding (BBPE), SecurityBERT processes sensitive data securely and
efficiently, demonstrating superior accuracy and efficiency over traditional machine learn-
ing approaches in cyber threat detection [23].

Lastly, the article “Machine Learning Techniques for IoT Security: Current Research
and Future Vision with Generative AI and Large Language Models” by Alwahedi et al. pri-
marily discusses the use of Machine Learning (ML) in securing Internet of Things (IoT) en-
vironments through Intrusion Detection Systems (IDSs). It also speculates on the potential
future applications of Generative AI and large language models in advancing cybersecurity
measures in these environments [7].

These studies highlight the transformative potential of Generative AI in cybersecurity
within the supply chain, showcasing its capability to enhance data quality, improve threat
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detection accuracy, and ensure secure data processing. The integration of these advanced
AI models into cybersecurity frameworks presents a promising avenue for addressing the
complex challenges of modern cybersecurity landscapes.

2.2.2 Managing Supply Chain Disruptions

In the study titled “Managing Disruptions and the Ripple Effect in Digital Supply Chains:
Empirical Case Studies” by Das et al. [15], a survey highlighted significant concerns in
supply chain management, focusing mainly on external and supplier risks. External risks
mentioned include natural disasters such as fires and floods, severe weather affecting in-
frastructure, political instability, terrorism, and earthquakes at supplier locations.

The survey found that five out of nine companies were worried about supplier issues,
such as changes in product quality or financial instability of suppliers. Other concerns
raised included logistical problems during transport to sites or external warehouses, under-
estimated customer demand, and delays caused by machinery failures, production capacity
issues, and heavy reliance on ocean freight. Respondents almost unanimously stated that
disruptions in suppliers and demand directly caused interruptions in production capacity
and consequently in deliveries to customers.

Participants were also asked about measures to prevent the ripple and bullwhip effects,
particularly regarding the integration of suppliers into their risk management systems or
the establishment of a risk management system with their suppliers. The risk manager
from a company noted that they focus only on risks affecting their direct (first-tier) suppli-
ers, as the next supplier level (second-tier) is often unknown, not disclosed by the first-tier
suppliers, or not recorded in their system. He explained that monitoring all value-added
levels is beyond their resources and that their purchasing conditions require first-tier sup-
pliers to establish their own risk management systems. Moreover, he emphasized that
taking over the risk management for suppliers would remove their accountability for any
disruptions affecting production.

All respondents reported experiencing disruptions related to suppliers, production ca-
pacity, logistics, and demand, often with significant impacts. The study pointed out that
responses did not specifically mention information disruptions or the ripple effects in supply
chains. Additional problems included unexpected events like force majeure, tax changes,
and regulatory shifts. The main causes of these disruptions were identified as dependence
on a single supplier, insufficient production buffers, and poor visibility of data. More-
over, complex product specifications and changing customer requirements were also cited
as reasons for product and technology disruptions. The risk manager also highlighted that
not every component is equally critical in production, and risk management should focus
particularly on supply-relevant components [15].

2.2.3 Technological Innovations in Supply Chain Resilience

The four-phase framework of Supply Chain Resilience (SCRES), developed by Hohenstein
et al. [31], outlines the essential steps for managing disruptions in supply chains. The first
phase, Readiness, involves preparing and setting up measures that help reduce the chance
of disruptions and lessen their impacts. The next phase, Response, requires immediate ac-
tion when a disruption is detected to minimize negative effects and stabilize the situation.
The Recovery phase focuses on efforts to bring the supply chain back to its original perfor-
mance level, addressing any lingering effects of the disruption. The final phase, Growth,
aims to improve the supply chain’s performance beyond its state before the disruption
by incorporating lessons learned and adopting innovative practices, thus building a more
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resilient and competitive system. Most research on SCRES has traditionally emphasized
the response phase, with less attention paid to the readiness and growth phases. However,
the emergence of Industry 4.0 technologies has shifted focus toward the readiness phase,
enabling more proactive strategies through advanced predictive analytics that offer insights
into near-future scenarios [58].

The literature by Ivanov et al. on the impact of digital technology and Industry 4.0 on
supply chain risk analytics and ripple effect reveals how proactive measures in SCM are sig-
nificantly enhanced by these technologies. Their findings suggest that digital advancements
increase demand responsiveness and capacity flexibility, potentially reducing the need for
risk mitigation inventory, thus diminishing the ripple effect. Specifically, advancements in
additive manufacturing contribute to shortened lead times, thereby optimizing inventory
management practices. Furthermore, Industry 4.0 technologies, alongside Big Data Ana-
lytics (BDA) and Tracking and Tracing (T&T) systems, enhance the strategic planning of
risk management infrastructures and enable a dynamic reconfiguration of resources during
recovery stages.

During the reactive phase, these technologies facilitate unprecedented levels of data
coordination and supply chain visibility, which are crucial for the effective activation and
simulation of recovery policies. This enhancement in supply chain visibility allows for
quicker deployment and more effective implementation of contingency plans developed
during proactive stages. BDA, advanced T&T systems, and blockchain technology, in
particular, are instrumental in tracing the origins of disruptions, observing disruption
propagation (i.e., the ripple effect), and selecting stabilization actions based on a detailed
understanding of available capacities and inventories [18].

The integration of digital technologies extends beyond manufacturing to include sup-
plier networks, customer networks, and logistics service providers, aiming to enhance the
overall flexibility of the supply chain in the face of disruptions. This comprehensive ap-
plication underscores the importance of risk management across all supply chain actors,
particularly in response to frequent incidents such as natural disasters or supplier disrup-
tions. Understanding the sources and management processes of risks is crucial to harnessing
the full potential of digital technologies [33].

However, the application of these technologies also introduces new challenges and risks.
The use of Industry 4.0 and additive manufacturing can increase exposure to external risks
due to the complexity they introduce, and while they reduce time and demand risks due to
enhanced flexibility and shorter lead times, they also raise supply risks in scenarios where
disruptions occur upstream and no intermediate inventory exists. The delivery process
risks are also influenced by the capabilities of BDA to enhance supply chain visibility and
forecast accuracy, thereby reducing demand risks and improving contingency plan quality,
but increasing time risks due to heightened coordination complexity.

Digital technologies, particularly blockchain, can also play a pivotal role in reducing
inefficiencies in risk management strategies by creating records of activities and data nec-
essary for synchronized contingency planning. Moreover, decentralized control principles
inherent in Industry 4.0 systems allow for a diversification of risks and a reduction in
the need for structural supply chain redundancy through enhanced manufacturing flexibil-
ity [18].

The study by Das et al. categorically explores various digital technologies, evaluating
their utility and implementation costs as rated by participants. BDA, Enterprise Resource
Planning (ERP) systems, and tracking and tracing systems are highlighted as highly uti-
lized across the companies surveyed, with BDA and ERP noted for their critical roles in
strategic risk reduction and operational performance optimization. Industry 4.0 technolo-
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gies and additive manufacturing, while not as widely adopted, are recognized for their
potential to improve flexibility and reduce lead times, thereby enhancing supply chain
responsiveness and reducing risk [15].

Additionally, the integration of these technologies facilitates significant improvements
in real-time monitoring and supply chain visibility, which are paramount during both
proactive and reactive phases of disruption management. For instance, advanced T&T
systems combined with ERP systems bolster real-time data collection, crucial for managing
disruptions effectively. The literature further underscores the utility of digital technologies
in fostering a more resilient supply chain, particularly through their ability to enhance
decision-making capabilities, support contingency planning, and facilitate rapid recovery
from disruptions [15].

The literature indicates that designing a more resilient supply chain through these
technologies is feasible, although it comes with increased information, external and supplier
risks.

2.2.4 Advancements and Challenges in Digital Twin Technology for Sup-
ply Chain Management

In the evolving landscape of supply chain management (SCM), integrating analytics al-
gorithms with optimization and simulation modeling is increasingly vital for competitive
advantage. These technologies are transforming supply chains from fixed, physical systems
into dynamic networks where firms dynamically allocate processes like supply, manufac-
turing, logistics, and sales.

The fusion of simulation and optimization allows for network optimization to minimize
costs and enables dynamic policy analysis through simulation. This integrated approach
is gaining popularity among supply chain managers for its enhanced decision-making ca-
pabilities.

A typical supply chain simulation-optimization model incorporates various elements for
risk analysis, including GIS for site placement, and operational parameters like inventory
control and production scheduling. These models can simulate disruptions using probabil-
ity distributions and customize recovery strategies, providing a comprehensive view of the
supply chain’s health, which surpasses traditional models focused on single metrics.

Digital twins, as an extension of these models, mirror the physical supply chain in
real-time, offering advanced risk analysis and operational management. They can quickly
adapt to disruptions, testing recovery policies and adjusting contingency plans efficiently.
The outputs from a digital twin can integrate with ERP systems or business intelligence
tools to analyze disruption impacts and enhance operational performance [33].

In Mihai’s study “Digital Twins: A Survey on Enabling Technologies, Challenges,
Trends and Future Prospects”, significant insights into digital twin technology are dis-
cussed, including the high costs and multidisciplinary nature of digital twins which com-
plicate ROI calculations. The study also addresses the ethical and data quality challenges
as digital twins expand into socio-technical systems. It emphasizes the importance of
standardization and data security within digital twin ecosystems to ensure robust data
governance and system integrity [40].

2.2.5 Review of NIST Guidelines for Cybersecurity Supply Chain Risk
Management

The NIST Special Publication on Cybersecurity Supply Chain Risk Management Practices
for Systems and Organizations provides an in-depth framework for enhancing cybersecu-
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rity measures across supply chains. The document presents a well-structured approach to
managing cybersecurity supply chain risks. It emphasizes the need to integrate C-SCRM
across different levels of an organization and establish a formal program to effectively
manage critical products, services, and suppliers. The publication emphasizes the impor-
tance of enterprises achieving a foundational level of maturity in key C-SCRM practices,
as outlined in NIST standards, before progressing to more sophisticated capabilities. It
advocates for adapting these practices to the specific context of the enterprise, such as
risk profiles and available resources, to enhance the management of potential cybersecurity
threats effectively.

Key practices highlighted include a thorough understanding of the enterprise’s supply
chain, close collaboration with critical suppliers, and the inclusion of these suppliers in
resilience and improvement initiatives.

Additionally, the document discusses sustaining and enhancing practices that build
upon the foundational ones. These practices involve establishing a threat-informed security
program, utilizing third-party assessments to evaluate the security capabilities of critical
suppliers, and continuous monitoring of the supply chain for changes in the risk profile. A
formalized information-sharing function with other agencies and entities is recommended
to enhance the enterprise’s insights into threats and risks across the supply chain.

2.3 Conclusion

In the pursuit of enhancing supply chain resilience through cybersecurity, foundational
practices identified by NIST provide a robust framework for addressing various supply chain
vulnerabilities. Key practices underscore the necessity for a comprehensive understanding
of the enterprise’s supply chain, fostering close collaborations with critical suppliers, and
actively involving these suppliers in resilience and improvement initiatives. This approach
is crucial as it addresses multifaceted risks associated with information security, external
threats, and supplier dependencies.

Furthermore, the literature reviewed indicates that designing a more resilient supply
chain through these technologies is feasible, although it comes with increased information,
external and supplier risk.

Based on the aforementioned considerations, this study intends to focus on the following
foundational practices from NIST in my forthcoming research:

1. “Establish and begin using supplier risk-assessment processes on a prioritized basis
(inclusive of criticality analysis, threat analysis, and vulnerability analysis) after the
[FIPS 199] impact level has been defined.” [10]

2. “Establish internal processes to validate that suppliers and service providers actively
identify and disclose vulnerabilities in their products.” [10]

N-tier supplier concentration significantly affects the resilience of supply chains. Up
to 90% of critical nodes are found among N-tier suppliers, who remain mostly hidden due
to limited visibility. This lack of transparency makes identifying and reducing risks more
difficult both in the short and long term. N-tier visibility is crucial for mitigating struc-
tural risks by understanding supplier dependencies and developing alternative suppliers. It
also enables broader visibility into high-risk suppliers, assesses risks based on geographic
locations, ensures legal compliance by uncovering areas of non-compliance within the sup-
plier network, and enhances crisis response capabilities by monitoring key N-tier suppliers
for disruptions. Understanding the maturity of suppliers is essential to tailor engagements
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effectively and to identify latent risks or weaknesses within the supply chain network,
facilitating transparency and swift, informed decision-making to mitigate risks [4].

The proposed solution involves developing a Generative AI Multi-Agent System de-
signed to automate and enhance the N-tier mapping process through specific agent roles
such as data collection, risk assessment, and compliance monitoring. The next steps in
the research will involve defining and detailing the supplier N-tier process and integrating
generative AI agents into this process.
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Chapter 3

Enhancing Supply Chain Resilience
through N-tier Mapping and
Generative AI Integration

Supply chain resilience is the ability of a company’s end-to-end supply chain to proac-
tively sense, absorb, adapt to, and recover from disruptions. In the field of organizational
resilience, having intelligent visibility is crucial. Firms with superior visibility are bet-
ter prepared to withstand a variety of disruptions. Intelligent visibility encompasses both
structural and dynamic visibility. Structural visibility can be likened to an X-ray, providing
a static image of operations, while dynamic visibility is akin to a video, offering real-time
monitoring and response capabilities.

One core requirement to establish resilience is the development of structural visibility.
It reveals a company’s operational state at a specific moment or over a period, aiding
in identifying concealed issues. It encompasses conventional activities such as network
mapping, risk assessment, network evaluations, and modeling [3].

Focusing on operational risk identification, the key to resilience is managing risk proac-
tively. Companies can enhance their resilience by following a three-step process: initially
assessing the current maturity level of their supply chain, subsequently creating a digital
twin, and ultimately conducting resilience stress tests to determine a resilience score for
their supplier network.

The literature review has already highlighted the importance of digital twins, which
are instrumental for companies to establish a foundational level of structural visibility.
By replicating the typical functions of a supply chain, a digital twin allows a company to
employ advanced analytics to simulate and model scenarios of supply chain performance,
as well as to conduct stress tests for risks and vulnerabilities. When creating a digital
twin it is essential to include all known suppliers from Tier 1 to Tier N. Conducting a
comprehensive N-tier mapping is a pivotal step, as it discloses the layers of suppliers and
the materials they supply.

3.1 Enhancing Visibility through N-tier Mapping Processes

Creating visibility over the entire N-tier supply chain is crucial, as it allows organizations
to identify potential bottlenecks and implement suitable measures to address them by un-
derstanding supplier concentration, single-sourcing, and dependencies and it also enhances
visibility into high-risk suppliers and ESG impacts. It ensures legal compliance by un-
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covering non-compliance areas and adhering to new regulations. Moreover, it improves
crisis response capabilities by ongoing monitoring key N-tier suppliers for disruptions and
generating reports on GHG emissions and ESG risk baselines. Tailoring improvement en-
gagement is facilitated by understanding the maturity of suppliers within the network.
N-tier supply chain mapping can be executed through different approaches, each with
its characteristics and challenges: questionnaire-driven, shipment data-driven and public
data-driven methods.

3.1.1 Questionnaire-driven method

The questionnaire-driven method is a structured process that involves the identification
of Tier 1-2 suppliers, followed by the distribution of detailed questionnaires. Once the
responses are collected and analyzed, Tier 3 + N-tier suppliers are identified and mapped.
The process then continues the N-tier mapping with further questionnaires and ends with
the establishment of ongoing risk monitoring. Key inputs include Tier 1-2 supplier loca-
tions, internal manufacturing and logistics sites, supply paths, BoM data, and purchase
orders and invoices. The outcome is a comprehensive mapping of the supply chain up to
the N-tier level, providing live risk monitoring at both the supplier and material levels,
including indirect Tier 1 suppliers. The method is acclaimed for its high accuracy and
the ability to uncover physical locations and establish mapping at the material/SKU level.
However, these benefits come at a cost, including the extensive time required to complete
the process, low automation, and a generally low response rate without thorough supplier
education. The timeline largely depends on supplier response time.

3.1.2 Shipment data-driven method

The shipment data-driven method begins by prioritizing categories and Tier 1 suppliers,
creating a list of suppliers per category for discovery. Next, a list of Tier 1 suppliers,
including material delivered and supplementary data, is compiled for each category and
sent to an external analyst partner. The third-party partner then conducts Tier 2 discov-
ery. Following this, validation and any necessary additional research are performed. The
review and validation of Tier 2 results are conducted in-house using market and supply
chain information. Subsequently, the third-party partner refines Tier 2 and proceeds with
Tier 3 discovery. This step is followed by a final review and in-house validation, ensuring
completeness, fine-tuning, and accuracy of the results. Finally, the validated data is up-
loaded to a risk and alerts platform. This balanced approach, which combines manual and
automated methods, ensures accuracy and speed and includes the identification of physical
supplier locations. However, it is limited to direct suppliers and requires comprehensive
knowledge of the value chain. The process provides N-tier mapping for selected categories,
logistics flow identification, and live risk monitoring at the material level.

3.1.3 Public data-driven method

The public data-driven method primarily utilizes publicly available data. It starts by
prioritizing categories and Tier 1 suppliers, creating a list of suppliers per category for
discovery. A third-party partner then undertakes a comprehensive N-tier discovery using
public records data partners. This is followed by in-house data cleansing. Subsequently, a
final in-house review and validation are conducted to ensure completeness, fine-tuning, and
accuracy of the results. The validated data is then uploaded to a risk and alerts platform.
This highly automated and efficient process can identify both direct and indirect suppliers
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and detect sanctioned entities. However, it is limited to legal entities and headquarters
levels only, and does not provide insights into physical sites.

As previously highlighted, the questionnaire-driven approach remains distinctive among
mapping methods due to its accuracy and comprehensive detail. However, despite its pre-
cision, this approach faces notable challenges in efficiency, primarily caused by the signif-
icant time required for supplier education and data collection. Moreover, its dependency
on manual processes leads to minimal automation, hindering the efficient implementation
and updating of N-tier mapping, thereby limiting the overall effectiveness of this method.

3.1.4 Integration of N-tier Supply Chain Mapping Approaches

Figure 3.1: Overview of the N-tier mapping process. Own illustration.

To capitalize on the inherent strengths of these approaches while addressing their limi-
tations, this study aims to develop a multi-agent system that combines the questionnaire-
driven, shipment data-driven, and public data-driven approaches, leveraging generative AI
capabilities to automate the process. This system will focus on automating data collection,
enhancing response rates, and expediting questionnaire analysis, particularly within the
questionnaire-driven methodology. By integrating these approaches, the aim is to create a
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highly efficient and precise N-tier mapping process.
The process of N-tier mapping involves systematically collecting, analyzing, and visu-

alizing supply chain data through several critical steps, as illustrated in Figure 3.1. Later
in this chapter, we will delve into some steps in more detail.

Initially, the process requires the identification and prioritization of key components and
suppliers critical to the supply chain. This prioritization ensures that efforts are focused
on the most significant areas.

Following the prioritization, an internal data availability assessment is conducted. This
assessment involves reviewing the existing organizational data to ascertain what informa-
tion is already available and identifying any data gaps.

Suppliers are then categorized into three groups: those with sufficient in-house data,
those willing to share their data, and those unwilling to share data, including non-respondents.
This categorization helps streamline subsequent data analysis efforts.

To supplement the internal data, questionnaires are distributed to the suppliers. These
questionnaires are designed to collect specific information not available internally. Later
in this chapter, we will delve into this step in more detail.

The next phase involves a thorough analysis of the collected data to identify N-tier
suppliers and potential risks within the supply chain. This analysis is further enriched by
integrating transport data from external sources, which provides additional context and
addresses gaps that internal data and supplier responses may not cover. Later in this
chapter, we will delve into this step in more detail.

To address any remaining knowledge gaps, the process incorporates both public and
private data from external databases and resources. This data is then combined into a
bespoke database, which serves as a foundation for in-depth analysis. This holistic strat-
egy guarantees a more thorough and precise comprehension of the supply chain dynamics,
leveraging multiple data sources to construct a singular, comprehensive repository for anal-
ysis.

Finally, the analyzed data is visualized in an N-tier mapping, illustrating the complex
relationships and dependencies across different tiers of suppliers. This visualization is
crucial for stakeholders to comprehend the intricacies of the supply chain effectively.

Within the step of sending out questionnaires Figure 3.1, the subsequent process in-
volves the utilization of a pre-established list of prioritized suppliers and materials cate-
gorized for discovery. The approach commences with gathering Tier 1 data by conducting
thorough research on supplier names, locations, and products, which results in a structured
approach for supplier engagement. Following this, a questionnaire is created, involving the
generation, refinement, and completion of a pilot questionnaire, yielding a validated survey
template ready for supplier engagement.

The next phase involves engaging Tier 1 and Tier 2 suppliers by initially dispatching
questionnaires to Tier 1 suppliers while preparing for engagement with Tier 2 suppliers.
This step results in the collection of Tier 2 and subsequent Tier data, along with confir-
mation of Tier 2 engagement readiness. After collecting the data, it is analyzed to identify
gaps and acquire Tier 2 discovery information, leading to enhanced insights and a refined
template for Tier 2 suppliers. Surveys are then issued to Tier 2 suppliers, replicating the
analysis process previously conducted for Tier 1 suppliers, culminating in the acquisition
of Tier 3 and subsequent Tier data. The final step in this series involves the verification,
unification, and preparation of questionnaire data for shipment data enrichment.

The enrichment of supplier findings is supplemented by transport data and market re-
search. This process begins with filling product knowledge gaps through external research
and validating the list of critical subcomponents with the client. Afterward, a thorough
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overview of the subcomponents market is developed, detailing suppliers and main ex-
port countries. The identification of UNSPSC codes for the subcomponents within the
scope follows, along with the selection of N-tier components/materials for further research.
Unstructured transport data is then collected from an external partner, cleansed, and
transformed. This data is filtered based on predefined criteria and validated for complete-
ness using market overview information. The results are then validated with the client,
and the analysis is fine-tuned based on client feedback. The outcome of this process is a
comprehensive overview of the N-tier components market.

3.2 Strategic Integration of LLMs in N-tier Process Opti-
mization

The intricate process of N-tier mapping underscores the necessity for advancements in
Large Language Models (LLMs). Currently, LLMs are primarily utilized in zero-shot
mode, generating output sequentially without the opportunity for revision. This method
is analogous to asking someone to compose an essay without the ability to backtrack,
aiming for a high-quality result. Despite this challenge, LLMs perform remarkably well.
However, an agent workflow introduces the concept of iteration, enabling the LLM to
revisit and refine its output multiple times. Through this iterative workflow, AI can achieve
significantly improved results compared to a single-pass approach [46].

Before delving into specific patterns, it is essential to understand the common ele-
ments utilized across these designs. One fundamental component in building agents is the
prompting techniques applied to the language model. The typical method for creating
prompts involves incorporating intermediate reasoning steps, known as Chain of Thought
(CoT) prompting. This technique allows the model to solve complex problems incre-
mentally, generating more accurate answers compared to zero-shot prompting. Another
technique, Reasoning and Acting (ReAct) prompting, extends CoT by including actionable
steps within an environment [57].

Further techniques, such as self-reflection, introduce verbal reinforcement to the model,
encouraging self-assessment of previous steps and enhancing the model’s ability to gener-
ate accurate responses [47, 57]. Additionally, tool use empowers LLMs to leverage ex-
ternal resources, enhancing their functional capabilities and effectiveness in diverse envi-
ronments [48, 57]. The use of personas in initial prompts also helps maintain focus on
specific problem domains, improving the quality of the generated output. For maintaining
contextual coherence and enhancing learning from interactions memory capabilities, both
short-term and long-term, are crucial. Furthermore, Finite State Machines (FSM) provide
a computational model for designing and analyzing agent behaviors, allowing transitions
between states based on previous outputs or specific conditions. [57].

To further leverage LLMs, they have been employed as reasoning engines for au-
tonomous agents. Autonomous agents are AI programs capable of performing complex
tasks with a degree of independence. LLM-based agents have recently shown remark-
able potential in reasoning and planning, aligning closely with human expectations for
autonomous agents that can perceive, decide, and act in response to their environment.
The foundational principles of such agent development, as outlined in Sniffin’s article, are
expressed through three design patterns [57].

Firsty, the ReAct agent specializes in reasoning and action handling within its environ-
ment. In this design pattern, different ReAct prompts are implemented as specific states
in a FSM. This approach ensures the agent’s responses are consistent and relevant to the
current context or task at hand. Each state can represent various properties, including a

33



prompt for the model and a handler for mapping application logic to and from the model.
The main states in the ReAct pattern are: Thought—addresses the problem given the
previous actions and determines the next step to take, Act—determines the correct tool to
use and the correct input for that tool, and Observe—summarizes the behavior from the
action to the memory. The advantages of this agent implementation strategy include en-
hanced predictability, isolation of tasks from other states, straightforward troubleshooting,
and the simplicity of integrating new states. However, potential issues may arise, such as a
propensity for the agent to become trapped in loops or to deviate from the initial request,
losing focus on the original objective [57].

Secondly, the Task-Planner agent extends the ReAct agent by introducing a planning
step. This agent defines a concrete plan on what needs to be done and attempts to work
through that plan in multiple steps. The plan consists of tasks where each task is an isolated
piece of work. Similar to the ReAct agent, the design for this agent can use an FSM as the
basis of its implementation. The planning step occurs as a new state, and the action state
pops tasks from the stack and observes the output from the tools. The advantage of this
pattern is that work is planned upfront, which can help reduce the chance of getting stuck
in a loop, although this is not guaranteed. Initial mistakes in the plan can cause errors
throughout the tasks, necessitating backtracking and generating new tasks. Such issues
can be costly, so planning should be limited to tasks that are easily predictable [49, 57].

Lastly, multi-agent orchestration involves the collaboration of multiple AI agents, each
specializing in specific problems. This design allows agents to split up tasks, discuss, and
debate ideas to develop better solutions than a single agent would. One approach to
managing complex tasks is by separating responsibilities and introducing a reasoning step
for communication among agents. By enabling agents to communicate, they can delegate
work through the orchestration of tasks, similar to a delegation-like pattern. Instead
of having a single agent handle everything, agents are defined to specialize in solving
specific problems with different implementations. An orchestrator supervises and routes
tasks between agents to achieve the best-desired output. By separating and abstracting
communication, agents do not need to understand how a task is solved [50, 57].

Furthermore, the Microsoft article introduced the concept of MicroAgents [54]. When
developing an AI personal assistant capable of managing a diverse array of services—such as
location, calendar, email, banking, shopping, travel, and weather—the MicroAgent pattern
offers a compelling architectural strategy. This approach diverges significantly from the
monolithic design, which integrates all functionalities and plugins within a singular agent
model. In a monolithic system, the agent must determine which of potentially thousands of
services to invoke, complicating the provision of nuanced system instructions. In contrast,
the MicroAgent pattern partitions the system by functional domains, associating each
microagent with a specific service.

The adoption of microservices in this context confers numerous benefits. Firstly, ease of
maintenance is achieved through simplified feature enhancement and validation processes.
This modularity allows for more straightforward updates and improvements. Secondly,
reliability is enhanced by improved fault isolation and diagnostics, which help to identify
and rectify issues more efficiently. Lastly, deployment agility is significantly improved,
allowing for more frequent updates and scalable deployment practices.

3.2.1 Designing Large Language Model-Based Multi-Agent Systems

The development of LLM-based Multi-Agent(LLM-MA) systems necessitates a comprehen-
sive grasp of their overarching structure which is dissected into four key aspects by Guo et
al. [29]. These include the interface between agents and their environment, the profiling
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of individual agents to define their roles and specialties, the communication protocols that
enable agents to collaborate and share information, and the methods through which agents
acquire and refine their capabilities to perform complex tasks effectively.

Agents-Environment Interface

The operational environment specifies the contexts in which LLM-MA systems are de-
ployed, encompassing domains such as software development, gaming, financial markets,
and social behavior modeling. We delineate three primary categories of interfaces within
LLM-MA systems:

• The Sandbox interface denotes simulated or virtual environments enabling agents
to engage and experiment freely. This is prominently utilized in domains such as
software development and gaming.

• Conversely, the Physical interface pertains to real-world environments where agents
interact with physical entities and adhere to real-world constraints, as exemplified
by robotic tasks.

• The None interface encompasses scenarios devoid of any specific external environ-
ment, focusing solely on inter-agent communication and consensus-building activities.

The interaction between agents and their operational environments significantly influences
their behaviors and decision-making processes. LLM-based agents perceive and act within
these environments, receiving feedback that informs strategy adjustments over time. The
Agents-Environment Interface is pivotal for agents to comprehend their surroundings, make
informed decisions, and learn from the repercussions of their actions. This iterative process
of perception, action, and feedback is essential for the continuous refinement of agent
strategies and behaviors.

Agents Profiling

In LLM-MA systems, agents are characterized by their traits, actions, and skills, which
are tailored to meet specific goals. Across various systems, agents assume distinct roles
with comprehensive descriptions that encompass characteristics, capabilities, behaviors,
and constraints. For example, in software development, agents could take on roles such as
product managers and engineers, each with specific responsibilities and expertise that guide
the development process. Similarly, in a debating platform, agents might be designated as
proponents, opponents, or judges, each with unique functions and strategies to fulfill their
roles effectively. These profiles are crucial for defining agents’ interactions and effectiveness
within their respective environments. Regarding the methods of agent profiling, they
are categorized into three types: Pre-defined, Model-Generated, and Data-Derived.
Pre-defined profiles are explicitly defined by system designers, Model-Generated profiles are
created by models such as large language models, and Data-Derived profiles are constructed
based on pre-existing datasets.

Agents Communication

Communication between agents in LLM-MA systems is the critical infrastructure sup-
porting collective intelligence. This communication is dissected from three perspectives:
Communication Paradigms, Communication Structure, and Communication Content. The
three paradigms for agent communication are Cooperative, Debate, and Competitive.
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Cooperative agents work together towards shared goals, typically exchanging information
to enhance collective solutions. The Debate paradigm involves agents engaging in argu-
mentative interactions to reach a consensus or a more refined solution. Competitive agents
work towards their own goals, which might conflict with those of other agents. The com-
munication structure can be layered, decentralized, centralized, or involve a shared
message pool. Layered communication is hierarchically structured, decentralized commu-
nication operates on a peer-to-peer network, centralized communication involves a central
coordinating agent, and a shared message pool involves agents publishing and subscribing
to messages to enhance efficiency. The communication content is typically in the form of
text, varying widely depending on the application.

Agents Capabilities Acquisition

For enabling agents to learn and evolve dynamically, the acquisition of capabilities in
LLM-MA systems is crucial. Feedback is a critical component of this process, helping
agents understand the impact of their actions and adapt to complex problems. Feedback
can come from the environment, other agents, humans, or, in some cases, may not be
provided at all. Agents adjust to complex problems through memory, self-evolution, and
dynamic generation. Memory involves storing information from previous interactions to
enhance current actions. Self-evolution allows agents to dynamically modify their goals
and strategies based on feedback or communication logs. Dynamic generation enables
the system to create new agents on the fly to address current needs and challenges. The
increasing complexity of managing various agents has made agents’ orchestration a pivotal
challenge in scaling up LLM-MA systems.

3.2.2 Conceptual Framework for Implementing LLM-MA Systems in
N-tier Mapping Processes

The LLM-MA system (Figure 3.2) integrates multiple autonomous agents to collaboratively
perform N-tier mapping within a defined operational environment. This system primarily
functions within a sandbox environment, a virtual space created by humans where agents
can freely interact with each other and with databases essential for their tasks. This
environment is critical for simulating the interactions and processes required for effective
N-tier mapping.

The design and selection of agents within the LLM-MA are tailored to meet the unique
requirements of the N-tier mapping process. This ensures that each agent can effectively
contribute to achieving N-tier mapping goals previously discussed. Initially, the N-tier
mapping process was carefully reviewed and broken down into smaller, specific tasks. Each
of these tasks was then assigned to agents designed to handle them effectively. For example,
Value Chain Analysts are solely focused on identifying key components and suppliers.

In the design phase of these agents, key considerations included their ability to operate
concurrently and their adaptability for reuse. Having multiple agents work simultaneously
speeds up the mapping process allowing several suppliers to be analyzed at the same time.
Moreover, agents are built to perform specific tasks, such as data analysis or questionnaire
distribution, and they can be easily adapted or slightly altered for similar roles in different
projects.

Each agent in the system is created using pre-defined profiles. These profiles outline
the expected behaviors, actions, and skills needed for each agent to effectively perform its
role. This ensures consistency and reliability, helping the system function smoothly and
efficiently across various mapping projects.

36



In this multi-agent system, teamwork is essential. By combining agents with different
roles and perspectives, the system uses their varied abilities to work together and achieve
the common goal of efficient and accurate N-tier mapping.

Stakeholders relationship in the MA system

The system’s architecture is a mixed structure incorporating both centralized and sequen-
tial elements to efficiently manage complex processes and ensure effective communication
among multiple agents. This design choice enhances the system’s functionality and scala-
bility.

At the core is an orchestration agent that supervises and routes tasks among agents.
The orchestration agent acts as a control hub, simplifying the scaling of agent behaviors and
ensuring that all parts of the system align with the overall objectives. This orchestration
agent employs cooperative communication with all agents and can receive feedback from
human users.

Centralized coordination allows the system to efficiently handle an increase in the num-
ber of tasks or complexity without significant redesign. The orchestration agent stream-
lines the process of task delegation. Instead of each agent determining who to communicate
with, the orchestrator assigns tasks, ensuring that each agent is utilized according to its
specialty. By overseeing and evaluating the output of each subprocess, the orchestration
center can determine its adequacy.

The subprocesses within the system, such as the questionnaire distribution, employ a
sequential structure where tasks are handled one after the other in a linear progression by
various agents. This sequential approach ensures that each task is fully completed before
the next one commences, which significantly reduces the risk of errors and inconsistencies
that might occur with concurrent processing.

This structure allows for a streamlined troubleshooting process, as it becomes simpler to
identify issues when tasks are handled in order. Moreover, this setup facilitates a feedback
mechanism where subsequent agents can review and provide feedback on the outputs from
previous agents. This feedback management ensures that each stage of the process meets
the necessary quality benchmarks before moving on to the next.
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Figure 3.2: Schematic Overview of the LLM-MA System for N-tier Mapping Pro-
cess.

Prioritization Subprocess

The orchestration agent initiates the Prioritization subprocess (Figure 3.3) for components
and suppliers. Agents, acting as Value Chain Analysts, receive the value chain as input
data and prioritize critical components and suppliers. This process involves debate among
agents to refine the prioritized list, supplemented by human feedback to enhance capability
development. Agents use a memory module to store and retrieve valuable information from
previous interactions.

38



Figure 3.3: Subprocess for Prioritization of Components and Suppliers in the LLM-
MA System.

Data Gathering and Analysis

Upon human verification of the prioritization outcome, the orchestration agent triggers
the agent whose role is Data Analyst to check the availability of internal data on pri-
oritized suppliers (Figure 3.2). The agent gathers this data from various sources, using
self-evolution to adapt its strategy dynamically. The process outputs a categorized list of
suppliers, distinguishing those requiring further questionnaire-based data collection from
those with existing in-house data.

Questionnaire Distribution Subprocess

For each supplier identified for questionnaire-based data collection, the orchestration agent
triggers the relevant subprocess (Figure 3.4). The Data Analyst Agent gathers necessary
supplier information from different sources and communicates with Questionnaire Genera-
tion Agents, who act as Cybersecurity Consultants to debate and refine the questionnaires.
The Analyst Agent utilizes self-evolution to adapt its strategy dynamically and gets feed-
back from the Questionnaire Generation Agents. Human feedback is implemented for the
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questionnaire generation process to ensure high-quality outputs. The Questionnaire Gen-
eration Agents use memory modules for behavior adjustment based on previous feedback
and interactions.

The finalized questionnaires, approved by human consultants, are sent to suppliers via
an Email Sender Microagent. Suppliers can complete the questionnaires with assistance
from a Chatbot Agent providing real-time assistance to suppliers who may have difficulties
or questions when completing the questionnaires. This agent can guide suppliers through
the questionnaire, clarify questions, provide examples, and ensure that the data collected
is accurate and complete. By doing so, it reduces the need for extensive supplier education
and streamlines the data collection process. The chatbot incorporates feedback from both
suppliers and professionals to improve its performance. To adapt to its tasks, the agent
utilizes a memory module, allowing it to adjust its behavior based on past interactions. If
a supplier does not respond, their data will be analyzed using transport and public data
analysis.

The collected data is then forwarded to the Task Planner Agent, who functions as a
Data Analyst. This agent formulates a plan to unify and analyze the data for subsequent
steps. During the analysis, the agent identifies previously hidden suppliers and employs
self-evolution to refine its methods. The orchestration agent then restarts the internal
data-gathering process with these newly identified suppliers, ensuring a comprehensive
and dynamic approach to data management and analysis.

Figure 3.4: Subprocess of the Questionnaire Distribution in the LLM-MA System.
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Enrichment with Transport Data

To enhance the supplier analysis, the orchestration agent initiates the transport data en-
richment process (Figure 3.5). First, a Researcher Agent collects information about the
supplier’s products from external sources, using self-evolution to adapt to its task. If
the gathered data is insufficient, feedback from the next agent helps refine the process.
The next agent identifies critical subcomponents based on the collected data, leveraging a
memory module to store and retrieve valuable past interactions. This agent also receives
feedback from the client, ensuring that its analysis is aligned with client needs. The output
of this process is a comprehensive overview of the critical subcomponents.

Another agent then identifies the UNSPSC codes for these subcomponents and gathers
unstructured transport data for the selected N-tier components and materials from external
sources. Acting as an Analyst, this agent uses self-evolution and receives feedback from the
subsequent agent. Next, a task planner agent designs a plan to clean, transform, filter, and
validate the collected data, using client feedback and self-evolution to refine its approach.

The final task planner agent in the subprocess enriches the supplier analysis with the
cleaned and filtered transport data. This agent also employs self-evolution to continuously
improve its performance.

Figure 3.5: Subprocess for Enrichment with Transport Data in the LLM-MA Sys-
tem.

Enrichment with Public Data

To fill the identified knowledge gaps, the orchestration agent initiates the public data en-
richment process (Figure 3.6). Public data is sourced from predefined sources and combined
into a comprehensive database. An Analyst Agent filters and analyzes this data to fill any
gaps, leveraging self-evolution and feedback from the orchestration agent. The output is
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an enriched understanding of the N-tier mapping.

Figure 3.6: Subprocess for Enrichment with Public Data in the LLM-MA System.

Visualization

The final step involves visualizing the N-tier mapping results (Figure 3.2). The orches-
tration agent transmits the results to a Visualization MicroAgent, which uses PowerBI to
create visual representations of the N-tier mapping.
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Chapter 4

Experiments

In the study, several advanced artificial intelligence models were used, namely GPT-4 by
OpenAI (2024), and Claude 3 and Llama 3 by Corcel (2024). The aim was to compare
their performance in complex tasks. To mimic a multi-agent system, the outputs of other
agents were communicated to each model through user prompts. This allowed the models
to act as if it were part of a multi-agent system.

The experiments focused on specific agents within the multi-agent system. The tasks
performed by several specialized agents within the multi-agent system were evaluated.
These included the Internal Data Gathering Agent, Questionnaire Generation Agent, Ques-
tionnaire Analyst Agent, Orchestration Agent, Public Data Analyst Agent, and Prioriti-
zation Agent. The selection of these particular agents for testing was strategic, as their
tasks encapsulate the full range of functions performed by other types of agents within the
system. This comprehensive testing approach ensures that the evaluation covers all critical
aspects of the multi-agent system’s operational capabilities. Agents with similar tasks were
assumed to behave similarly, such as analysis and information gathering agents. Agents
related to chatbot functions, email sending, or visualization tasks were not included in this
phase of the investigation due to limited resources.

Given the sensitive nature of the data involved in typical N-tier systems, and to prevent
any breaches of corporate secrets, artificially generated data were used for the simulations.
This ensured that the experiments did not compromise any proprietary or sensitive business
information. Due to compliance issues, the transport data enrichment component was not
included in the experiments.

A key part of the examinations was prompt engineering. This involves carefully de-
signing input prompts that guide the AI models in performing specific tasks. Each agent’s
task was divided into a clear, step-by-step workflow in the setup. This helps produce a
clear and directed response from the AI agents and improves predictability.

The prompting strategy was based on zero-shot learning principles. In language models
like GPT-4, zero-shot learning means the model’s ability to carry out tasks without having
seen specific examples before. We used a method similar to zero-shot ReAct prompting,
where the system prompts are structured to include both “thought” and “action” steps.

In the process of refining our prompting strategy, adjustments to the prompts and
inputs were iteratively made until the desired outcomes were achieved. This involved
a series of trials and errors to identify the most effective phrasing and structuring of
the prompts. The iterations continued until the responses from the AI models met the
predetermined criteria for accomplishing the task. It is important to note that only the
final versions of these optimized prompts are presented in this study.

This structured and detailed methodology provides insights into the potential applica-
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tions and limitations of using AI in multi-agent systems, contributing significantly to AI
research and its practical implementations in cyber security industry-specific technologies.

4.1 Prompt Design

The primary goal of the prompt design was to guide the GEN AI agents in performing
complex tasks, such as analyzing value chains, prioritizing components and suppliers, etc.,
which they were not specifically trained for. Since the agents, including models like GPT-4,
Claude 3, and Llama 3, are general AI models without specific training on the nuanced
cybersecurity tasks, the prompts had to be meticulously structured to achieve the desired
outputs.

Facilitating a systematic, step-by-step process ensures comprehensive analysis and clear
output generation. This “think before act” methodology is vital in helping general AI
models apply their capabilities to specialized tasks effectively. By guiding the AI through
a structured thought process before action, the prompts help overcome the models’ inherent
limitations in task-specific training.

The prompts were broken down into distinct components, each designed with specific
considerations:

1. Persona definition

Defining the agent’s role at the beginning sets clear expectations, which is essential
when working with general AI models lacking specific training for the tasks. This
initial clarity helps focus the AI’s efforts on the desired analytical goals.

2. Step-by-Step Instructions

GEN AI can manage the analysis more effectively by breaking the tasks into smaller,
sequential steps despite not being specifically trained. This segmented approach
ensures thorough coverage of each task component.

3. Interactive Components

Incorporating interactive feedback codes such as “CONTINUE” into the prompts is
crucial due to the output limitations of the models. These codes enable iterative
processing, allowing the agent to handle complex tasks progressively and deliver
outputs that are too detailed to be generated in one session. This iterative process
is key to ensuring that each part of the task is fully addressed before moving on.

For a practical demonstration of the principles applied in this study’s prompt design
and AI interactions, you can explore a detailed example here.

4.2 Procedure

In the initialization phase, multiple Large Language Model (LLM) agents are generated
through distinct conversations. These agents are instructed via detailed prompts to com-
prehend their designated personas and the specific tasks associated with the N-tier mapping
process.

During this initialization phase, each agent undergoes a comprehensive briefing, which
includes an in-depth understanding of their roles and the expectations set for their task of
the N-tier mapping process. This preparation ensures that each agent is equipped with the
necessary contextual knowledge and directives to perform their assigned tasks effectively.
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Subsequently, in the interaction phase, each agent is tasked with performing their
designated responsibilities based on the provided input data. This process is iterated
multiple times across various LLM models, including ChatGPT, LLama 3, and Claude 3.
The zero-shot ReAct prompts are designed to emulate a “think before act” methodology,
thereby enhancing the quality and accuracy of the task execution. This reflective practice
encourages the agents to process the input data thoroughly before initiating their actions,
leading to improved outcomes.

Following the interaction phase, a qualitative analysis is conducted using the enhanced
RACCCA framework (Relevance, Accuracy, Completeness, Clarity, Coherence, and Ap-
propriateness, with an added emphasis on Consistency) [62]. This framework is designed
to comprehensively assess the performance of each Large Language Model (LLM) agent
based on criteria crucial for the successful execution of tasks. This is essential, as the effec-
tiveness of LLMs in complex tasks such as N-tier mapping relies heavily on the subtleties
of language understanding and decision-making which are not easily quantifiable through
traditional metrics. In order to provide a structured and quantifiable measure of the per-
formance of each Large Language Model (LLM) agent a three-level classification method
is applied to each criterion. This grading scale ranges from 1 to 3, where 1 indicates poor
performance, 2 indicates adequate performance, and 3 represents excellent performance.
Two independent reviewers evaluate the agents’ performance based on these criteria across
three iterations of each task for each model. The evaluation process involves both re-
viewers assessing the same outputs to determine two average grades for each criterion for
each model. These average grades are calculated from the scores given by the reviewers
across the three iterations. This method ensures that the evaluation reflects the general
performance of the models rather than the outcomes from any single instance.

1. Relevance: Determines if the responses directly address the core of the tasks assigned.
This assesses whether the agents’ outputs are on point with the expected tasks or if
they deviate from the set objectives.

(a) Grade 1: The agent’s responses significantly deviate from the task objectives,
failing to address the core issues or questions posed.

(b) Grade 2: The responses generally address the main points of the task but may
include some irrelevant details or omit minor relevant aspects.

(c) Grade 3: The agent’s responses are directly on point, comprehensively address-
ing all aspects of the task without any deviations.

2. Accuracy: Focuses on the factual correctness of the agents’ responses. It is critical
in scenarios where the outputs influence decision-making processes or other agents
within the system.

(a) Grade 1: The responses contain significant factual errors, misleading informa-
tion, or incorrect interpretations that could adversely affect decision-making or
the integrity of the system.

(b) Grade 2: The responses are mostly accurate but may contain slight inaccuracies
that do not fundamentally undermine their utility.

(c) Grade 3: The responses are factually correct and provide accurate information
relevant to the task at hand.

3. Completeness: Checks whether all parts of the instructions are fully addressed in the
agents’ responses. This ensures that no aspect of the task is overlooked, which is
vital for the integrity of the N-tier mapping process.
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(a) Grade 1: The responses are incomplete, addressing only a subset of the required
elements of the task.

(b) Grade 2: The responses cover most of the task requirements but may miss some
details that are not critical for the overall comprehension and outcome of the
task.

(c) Grade 3: The responses are comprehensive, addressing all components of the
task thoroughly and leaving no aspect unattended.

4. Clarity: Evaluates how easily the responses can be understood. Clear communication
is essential for ensuring that subsequent actions based on these responses are correctly
implemented.

(a) Grade 1: The responses are confusing, poorly structured, or use complex lan-
guage that makes comprehension difficult.

(b) Grade 2: The responses are generally clear but might require some effort to
understand certain parts or could be expressed more succinctly.

(c) Grade 3: The responses are articulated in a clear, concise, and well-structured
manner, facilitating easy understanding and implementation.

5. Coherence: Measures how logically the ideas are presented and connected within the
responses. Coherence helps in maintaining a smooth flow of information that aligns
with the logical structure of the task.

(a) Grade 1: The responses are disjointed or illogical, with ideas and statements
that do not connect well, disrupting the flow of information.

(b) Grade 2: The responses have a logical flow but may display minor inconsistencies
that slightly disrupt the narrative or argument.

(c) Grade 3: The responses are logically organized and coherent, with a seamless
flow of ideas that builds a strong, understandable narrative.

6. Appropriateness: Assesses the tone and style of the responses, ensuring they are suit-
able for the context in which they are used. This includes checking if the language and
formalities align with the professional standards expected in an operational setting.

(a) Grade 1: The tone, style, or language used in the responses is inappropriate for
the context, potentially leading to misunderstandings or a lack of professional-
ism.

(b) Grade 2: The responses are mostly appropriate, but there might be occasional
lapses in tone or style that do not seriously affect the overall appropriateness.

(c) Grade 3: The responses perfectly match the expected tone, style, and profes-
sional language suitable for the context.

7. Consistency: Newly added to enhance the framework, this criterion measures the
consistency of the agent’s responses when given the same input with the same prompt.
Consistency ensures that the agent’s performance is reliable and stable, producing
similar outputs across multiple iterations under identical conditions.

(a) Grade 1: The agent produces varied and inconsistent responses when faced with
the same task under identical conditions, leading to unpredictable outputs.
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(b) Grade 2: The responses are somewhat consistent, with some variation that does
not significantly impact the reliability of the agent.

(c) Grade 3: The agent delivers highly consistent outputs, ensuring reliable and
predictable responses across multiple iterations.

To quantify the agreement between the two reviewers and ensure the reliability of the
evaluations, the standard deviation and Cohen’s kappa are calculated for each criterion
of each agent’s task. Standard Deviation is calculated to determine the variability of the
review scores around their average. A standard deviation of zero indicates no variability,
suggesting perfect agreement between reviewers. Cohen’s Kappa measures the agreement
between the two reviewers adjusted for the agreement that could occur by chance. A
Cohen’s kappa of 1 indicates perfect agreement.

4.3 Results

4.3.1 Orchestration Agent

The orchestration agent in the system serves as a central coordinator, managing and di-
recting tasks among various agents within a mixed centralized and sequential architecture.
It ensures optimal outcomes by facilitating cooperative communication among all agents.

Predefined Criteria

The Orchestration Agent must possess the capability to discern the origins of the out-
put, pinpointing the specific source agent, and subsequently channel it to the appropriate
destination agent.

Input Data

The orchestration agent’s input comes from the other agents from the system, which have
been subjected to rigorous testing across diverse models.

In one instance, the orchestration agent processed a list of suppliers, segmented into
two categories: those requiring a questionnaire and those for which a questionnaire was
deemed unnecessary. The objective of this routing process was to direct the initial segment
to the agent responsible for generating questionnaires, while the latter segment was routed
to the agent tasked with enriching transport data.

Final Agent Prompt
You are an orchestration agent in a multi-agent system for N-tier mapping. Here is the process that you should
follow.

1. Initiate the Prioritization subprocess. Call the Value Chain Analyst Agents to prioritize components and
suppliers. Await output.

2. If the output starts with “Output from Value Chain Analyst:”, verify the prioritization with human feedback
and proceed to Internal Data Gathering.

3. Call the Internal Data Gathering Agent to check the availability of internal data on prioritized suppliers.
Await a categorized list of suppliers.

4. If the output starts with “Output from Internal Data Gathering Agent:”, identify suppliers requiring
questionnaire-based data collection and trigger the Supplier Information Gathering Agent in the Questionnaire
Distribution Subprocess. For those who are not categorized for questionnaire, initiate the transport data enrich-
ment process. Call the Product Researcher Agent for external data collection.

5. If the output starts with “Output from Questionnaire Data Analyst:”, restart the internal data-gathering
process with the newly identified suppliers. For the others, initiate the transport data enrichment process. Call the
Product Researcher Agent for external data collection.

6. If the output starts with “Output from Transport Data Analyst Agent:”, initiate the public data enrichment
process. Call the Analyst Agent to filter and analyze public data. Await enriched N-tier mapping.
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7. If the output starts with “Output from Public Data Analyst Agent:”, proceed to Visualization. Transmit the
results to the Visualization MicroAgent for the creation of visual representations using PowerBI.

Note: Always ensure that the output is verified and that the correct subsequent agent is called based on the
output received. Maintain communication with human users for feedback and verification throughout the process.

Evaluation Grading for the Orchestration Agent

1. Relevance:

(a) Grade 1: The agent’s responses are significantly off-target, focusing on unre-
lated tasks or misinterpreting the flow of operations between agents.

(b) Grade 2: The orchestration agent generally manages tasks correctly but might
occasionally route information to the wrong agent or misinterpret data cate-
gories.

(c) Grade 3: The orchestration agent accurately identifies and directs tasks and
data between agents, perfectly aligning with the procedural flow outlined in the
prompt.

2. Accuracy:

(a) Grade 1: The agent incorrectly identifies the sources of outputs or routes data
inaccurately, significantly disrupting the system’s operation.

(b) Grade 2: The agent mostly routes data correctly but may occasionally make
errors in data source identification or destination, which are promptly corrected.

(c) Grade 3: The agent flawlessly recognizes the origins of data and routes it
without error, ensuring accurate operations throughout the system.

3. Completeness:

(a) Grade 1: The agent addresses only some parts of the routing process, fre-
quently missing critical steps or ignoring specific agent outputs.

(b) Grade 2: The agent covers most routing tasks but may overlook minor details
that do not severely impact the overall operation.

(c) Grade 3: The agent comprehensively manages all routing tasks, ensuring that
no part of the process is overlooked or mishandled.

4. Clarity:

(a) Grade 1: The agent’s communications are unclear or confusing, leading to
frequent misinterpretations and errors in task execution by other agents.

(b) Grade 2: The agent’s instructions are generally clear but might contain ambi-
guities that occasionally need clarification.

(c) Grade 3: The agent communicates precisely and clearly, making the routing
and task management processes easily understandable for all involved agents.

5. Coherence:

(a) Grade 1: The agent’s responses are inconsistent and disconnected, resulting in
a fragmented and inefficient task management process.

(b) Grade 2: The agent generally maintains a logical flow in its operations, though
there are minor inconsistencies that slightly disrupt the process.
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(c) Grade 3: The agent exhibits a perfectly coherent response pattern, with logical
and well-connected steps that ensure smooth operations across the system.

6. Appropriateness:

(a) Grade 1: The agent uses a style or tone unsuited for an operational environ-
ment, potentially causing confusion or misinterpretation among other agents.

(b) Grade 2: The agent’s tone and style are largely appropriate, though occasional
lapses do not significantly impact its effectiveness.

(c) Grade 3: The agent consistently uses a professional tone and style that is
perfectly suited for the operational context, enhancing understanding and effi-
ciency.

7. Consistency:

(a) Grade 1: The agent provides varied and unpredictable responses when process-
ing identical inputs under the same conditions, leading to unreliable outcomes.

(b) Grade 2: The agent shows some consistency in handling tasks, with only slight
variations that do not majorly affect the reliability of its performance.

(c) Grade 3: The agent delivers highly consistent and reliable outputs, ensuring
stable and predictable responses in every iteration.

Outcome

Table 4.1: Qualitative Analysis of Orchestration Agent Performance

Criteria GPT-4 Claude 3 Llama 3

Review 1 Review 2 Review 1 Review 2 Review 1 Review 2

Relevance 3 3 3 3 3 3

Accuracy 3 3 3 3 3 3

Completeness 3 3 3 3 3 3

Clarity 3 3 3 3 3 3

Coherence 3 3 3 3 3 3

Appropriateness 3 3 3 3 3 3

Consistency 3 3 3 3 3 3

Total Average 3 3 3 3 3 3

In the conducted trials, the Orchestration Agent adeptly directed the received outputs
to the appropriate destination agent, demonstrating consistent proficiency across all tested
scenarios. Notably, the agent exhibited accurate routing capabilities when evaluated with
each of the three specified models, totaling nine tests conducted, each achieving a flawless
success rate of 100

As shown in Table 4.1, the qualitative analysis of the Orchestration Agent’s perfor-
mance reveals that all three models—GPT-4, Claude 3, and Llama 3—scored highly across
all criteria. Each model demonstrated high relevance, accuracy, completeness, clarity, co-
herence, appropriateness, and consistency in their responses.
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Inter-Rater Reliability in Orchestration Agent Performance Evaluation

The evaluation of the orchestration agent’s performance using standard deviations and Co-
hen’s Kappa coefficients reveals exceptionally high inter-rater reliability across all criteria
for the models GPT-4, Claude 3, and Llama 3. Both metrics indicate perfect agreement
among the reviewers, with standard deviations consistently at zero, suggesting no variance
in the evaluations. Similarly, Cohen’s Kappa values are uniformly at 1, indicating perfect
agreement with what could be expected by chance.

Table 4.2: Standard Deviations of Orchestration Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0 0 0 0

Accuracy 0 0 0 0

Completeness 0 0 0 0

Clarity 0 0 0 0

Coherence 0 0 0 0

Appropriateness 0 0 0 0

Consistency 0 0 0 0

Table 4.3: Cohen’s Kappa of Orchestration Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 1 1 1 1

Accuracy 1 1 1 1

Completeness 1 1 1 1

Clarity 1 1 1 1

Coherence 1 1 1 1

Appropriateness 1 1 1 1

Consistency 1 1 1 1

4.3.2 Prioritization Agent

The Value Chain Analyst agents within the orchestration framework are tasked with an-
alyzing the value chain to identify and prioritize critical components and suppliers. They
engage in a deliberative process to refine their assessments and produce a prioritized list,
which is facilitated by the orchestration agent’s initiation of the Prioritization subprocess.

Predefined Criteria

The criteria of these agents is to come up with a list of suppliers that the process should
focus on. The created list should include what are the high-, medium- and low-priority
components and who are the high- and medium-priority suppliers of the supply chain.
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Input Data

The input data is structured as a hierarchical representation of a bank’s value chain,
detailing the essential products and processes organized into three primary categories.
These categories encompass both the foundational elements and client-facing services that
underpin the bank’s operations and customer interactions.

1. Facilitory Products: This first category captures the core operational supports and
services necessary for the bank’s day-to-day functions and long-term financial man-
agement. This includes various products that are crucial for transaction handling,
financial planning, and risk management.

2. Client Products: The second category focuses on the direct offerings to customers,
crucial for ensuring client satisfaction and engagement. It covers a range of services
and operations that facilitate customer transactions and interactions with the bank
through various payment and banking platforms.

3. Retail NL Tech Core Process: The third category details the essential processes
involved in managing customer relationships and service delivery within the retail
banking sector in the Netherlands. It covers everything from customer onboarding
to handling disputes and regulatory compliance.

The input also emphasizes the interconnections between these categories, illustrating
how each component supports and enhances the others to ensure efficient, secure, and
customer-focused banking operations. This structured approach not only helps in un-
derstanding the individual parts of the bank’s operations but also their collective role in
achieving operational excellence and customer satisfaction.

Final Initial Agent Prompt
You are a Value Chain Analyst Agent, tasked with analyzing the value chain and prioritizing components and
suppliers. Your role is crucial in ensuring that the most critical elements are identified and prioritized effectively.
Follow the tasks outlined below:

1. Receive and Analyze Input Data: - Obtain the value chain input data from the Orchestration Agent. -
Perform an initial analysis to identify key components and suppliers within the value chain.

2. Prioritization Process: - Prioritize the identified components and suppliers based on their importance and
impact on the value chain. - Use established criteria and metrics to rank the components and suppliers.

Output Handling: - Once the prioritization is refined and agreed upon, generate a final list of prioritized
components and suppliers. - Ensure the output is comprehensive and well-documented for the Orchestration Agent
to proceed with the next steps.

Your diligent analysis and collaborative efforts are vital to the success of the N-tier mapping process, ensuring
that the most critical components and suppliers are accurately prioritized for further scrutiny and action.

Value chain: <AGENT_INPUT>

Complete one task at a time. At each step complete some parts of the tasks and summarize your findings at

the end of your answer. If you receive the code: CONTINUE then continue with completing some parts of your

task. Once you are done with all the stages then output the keyword: DONE

Final Debate Agent Prompt
You are a Value Chain Analyst Agent, tasked with analyzing the value chain and prioritizing components and
suppliers. Your role is crucial in ensuring that the most critical elements are identified and prioritized effectively.

Your task is to: - Engage in constructive debates with other Value Chain Analyst Agents to discuss your
prioritization findings. - Consider alternative perspectives and data points presented by other agents. - Refine the
prioritized list through collaborative discussions and consensus-building.

At each step of the debate if you feel an agreement has been reached, then write the keyword: DONE
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Evaluation Grading for the Prioritization Agent

1. Relevance:

(a) Grade 1: The agent does not focus on the crucial components or suppliers,
instead analyzing irrelevant parts of the value chain.

(b) Grade 2: The agent generally prioritizes important components and suppliers
but may include non-essential items in its analysis or overlook some critical
elements.

(c) Grade 3: The agent perfectly identifies and prioritizes all critical components
and suppliers, directly aligning with the goals set out in its tasks.

2. Accuracy:

(a) Grade 1: The agent makes significant errors in the identification or ranking of
components and suppliers, potentially leading to flawed prioritization.

(b) Grade 2: The agent is mostly accurate in its rankings but may have minor dis-
crepancies that do not generally affect the overall outcome of the prioritization.

(c) Grade 3: The agent accurately assesses and ranks all components and suppliers
according to their importance and impact, without any errors.

3. Completeness:

(a) Grade 1: The agent provides a partial list that omits several key components
or suppliers.

(b) Grade 2: The agent produces a comprehensive list but may miss some details
that do not critically impact the prioritization outcome.

(c) Grade 3: The agent’s output is thorough, including a well-documented and
detailed prioritization of all relevant components and suppliers.

4. Clarity:

(a) Grade 1: The output from the agent is unclear or poorly organized, making it
difficult to discern the prioritization or reasoning.

(b) Grade 2: The agent’s output is generally clear with some areas that might
require further clarification or could be more succinct.

(c) Grade 3: The agent presents its findings in a clear, concise, and well-structured
manner, facilitating easy understanding and subsequent decision-making.

5. Coherence:

(a) Grade 1: The prioritization logic is flawed or illogical, with significant gaps in
the reasoning process.

(b) Grade 2: The prioritization is logical for the most part, with minor inconsis-
tencies that may slightly detract from the overall logic.

(c) Grade 3: The agent’s prioritization is logically sound, with coherent reasoning
that effectively supports the ranking of components and suppliers.

6. Appropriateness:

(a) Grade 1: The tone or style of the agent’s output is inappropriate for the
professional setting, potentially leading to misunderstandings.
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(b) Grade 2: The overall tone and style are suitable, with occasional lapses that
do not significantly detract from its professionalism.

(c) Grade 3: The agent consistently maintains a professional tone and style that
is entirely appropriate for the context and enhances the usability of its output.

7. Consistency:

(a) Grade 1: Outputs vary significantly when dealing with similar data under the
same conditions, leading to unreliable prioritizations.

(b) Grade 2: There is some variation in the agent’s outputs, but these do not
generally undermine the reliability of its prioritizations.

(c) Grade 3: The agent provides highly consistent outputs, ensuring reliable and
predictable prioritization across different instances.

Outcome

Table 4.4: Qualitative Analysis of Prioritization Agent Performance

Criteria GPT-4 Claude 3 Llama 3

Review 1 Review 2 Review 1 Review 2 Review 1 Review 2

Relevance 3 2.67 1.67 1.3 1 1

Accuracy 2.67 2.3 1.67 2 1 1

Completeness 3 3 1.3 1.3 1 1.3

Clarity 3 3 3 3 3 3

Coherence 3 3 1.67 2 1 1.3

Appropriateness 3 3 3 3 3 3

Consistency 3 2 1 1 1 1

Total Average 2.95 2.71 1.9 1.94 1.57 1.65

In the preliminary assessment (Table 4.4) of the performance of AI models, Claude is
characterized by its highly inconsistent outputs. It is notable that on several occasions,
Claude failed to provide any response during the initial interaction phase. An illustrative
example of this is when Claude erroneously produced a list titled “TOP 10 suppliers,” which
deviated significantly from the specified task. Llama’s contributions were consistently off-
topic, demonstrating a lack of relevance to the posed questions, and the responses varied
significantly with each interaction. ChatGPT, in contrast to the aforementioned models,
managed to provide responses that, while not always ideal, were generally adequate and
maintained a level of consistency in delivering an output, even though the nature of the
responses varied.

The agent debate phase was particularly influenced by the initial inconsistencies ob-
served in Claude and the irrelevant outputs provided by Llama. As a result, the exper-
imental debate was conducted exclusively using the ChatGPT model. This decision was
predicated on the need for a more reliable dialogue interaction in this phase. During the
debate, when discrepancies arose between the outcomes generated by the two agents at
the end of the initial phase, a methodological approach was adopted wherein the agents
progressed towards a unified conclusion by selecting the maximum from the set of priorities
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discussed. This approach facilitated a resolution that, while seeming synthetic, served to
harmonize the divergent perspectives initially presented by the agents.

Inter-Rater Reliability in Prioritization Agent Performance Evaluation

The inter-rater reliability analysis of the prioritization agent’s performance reveals mixed
results across different evaluation criteria. While Clarity and Appropriateness demonstrate
perfect agreement among reviewers with zero standard deviations and a Cohen’s Kappa of
1, other criteria such as Relevance, Accuracy, and Coherence show moderate to significant
variations in standard deviations and lower Kappa values. Notably, Consistency exhibits
the most considerable discrepancies.

Table 4.5: Standard Deviations of Prioritization Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0.47140452 0.47140452 0 0.41573971

Accuracy 0.47140452 0.47140452 0 0.47140452

Completeness 0 0 0.47140452 0.31426968

Clarity 0 0 0 0

Coherence 0 0.47140452 0.47140452 0.41573971

Appropriateness 0 0 0 0

Consistency 0.81649658 0 0 0.66666667

Table 4.6: Cohen’s Kappa of Prioritization Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0 0.4 1 0.625

Accuracy 0.4 0.5 1 0.65384615

Completeness 1 1 0 0.82

Clarity 1 1 1 1

Coherence 1 0.5 0 0.64

Appropriateness 1 1 1 1

Consistency 0 1 1 0.5

4.3.3 Internal Data Gathering Agent

Within the system, the Data Analyst agent is activated by the orchestration agent after
human confirmation of the prioritization results. Its function is to verify the internal
data availability for the prioritized suppliers and output a categorized list that identifies
suppliers needing additional data via questionnaires and those for which sufficient internal
data already exists.

Predefined Criteria of the Agent

Receiving two inputs: a prioritized list of components and supplier types, such as tech-
nology suppliers, and a list containing details about the suppliers (this is the internal
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knowledge that we have about the suppliers). The agent’s task is to examine the supplier
types and components marked as medium or high priority and identify which suppliers
from the list align with these priorities. Additionally, the agent needs to determine which
suppliers require the completion of questionnaires.

Input Data

The input data provided to the Agent includes two main components: a prioritized list of
components and supplier types, and a detailed list of suppliers. This information encom-
passes details about their services, contact information, addresses, and the availability of
a maturity assessment.

Here’s an overview of the key elements of the input data:

1. Prioritized List:

Components: High Priority Components, Medium Priority Components, Low Prior-
ity Components

Supplier Types, such as Technology Suppliers

2. Detailed Supplier List:

Each supplier entry includes contact details, an address (located in Amsterdam,
Netherlands), a description of their specialized services, and the presence of a matu-
rity assessment. The supplier descriptions elucidate the specific products and services
offered, including card security features, mobile app development, authentication ser-
vices, real-time payments, mortgage and loan products, customer service solutions,
insurance, pension schemes, regulatory advice, and technology solutions.

Final Agent Prompt
You are the Internal Data Gathering Agent, responsible for categorizing suppliers based on a list of prioritized
components and suppliers within the value chain. Your tasks include determining which specific suppliers belong to
these prioritized components or suppliers and categorizing them into two categories: those requiring a questionnaire
and those for whom the questionnaire can be skipped due to available maturity assessments. Follow the steps below
to ensure accurate and efficient data gathering and categorization:

1. Receive Prioritized List: - Obtain the list of prioritized components and suppliers from the Orchestration
Agent.

2. Identify Specific Suppliers: - Match the prioritized components and suppliers with specific suppliers from
the supplier list.

3. Categorize Suppliers: - Categorize the previously identified suppliers with Medium and High Priority into
two categories: 1. Questionnaire Required: Suppliers without available maturity assessments. 2. Questionnaire Not
Required: Suppliers with available maturity assessments.

4. Check Maturity Assessment: - For each identified supplier, check if a maturity assessment is available in the
internal data. - If a maturity assessment is available, categorize the supplier under “Questionnaire Not Required.”
- If a maturity assessment is not available, categorize the supplier under “Questionnaire Required.”

5. Output Categorized List: - Generate a categorized list of suppliers, clearly indicating which suppliers fall
under “Questionnaire Required” and which fall under “Questionnaire Not Required.” - Provide a summary of the
categorization process and any key findings.

Output Handling: - Ensure that the categorized list is clear, well-documented, and ready for further processing
by the Orchestration Agent or other relevant agents. - Provide a summary of the categorization process and any
key findings.

Prioritized List: <AGENT_INPUT>
Supplier List: <INTERNAL_DATA>

Complete one task at a time. At each step complete some parts of the tasks and summarize your findings at

the end of your answer. If you receive the code: CONTINUE then continue with completing some parts of your

task. Once you are done with all 5 steps then output the keyword: DONE
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Evaluation System for the Internal Data Gathering Agent

1. Relevance:

(a) Grade 1: The agent fails to focus on the prioritized components or suppliers,
incorrectly identifying or ignoring critical data needs.

(b) Grade 2: The agent generally identifies the correct suppliers and components
but may include non-prioritized items or miss subtle distinctions between pri-
ority levels.

(c) Grade 3: The agent accurately identifies and focuses exclusively on the prior-
itized components and suppliers, perfectly aligning with the set objectives.

2. Accuracy:

(a) Grade 1: The agent incorrectly matches components and suppliers, leading to
significant errors in the categorization process.

(b) Grade 2: The agent mostly matches components and suppliers correctly but
may make minor errors in identification that do not drastically affect the overall
categorization.

(c) Grade 3: The agent flawlessly matches components and suppliers with com-
plete accuracy, ensuring that the categorization is entirely correct.

3. Completeness:

(a) Grade 1: The agent provides incomplete or partial categorization of suppliers,
missing critical elements required for subsequent processes.

(b) Grade 2: The agent categorizes most suppliers accurately but may occasionally
overlook some that require further data gathering or categorization.

(c) Grade 3: The agent’s categorization is comprehensive, including all relevant
suppliers and ensuring that no required details are omitted.

4. Clarity:

(a) Grade 1: The output is unclear or poorly organized, leading to confusion or
misinterpretation in subsequent processing.

(b) Grade 2: The output is mostly clear with occasional areas that might require
additional clarification or better organization.

(c) Grade 3: The agent’s output is exceptionally clear, well-organized, and easy
to follow, facilitating straightforward further processing.

5. Coherence:

(a) Grade 1: The categorization logic is flawed or illogical, causing inconsistencies
in how suppliers are grouped.

(b) Grade 2: The agent’s categorization is generally logical but may contain minor
inconsistencies or irregularities.

(c) Grade 3: The agent’s process is highly coherent, with logical and consistent
categorization that aligns well with the prioritization criteria.

6. Appropriateness:
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(a) Grade 1: The tone or style of the agent’s output is not suited for professional
or operational use, potentially leading to misinterpretations.

(b) Grade 2: The agent’s tone and style are largely appropriate, though there are
occasional deviations that do not significantly impact its professional use.

(c) Grade 3: The agent maintains a professional tone and style throughout its
output, enhancing usability and understanding.

7. Consistency:

(a) Grade 1: The agent’s outputs vary significantly under identical conditions,
leading to unreliable categorization.

(b) Grade 2: The agent displays some consistency in its outputs, with minor
variations that do not majorly affect overall reliability.

(c) Grade 3: The agent consistently provides reliable and predictable categoriza-
tions, ensuring stability across multiple operations.

Outcome

Table 4.7: Qualitative Analysis of Internal Data Gathering Agent Performance

Criteria GPT-4 Claude 3 Llama 3

Review 1 Review 2 Review 1 Review 2 Review 1 Review 2

Relevance 3 2.67 3 3 2 2

Accuracy 2 2 3 3 1 1

Completeness 2 2.3 3 2.67 1 1

Clarity 3 3 3 3 3 3

Coherence 2 2 3 3 1.67 2.3

Appropriateness 3 3 3 3 3 3

Consistency 3 2.67 3 3 3 2.67

Total Average 2.57 2.52 3 2.95 2.1 2.14

The Table 4.7 provided offers a comparative analysis of three AI models—GPT-4,
Claude 3, and Llama 3—across several criteria, including relevance, accuracy, complete-
ness, clarity, coherence, appropriateness, and consistency. The evaluation encompassed
three distinct models, each tasked with the objective of categorizing suppliers into two
groups: those necessitating the completion of questionnaires and those who could bypass
this step and proceed directly to the transport data enrichment phase. All three models
demonstrated proficiency in this classification task.

Llama 3 model, while capable of making the basic distinction between the two supplier
categories, exhibited a notable limitation: it did not incorporate the prioritization list into
its decision-making algorithm.

ChatGPT’s performance was solely informed by the list of prioritized components fail-
ing to focus on the supplier types.

Claude, on the other hand, demonstrated a more nuanced understanding and appli-
cation of the task requirements. It successfully utilized the list of prioritized components
and suppliers to make informed selections. Claude’s ability to integrate the list into its
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selection process suggests a higher level of sophistication and adaptability, positioning it
as the most effective model among the three.

To assess the reliability of these models, a series of nine tests were conducted, with
each model undergoing three tests. The consistency observed in the outcomes of these
tests across all three models is indicative of their stability and reliability. Such consistency
is crucial from a reliability standpoint, as it suggests that the models are likely to perform
similarly under similar conditions in future applications.

Inter-Rater Reliability in Internal Data Gathering Agent Performance Evalu-
ation

The analysis of the Internal Data Gathering Agent’s performance shows varying agree-
ment between reviewers across different evaluation criteria. Standard deviations indicate
variability in certain areas, such as Relevance, Completeness, and Consistency, with values
like 0.47140452 for GPT-4, suggesting moderate disagreement among reviewers. In con-
trast, criteria like Accuracy, Clarity, and Appropriateness show zero standard deviation
and perfect Cohen’s Kappa values of 1 across all models, indicating complete agreement.
The criterion of Coherence displays significant variability in the Llama 3 model, with a
standard deviation of 0.94280904 and a relatively lower Cohen’s Kappa of 0.4, pointing to
substantial differences in reviewer perceptions.

Table 4.8: Standard Deviations of Internal Data Gathering Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0.47140452 0 0 0.31426968

Accuracy 0 0 0 0

Completeness 0.47140452 0.47140452 0 0.47140452

Clarity 0 0 0 0

Coherence 0 0 0.94280904 0.62853936

Appropriateness 0 0 0 0

Consistency 0.47140452 0 0.47140452 0.41573971

Table 4.9: Cohen’s Kappa of Internal Data Gathering Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0 1 1 0.75

Accuracy 1 1 1 1

Completeness 0.5 0 1 0.66666667

Clarity 1 1 1 1

Coherence 1 1 0.4 0.79545455

Appropriateness 1 1 1 1

Consistency 0 1 0 0
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4.3.4 Questionnaire Generation Agent

The Questionnaire Generation Agent works with the Data Analyst Agent to collect supplier
information and create questionnaires for data collection. It acts like a Cybersecurity
Consultant, discussing and improving the questions to be asked.

Predefined Criteria

Based on the available data about a supplier generate a maturity assessment questionnaire
that could be sent out to the suppliers to be filled out with the help of a chatbot.

Input Data

During the experiments conducted the input data provided describes the profile of AppTech
Solutions, a mid-sized company specializing in developing mobile banking applications
within the Financial Technology (FinTech) sector. The details include the company’s
size, industry specialization, headquarters location, and operational reach. Additionally,
it outlines various compliance requirements with financial regulations and certifications,
emphasizing the need to verify adherence to standards such as PCI DSS, GDPR, ISO
27001, and SOC 2, along with any applicable local and international regulations.

Final Agent Prompt
You are the Questionnaire Generation Agent, responsible for creating and customizing questionnaires for suppliers
based on their specific attributes. Your tasks include analyzing the attributes of each supplier, adjusting the
questions accordingly, and ensuring that the questionnaires are tailored to gather the most relevant information.
Follow the steps below to generate and adjust the questionnaires:

1. Receive Supplier Information: - Obtain the list of suppliers from the Supplier Information Gathering Agent,
along with their specific attributes (e.g., size, industry, geographical location, compliance requirements).

2. Analyze Supplier Attributes: - Review the attributes of each supplier to understand their unique character-
istics and requirements.

3. Customize Questionnaire: - Adjust the questions in the questionnaire based on the supplier’s attributes to
ensure relevance and comprehensiveness. - Include additional questions or modify existing ones to address specific
concerns related to the supplier’s industry, size, or compliance needs.

4. Sample Questions: - Below are some sample questions. Customize these questions and create new ones as
needed based on the supplier’s attributes:

a. General Information: - What is the total number of employees in your organization? - Can you provide an
overview of your business operations and primary products or services?

b. Compliance and Certifications: - Are you compliant with industry-specific regulations (e.g., GDPR, HIPAA)?
Please provide details and documentation. - Do you have any relevant certifications (e.g., ISO 27001)? If so, please
provide copies.

c. Security Practices: - What security measures do you have in place to protect sensitive data (e.g., encryption,
access controls)? - Have you experienced any security incidents or data breaches in the past 24 months? If so, please
describe the incident and the actions taken.

d. Risk Management: - How do you identify and manage risks within your organization? - Do you conduct
regular risk assessments and vulnerability scans? Please provide details and recent reports.

e. Operational Practices: - How do you ensure the continuity of your business operations in case of a disruption
(e.g., disaster recovery plans, business continuity plans)? - What measures do you take to ensure the quality and
reliability of your products or services?

6. Outsourced operations and services - What critical security operations or services do you currently outsource,
and to which providers? - How many data centers do you operate, and are any of these outsourced? Please specify
locations and ownership details. - Do you engage any Cloud Service Providers (CSPs) for your operations? If so,
list them and describe the scope of their services.

5. Finalize Questionnaire: - Review the customized questions for completeness and accuracy. - Ensure that the
questions are clear and tailored to gather the necessary information from the supplier.

6. Output Questionnaire: - Generate the final questionnaire for each supplier.
Output Handling: - Ensure that the customized questionnaires are clear, well-documented, and tailored to

each supplier’s attributes. - Provide a summary of the customization process and any key considerations for each
questionnaire.

Supplier information: <AGENT_INPUT>
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Complete one task at a time. At each step complete some parts of the tasks and summarize your findings at

the end of your answer. If you receive the code: CONTINUE then continue with completing some parts of your

task. Once you are done with all 6 steps then output the keyword: DONE

Evaluation System for the Questionnaire Generation Agent

1. Relevance:

(a) Grade 1: The agent generates questionnaires that are largely irrelevant to
the supplier’s profile, failing to address critical aspects of their operations or
compliance needs.

(b) Grade 2: The agent creates questionnaires that generally target relevant areas
but may miss some specifics or include unnecessary questions.

(c) Grade 3: The agent expertly tailors questionnaires to perfectly match the
unique attributes and requirements of each supplier, ensuring all critical areas
are covered.

2. Accuracy:

(a) Grade 1: The questionnaire includes significant inaccuracies or outdated in-
formation that could lead to incorrect assessments of the supplier’s capabilities
or compliance.

(b) Grade 2: The questionnaire is mostly accurate, with only minor errors that do
not significantly impact the overall effectiveness of the data collection.

(c) Grade 3: The questions are precise, well-researched, and accurately reflect the
current standards and practices relevant to the supplier’s industry and opera-
tional scope.

3. Completeness:

(a) Grade 1: The questionnaire is incomplete, missing key questions that are
essential for a thorough assessment of the supplier.

(b) Grade 2: The questionnaire covers most areas necessary for assessment but
may lack depth in some aspects or omit less obvious yet relevant queries.

(c) Grade 3: The questionnaire is comprehensive, covering all necessary aspects of
the supplier’s operations, compliance, security practices, and risk management
thoroughly.

4. Clarity:

(a) Grade 1: The questions are ambiguous or confusing, potentially leading to
misinterpretation or incomplete answers.

(b) Grade 2: The questions are generally clear, though some may require rephras-
ing for better understanding or to elicit more precise responses.

(c) Grade 3: Each question is formulated clearly and precisely, making it easy for
suppliers to understand and respond accurately.

5. Coherence:

(a) Grade 1: The sequence and grouping of questions are disorganized, leading to
a disjointed or illogical flow that could confuse suppliers.
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(b) Grade 2: The overall structure of the questionnaire is logical, but there could
be improvements in how questions are grouped or sequenced for a smoother
flow.

(c) Grade 3: The questionnaire is well-organized, with a logical flow that naturally
progresses from general to specific, making it intuitive for suppliers to complete.

6. Appropriateness:

(a) Grade 1: The tone or style of the questionnaire is inappropriate, possibly too
casual or too technical, which may affect the quality of responses.

(b) Grade 2: The tone is mostly appropriate, though some questions might ben-
efit from adjustments to better suit the professional context of the supplier
interaction.

(c) Grade 3: The questionnaire maintains a professional tone and is appropri-
ately styled to engage suppliers effectively while ensuring that responses are
informative and relevant.

7. Consistency:

(a) Grade 1: The questionnaires vary significantly in quality and relevance when
applied to different suppliers under similar conditions.

(b) Grade 2: There is some variation in the consistency of the questionnaires, but
these do not majorly affect the reliability of the information gathered.

(c) Grade 3: The agent consistently delivers high-quality, relevant questionnaires
across different suppliers, ensuring reliable and uniform data collection.

Outcome

Table 4.10: Qualitative Analysis of Questionnaire Generation Agent Performance

Criteria GPT-4 Claude 3 Llama 3

Review 1 Review 2 Review 1 Review 2 Review 1 Review 2

Relevance 3 3 1.67 2 1.3 1

Accuracy 2 2.3 1 1.3 1 1

Completeness 2 2 1 1 1 1

Clarity 3 3 3 3 3 3

Coherence 3 2 1 1 1 1

Appropriateness 3 3 3 3 3 3

Consistency 3 3 3 2.67 3 2

Total Average 2.71 2.61 1.95 2 1.9 1.71

The Table 4.10 provided offers a comparative analysis of three AI models—GPT-4,
Claude 3, and Llama 3—across several criteria, including relevance, accuracy, completeness,
clarity, coherence, appropriateness, and consistency. During the systematic execution of
multiple iterations of the experiment, it was consistently observed that solely the ChatGPT
model possessed the capability to generate coherent questions. A total of nine experiments
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were conducted, with each model being tested three times. Each instance of running the
experimental procedures with ChatGPT yielded strikingly similar questions, illustrating
its reliable performance in question generation under consistent conditions.

On the other hand, the Claude and Llama models demonstrated a distinct limitation in
this area. Instead of producing questions, these models frequently offered only vague and
general descriptions of what the task should entail, thereby failing to meet the experimental
criteria for question generation.

Inter-Rater Reliability in Questionnaire Generation Agent Performance Eval-
uation

The inter-rater reliability analysis for the Questionnaire Generation Agent reveals both
strengths and weaknesses in reviewer agreement across different criteria. Standard de-
viations suggest some discrepancies in criteria like Relevance, Accuracy, Coherence, and
Consistency, with values indicating moderate to significant variation among the reviewers.
For example, Coherence in GPT-4 shows a relatively high standard deviation of 0.81649658.
In contrast, criteria such as Completeness, Clarity, and Appropriateness demonstrate per-
fect agreement, evidenced by zero standard deviations and a Cohen’s Kappa of 1 across
all models, indicating unanimous and consistent evaluations. Cohen’s Kappa values for
other criteria like Relevance, Accuracy, and Consistency show variability. Relevance and
Consistency particularly exhibit lower kappa values in some models (e.g., Relevance in
Llama 3 with a kappa of 0 and Consistency in Claude 3 with a kappa of 0), suggesting
inconsistencies in how reviewers perceive and evaluate these aspects. The overall kappa
for all models in these criteria (0.57142857 for Accuracy and 0.625 for Relevance) suggest
a moderate to substantial agreement between the reviewers.

Table 4.11: Standard Deviations of Questionnaire Generation Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0 0.47140452 0.47140452 0.47140452

Accuracy 0.47140452 0.47140452 0 0.41573971

Completeness 0 0 0 0

Clarity 0 0 0 0

Coherence 0.81649658 0 0 0.66666667

Appropriateness 0 0 0 0

Consistency 0 0.47140452 0.81649658 0.68493489

Table 4.12: Cohen’s Kappa of Questionnaire Generation Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 1 0.5 0 0.625

Accuracy 0.5 0 1 0.57142857

Completeness 1 1 1 1

Clarity 1 1 1 1

Coherence 0 1 1 0.5
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Table 4.12 continued from previous page

Criterion GPT-4 Claude 3 Llama 3 All

Appropriateness 1 1 1 1

Consistency 1 0 0 0

4.3.5 Questionnaire Analyst Agent

The Data Analyst Agent in the system functions as a Task Planner that unifies and analyzes
collected data for subsequent steps and identifies previously hidden suppliers. Based on
its findings, it informs the Orchestration Agent to reinitiate the data collection process,
incorporating these new suppliers.

Predefined Criteria

Upon receiving the completed questionnaire from the supplier, the agent’s task is to analyze
and consolidate the data for future steps and identify any suppliers not previously known
in the system.

Input Data

The input data is a filled-out questionnaire. In the case of the experiments, the input
data describes various operational aspects of AppTech Solutions, a company that develops
mobile banking applications. A summarized overview:

1. General Information: This section offers a snapshot of the company’s size, core fo-
cus, and methodologies used in software development, setting the stage for a deeper
exploration of its operational specifics.

2. Compliance and Certifications: This part details the regulatory standards the com-
pany adheres to and the certifications it has achieved, highlighting areas for improve-
ment in compliance management.

3. Security Practices: It describes the security measures currently implemented and
identifies gaps in the security framework, particularly in access management and
incident response.

4. Risk Management: This section covers the existing approaches to risk assessment
and the need for a more robust framework, focusing on third-party integrations and
ongoing vulnerability management.

5. Operational Practices: It discusses the company’s strategies for ensuring business
continuity and disaster recovery, along with the need for better quality assurance
and operational adjustments to meet local regulatory requirements.

6. Security Operations and Outsourcing: This part outlines the outsourcing of certain
cybersecurity functions and the operational specifics of data center management,
providing insight into the company’s resource allocation and external partnerships.

7. Cloud Services: The final section specifies the cloud platforms employed for hosting
and development, illustrating the company’s technological infrastructure and its use
in supporting its business operations.
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Final Agent Prompt
You are the Questionnaire Analyst Agent, responsible for analyzing the answers provided by suppliers to identify
new suppliers in their supply chain and to score the risk associated with each response. Your tasks include reviewing
the supplier’s answers, identifying any additional suppliers mentioned, and assessing the risk level based on their
responses. Follow the steps below to ensure thorough and accurate analysis and risk scoring:

1. Receive Supplier Responses: - Obtain the completed questionnaires from the supplier
2. Identify New Suppliers: - Carefully review the answers to identify any new suppliers or sub-suppliers

mentioned by the supplier. - Extract relevant information about these new suppliers for further analysis and
inclusion in the supply chain mapping.

3. Score Risk for Each Question: - Analyze each response to assess the risk level associated with it. - Use
predefined risk assessment criteria to assign a risk score to each answer. Risk levels can be categorized as Low,
Medium, High, or Critical.

4. Sample Risk Assessment Criteria: - Compliance and Certifications: - High risk: Non-compliance with
essential regulations (e.g., PCI DSS, GDPR). - Medium risk: Partial compliance or missing some certifications. -
Low risk: Full compliance with all relevant regulations and certifications.

- Security Practices: - High risk: No or inadequate security measures in place. - Medium risk: Basic secu-
rity measures in place but lacking comprehensive controls. - Low risk: Robust security measures and practices
implemented.

- Incident History: - High risk: Recent history of multiple or severe security incidents. - Medium risk: Few
incidents with moderate impact. - Low risk: No recent security incidents or minor incidents with minimal impact.

- Risk Management: - High risk: Lack of regular risk assessments and vulnerability scans. - Medium risk:
Occasional risk assessments but lacking thoroughness. - Low risk: Regular and comprehensive risk assessments and
scans conducted.

- Operational Practices: - High risk: No disaster recovery or business continuity plans. - Medium risk: Basic
plans in place but not regularly tested. - Low risk: Well-documented and regularly tested disaster recovery and
business continuity plans.

5. Generate Risk Report: - Compile a report summarizing the identified new suppliers and the risk scores for
each question. - Highlight any areas of high or critical risk that require immediate attention.

Output Handling: - Ensure that the risk assessment report is comprehensive and well-documented. - Provide
a summary of the identified new suppliers and the risk scores for each question.

supplier response: <AGENT_INPUT>
Complete one task at a time. At each step complete some parts of the tasks and summarize your findings at

the end of your answer. If you receive the code: CONTINUE then continue with completing some parts of your
task. Once you are done with all 5 steps then output the keyword: DONE

Evaluation System for the Questionnaire Analyst Agent

1. Relevance:

(a) Grade 1: The agent fails to focus on the crucial information needed to identify
new suppliers or assess risks accurately, instead analyzing irrelevant details.

(b) Grade 2: The agent generally identifies new suppliers and assesses risks but
may miss some subtleties or overemphasize minor details.

(c) Grade 3: The agent expertly identifies all new suppliers mentioned in the re-
sponses and accurately evaluates risks based on the responses, aligning perfectly
with the objectives.

2. Accuracy:

(a) Grade 1: The agent makes significant errors in risk assessment or fails to
identify new suppliers mentioned in the questionnaire.

(b) Grade 2: The agent is mostly accurate in its analysis but may have minor
errors that do not drastically affect the overall risk assessment.

(c) Grade 3: The agent’s risk assessments and identification of new suppliers are
completely accurate, reflecting a thorough understanding of the questionnaire
content.

3. Completeness:
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(a) Grade 1: The analysis is incomplete, missing key risk areas or failing to identify
critical new suppliers.

(b) Grade 2: The agent covers most of the necessary areas for risk assessment and
identifies many new suppliers, but some details might still be overlooked.

(c) Grade 3: The agent’s analysis is comprehensive, covering all aspects of the risk
assessment and thoroughly identifying every new supplier.

4. Clarity:

(a) Grade 1: The risk assessment reports are unclear or poorly organized, making
it difficult to understand the risk levels or the implications of new suppliers.

(b) Grade 2: The reports are mostly clear with some areas needing further clari-
fication to enhance understanding or detail.

(c) Grade 3: The risk assessment reports are exceptionally clear, well-organized,
and easy to interpret, facilitating informed decision-making.

5. Coherence:

(a) Grade 1: The analysis and reports are disjointed or illogical, with poor inte-
gration of findings that confuses the overall assessment.

(b) Grade 2: The overall process and reports are logical, but minor inconsistencies
may affect the flow or integration of the data.

(c) Grade 3: The agent’s analysis is logically sound and well-integrated, providing
a coherent understanding of risks and supplier relationships.

6. Appropriateness:

(a) Grade 1: The tone or style of the reports is inappropriate, which may mislead
or fail to convey the seriousness of the risks.

(b) Grade 2: The tone and style are mostly suitable, with only minor adjustments
needed for better professionalism or impact.

(c) Grade 3: The reports are consistently professional in tone and style, perfectly
suited for the intended audience, enhancing the credibility and usefulness of the
information.

7. Consistency:

(a) Grade 1: The agent’s outputs vary significantly under identical conditions,
leading to unreliable risk assessments and supplier identification.

(b) Grade 2: There is some variation in the agent’s outputs, but these do not
majorly affect the reliability of the information.

(c) Grade 3: The agent delivers highly consistent and reliable assessments across
different questionnaires, ensuring stability and predictability in its analyses.

Outcome
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Table 4.13: Qualitative Analysis of Questionnaire Analyst Agent Performance

Criteria GPT-4 Claude 3 Llama 3

Review 1 Review 2 Review 1 Review 2 Review 1 Review 2

Relevance 3 3 3 3 1.67 1.3

Accuracy 2.67 3 2.3 2 1 1

Completeness 3 3 3 3 1.3 1.3

Clarity 3 3 3 3 3 3

Coherence 3 2.67 3 3 1.3 2

Appropriateness 3 3 3 3 3 3

Consistency 3 2.67 3 3 1 1

Total Average 2.95 2.9 2.9 2.86 1.75 1.8

The Table 4.13 provided offers a comparative analysis of three AI models—GPT-4,
Claude 3, and Llama 3—across several criteria, including relevance, accuracy, complete-
ness, clarity, coherence, appropriateness, and consistency. Claude and ChatGPT exhibit
proficiency in recognizing new suppliers and are capable of consistently generating com-
prehensive risk assessments, maintaining uniformity in their responses when prompted
repeatedly. On the other hand, Llama, while capable of identifying new suppliers, pro-
duces risk assessments that are ad hoc and vary significantly with each instance. Occa-
sionally, Llama’s responses reach an acceptable level of quality, however, more frequently,
the responses are suboptimal and yield information of minimal practical relevance. To
evaluate the performance of these models thoroughly, a structured experimental setup was
employed, comprising nine distinct tests, three for each model.

Inter-Rater Reliability in Questionnaire Analyst Agent Performance Evalua-
tion

The inter-rater reliability analysis for the Questionnaire Analyst Agent reveals a mixed
level of agreement among reviewers. Key areas such as Completeness, Clarity, and Ap-
propriateness show perfect agreement with zero standard deviations and a Cohen’s Kappa
of 1, indicating consistent evaluations. However, criteria like Relevance, Accuracy, Co-
herence, and Consistency display some variability. Notably, Coherence has the lowest
overall Kappa value of 0.34146341, pointing to differences in reviewer assessments. There
is generally good agreement in areas like Relevance, Consistency, and Accuracy.

Table 4.14: Standard Deviations of Questionnaire Analyst Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0 0 0.47140452 0.31426968

Accuracy 0.47140452 0.47140452 0 0.47140452

Completeness 0 0 0 0

Clarity 0 0 0 0

Coherence 0.47140452 0 0.47140452 0.56655772

Appropriateness 0 0 0 0
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Table 4.14 continued from previous page

Criterion GPT-4 Claude 3 Llama 3 All

Consistency 0.47140452 0 0 0.31426968

Table 4.15: Cohen’s Kappa of Questionnaire Analyst Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 1 1 0.4 0.74285714

Accuracy 0 0.5 1 0.66666667

Completeness 1 1 1 1

Clarity 1 1 1 1

Coherence 0 1 0 0.34146341

Appropriateness 1 1 1 1

Consistency 0 1 1 0.78571429

4.3.6 Public Data Analyst Agent

The Data Analyst Agent in the system processes and refines public data, to identify and
fill knowledge gaps sourced by the orchestration agent. It filters and analyzes this data.
The output is an enhanced understanding of N-tier suppliers.

Predefined Criteria

Is able to process data to fill knowledge gaps in the risk assessment provided to it.

Input Data

The input data used during the experiments consisted of the risk assessment provided
by the orchestration agent that was put together in the previous steps. Also example
public data was given as input about the financial overview, market position, some key
metrics like operating and profit margins, business segments, compliance certifications, key
clients, recent developments, risk factors, key executives, strategic initiatives, supplier and
partnership network, research and development, and ESG info.

Final Agent Prompt
You are the Public Data Analyst Agent, responsible for enhancing the analysis of suppliers by integrating and
analyzing public data sources. Your tasks include reviewing supplier data from questionnaires and transport data
analyses, and supplementing this information with insights from public data sources, such as S&P Capital IQ. Follow
the steps below to ensure thorough and comprehensive analysis:

1. Receive Initial Data: - Obtain the supplier data from questionnaires and transport data analyses provided
by the Orchestration Agent.

2. Integrate Public Data with Existing Analysis: - Cross-reference and integrate the public data with the
information gathered from the questionnaires and transport data analysis. - Identify any discrepancies or additional
insights that can enhance the overall supplier profile.

3. Sample Public Data Attributes to Analyze: - Financial Overview: - Revenue, net income, EBITDA, total
assets, liabilities, and equity. - Market Position: - Market capitalization, share price, P/E ratio, sector, and sub-
sector. - Compliance and Certifications: - PCI DSS, GDPR, ISO 27001, SOC 2, and other relevant certifications. -
Key Clients and Partnerships: - Major clients and key partnerships that influence supplier reliability and stability.
- Recent Developments: - Notable recent activities, such as product launches, market expansions, and investments.
- Risk Factors: - Regulatory compliance risks, market competition, and technological changes. - Key Executives: -
Profiles of top executives and their impact on company strategy.
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4. Analyze and Score Risks: - Assess the risk level associated with each attribute based on predefined criteria.
- Score the risk for each attribute as Low, Medium, High, or Critical.

5. Generate Enhanced Analysis Report: - Compile a comprehensive report that integrates the questionnaire
responses, transport data analysis, and public data insights. - Highlight key findings, risk scores, and any new
information that enhances the supplier profile.

Output Handling: - Ensure that the enhanced analysis report is comprehensive and well-documented. - Provide
a summary of the integration process and any key findings.

Supplier Analysis: <AGENT_INPUT>
Public data: <S&P-Capital-IQ_INPUT>

Complete one task at a time. At each step complete some parts of the tasks and summarize your findings at

the end of your answer. If you receive the code: CONTINUE then continue with completing some parts of your

task. Once you are done with all 5 steps then output the keyword: DONE

Evaluation System for the Public Data Analyst Agent

1. Relevance:

(a) Grade 1: The agent fails to integrate relevant public data or focuses on data
that does not fill knowledge gaps in the risk assessment.

(b) Grade 2: The agent generally uses relevant public data to enhance the supplier
analysis but may include some irrelevant information or miss key data that could
fill significant gaps.

(c) Grade 3: The agent expertly utilizes public data to fill all significant knowledge
gaps, providing a complete and enhanced understanding of N-tier suppliers.

2. Accuracy:

(a) Grade 1: The integration of public data contains significant errors or misin-
terpretations that could mislead risk assessments.

(b) Grade 2: The agent is mostly accurate in its data integration and analysis
but may have minor inaccuracies that do not drastically impact the overall
enhancement of the supplier profile.

(c) Grade 3: The agent’s data integration and analysis are completely accurate,
reflecting a thorough understanding of public and internal data sources.

3. Completeness:

(a) Grade 1: The analysis is incomplete, missing critical public data that is essen-
tial for a thorough assessment of the suppliers.

(b) Grade 2: The agent covers most necessary public data but might occasionally
overlook some details that could provide additional insights.

(c) Grade 3: The agent’s analysis is comprehensive, covering all necessary public
data attributes and integrating them effectively with internal data.

4. Clarity:

(a) Grade 1: The enhanced analysis report is unclear or poorly organized, making
it difficult to understand the new insights or risk levels.

(b) Grade 2: The report is mostly clear with some areas that could be better
organized or more succinctly presented.

(c) Grade 3: The enhanced analysis report is exceptionally clear, well-organized,
and easy to interpret, facilitating informed decision-making.
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5. Coherence:

(a) Grade 1: The integration of public and internal data is disjointed or illogical,
causing confusion in the overall assessment.

(b) Grade 2: The overall integration process is logical but could be improved in
terms of how data is correlated or presented.

(c) Grade 3: The agent provides a highly coherent analysis, logically integrating
public and internal data for a seamless understanding of supplier risks and
profiles.

6. Appropriateness:

(a) Grade 1: The tone or style of the analysis report is inappropriate, possibly too
technical or casual, affecting its usefulness.

(b) Grade 2: The tone and style are largely suitable, though some parts of the
report might benefit from adjustments for better professionalism or readability.

(c) Grade 3: The report maintains a professional tone and style throughout, per-
fectly suited for stakeholders and enhancing the credibility and utility of the
information.

7. Consistency:

(a) Grade 1: The agent’s outputs vary significantly under identical conditions,
leading to unreliable enhancements of the supplier profiles.

(b) Grade 2: There is some variation in the agent’s outputs, but these do not
majorly affect the reliability of the enhancements.

(c) Grade 3: The agent consistently delivers high-quality, reliable analyses across
different data sets, ensuring stable and predictable enhancements of supplier
information.

Outcome

Table 4.16: Qualitative Analysis of Public Data Analyst Agent Performance

Criteria GPT-4 Claude 3 Llama 3

Review 1 Review 2 Review 1 Review 2 Review 1 Review 2

Relevance 3 3 2.67 3 1.3 1

Accuracy 2.67 2 2.3 2 1.3 1

Completeness 2.67 2.67 2.3 2 1 1

Clarity 3 3 3 3 3 3

Coherence 2 2.67 3 3 1.3 1.67

Appropriateness 3 3 3 3 3 3

Consistency 1 1 1 1 1 1

Total Average 2.48 2.48 2.47 2.43 1.7 1.67
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The Table 4.16 provided offers a comparative analysis of three AI models—GPT-4,
Claude 3, and Llama 3—across several criteria, including relevance, accuracy, complete-
ness, clarity, coherence, appropriateness, and consistency. The models under review demon-
strated a notable level of nondeterminism, with their outputs showing a significant degree
of variability. Among the various models, ChatGPT emerged as the most effective, consis-
tently delivering responses that were superior in quality, although it did exhibit occasional
lapses in performance. In contrast, Claude managed to produce moderately acceptable an-
swers in isolated instances, yet generally, its responses were largely inadequate and failed
to meet a satisfactory standard. Llama was particularly notable for its consistent under-
performance, not only failing to provide reliable answers but also producing outputs that
were contradictory between different runs.

Inter-Rater Reliability in Public Data Analyst Agent Performance Evaluation

The inter-rater reliability analysis for the Public Data Analyst Agent shows a mixed pattern
of agreement among the reviewers. Criteria like Clarity, Appropriateness, and Consistency
display perfect agreement with zero standard deviation and a Cohen’s Kappa of 1, indi-
cating consistent evaluations by the reviewers across all models. However, Relevance, Ac-
curacy, and Coherence exhibit variability in standard deviations and lower Cohen’s Kappa
scores. For example, Relevance and Accuracy have higher standard deviations around
0.47140452 and lower Kappa values (0.6 for Relevance and 0.36842105 for Accuracy), sug-
gesting less agreement among reviewers. Coherence also presents notable inconsistencies
with a Kappa of nearly zero for GPT-4, though it recovers slightly with the other models.

Table 4.17: Standard Deviations of Public Data Analyst Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 0 0.47140452 0.47140452 0.47140452

Accuracy 0.47140452 0.47140452 0.47140452 0.49690399

Completeness 0 0.47140452 0 0.31426968

Clarity 0 0 0 0

Coherence 0.47140452 0 0.47140452 0.47140452

Appropriateness 0 0 0 0

Consistency 0 0 0 0

Table 4.18: Cohen’s Kappa of Public Data Analyst Agent Performance

Criterion GPT-4 Claude 3 Llama 3 All

Relevance 1 0 0 0.6

Accuracy 0 0.5 0 0.36842105

Completeness 1 0.5 1 0.83333333

Clarity 1 1 1 1

Coherence 0 1 0.4 0.44897959

Appropriateness 1 1 1 1

Consistency 1 1 1 1
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4.4 Technical Comparison and Performance Evaluation of
the AI Models: GPT-4, Claude 3, and Llama 3

The performance of AI models like GPT-4, Claude 3, and Llama 3 is significantly shaped by
their technical specifications, particularly the number of parameters, context window size,
and maximum output tokens. Claude 3 operates with 137 billion parameters, Llama 3 with
70 billion, and GPT-4 with a substantially larger 1.7 trillion parameters. These differences
directly impact each model’s ability to process and analyze data. Additionally, the context
window—200K for Claude 3, 8K for Llama 3, and 128K for GPT-4—further dictates the
extent to which each model can handle large sequences of data effectively. The maximum
output tokens also vary: Claude 3 allows for 8192 tokens, GPT-4 for 4096 tokens, and Llama
3 for 2048 tokens, influencing their capacity for generating extended responses. Given the
black-box nature of these models, further details about their internal operations remain
obscured, leaving these technical attributes as key determinants of performance. [6, 39]

GPT-4 emerged as the highest-performing model, demonstrating remarkable consis-
tency and adaptability across a range of complex tasks. It excelled particularly in rel-
evance, accuracy, and coherence, attributes likely bolstered by its extensive parameter
count. GPT-4’s superior performance in high-level reasoning and raw data processing is
attributable to its large-scale architecture, which includes a significantly higher number of
parameters than its counterparts.

When compared to GPT-4, Llama 3 generally underperformed, showing weaknesses
in task relevance and consistency, which is likely a consequence of its considerably fewer
parameters. For instance, in another comparative analysis by Ammar Ahmed, although
both Llama 3 and GPT-4 were able to correctly identify and resolve a coding bug, GPT-4
provided a solution more closely aligned with the intended prompt in an image generation
task. Additionally, in particularly complex tasks such as solving advanced mathematical
problems, Llama 3 failed to deliver an accurate result. [6]

Claude 3, on the other hand, exhibited notable strengths, particularly in tasks requir-
ing nuanced understanding and the integration of unstructured data, as demonstrated in
internal data gathering tasks. This model outperformed GPT-4 in several specific areas,
particularly those involving cognitive processing and complex reasoning. The model’s ad-
vanced reasoning capabilities were highlighted in various benchmark tests, where Claude
3 Opus scored higher than GPT-4, particularly in graduate-level reasoning, coding tasks,
and multilingual math. [39]

Concluding the above discussed, while GPT-4 excels in general adaptability and high-
level reasoning, Claude 3 demonstrates particular strengths in tasks requiring sophisticated
cognitive processing, coding, and reasoning. Llama 3, although faster in processing simpler
tasks, underperforms in more complex scenarios, likely due to its smaller parameter set
and limited context handling capacity.
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Chapter 5

Discussion

In this chapter, we delve into the key findings of our study and explore the broader im-
plications of deploying generative AI within multi-agent systems (MAS), particularly in
the context of N-tier mapping. We examine the challenges faced during implementation,
the limitations of the current study, and potential avenues for future research. Our discus-
sion aims to provide a comprehensive understanding of the complexities and opportunities
associated with this emerging technology.

5.1 Challenges

The deployment of generative AI in multi-agent systems introduces several significant chal-
lenges that must be addressed to harness its full potential. This section outlines the primary
obstacles encountered, including issues related to explainability, determinism, hallucina-
tion, scalability, and learning and adaptation. Understanding these challenges is crucial
for developing more robust and efficient MAS frameworks capable of performing complex
tasks such as N-tier mapping.

5.1.1 Explainability

One of the critical challenges in deploying generative AI within multi-agent systems, par-
ticularly in the context of N-tier mapping, is the issue of explainability. Generative AI
systems often operate as black boxes, making it difficult to interpret the decision-making
processes of the agents involved. This lack of transparency can pose significant problems,
especially when these systems are used in complex and dynamic environments where un-
derstanding the rationale behind decisions is crucial.

Explainability is essential for gaining trust and ensuring that the decisions made by AI
agents can be understood and validated by human stakeholders. In the context of N-tier
mapping, where agents are tasked with prioritizing components and suppliers, gathering
and analyzing data, and enriching information with transport and public data, the ability
to explain the outcomes and the processes leading to these outcomes is vital. Without
sufficient explainability, it becomes challenging to diagnose errors, refine processes, and
ensure compliance with regulatory and ethical standards.

5.1.2 Determinism

The issue of determinism is another significant challenge in the deployment of generative
AI. Deterministic systems produce the same output given the same input, which is critical
for predictability and reliability. However, generative AI systems, by their nature, can
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produce different results under the same conditions due to their probabilistic and adaptive
models. This non-determinism introduces variability and unpredictability into the system.

On the other hand, while this variability can be seen as a disadvantage because it
can lead to inconsistent outcomes, it also presents a unique advantage. The ability of
generative AI systems to produce different outputs for the same input allows for multiple
perspectives and solutions to a given problem.In the context of N-tier mapping, this means
that agents can debate which results are better and why, allowing for various prioritizations
and questionnaires to be compared and evaluated.

By analyzing these different outcomes, it is possible to refine processes and choose the
best possible output. This iterative approach leads to continuous improvement and op-
timization of the system, making it more robust and effective over time. Moreover, the
non-deterministic nature of these systems encourages the development of robust valida-
tion and selection mechanisms. By implementing rigorous evaluation criteria, suboptimal
results can be filtered out, focusing on those that offer the highest quality and utility.

5.1.3 Hallucination

Hallucination is where models generate text that is not factually accurate or relevant to
the given context. This issue is particularly pronounced in systems that utilize a single
LLM-based agent but becomes exponentially more complicated in a system with multiple
interacting agents.

Within a multi-agent framework, inaccurate outputs generated by a single agent can
initiate a chain reaction of misinformation. This phenomenon is exacerbated by the inter-
dependent nature of agents within these systems. Each agent typically relies on the inputs
and outputs of other agents to make decisions, form strategies, and generate further re-
sponses. As a result, if one agent produces erroneous information, it can be inadvertently
accepted as accurate by other agents. These agents then propagate the misinformation
throughout the network, potentially leading to a widespread dissemination of false data.

The problem of hallucination in LLM-MA systems is further compounded by the com-
plexity and dynamism of their operational environments. In contexts such as N-tier map-
ping, where agents are tasked with prioritizing components and suppliers, gathering and
analyzing data, and enriching information with transport and public data, the accuracy
and reliability of each agent’s output are critical. A single hallucinated response can sig-
nificantly undermine the integrity of the entire process, leading to incorrect prioritizations,
flawed analyses, and misguided enrichment efforts.

Moreover, the collaborative nature of multi-agent systems means that agents often
engage in debates to refine their outputs. Inaccurate information introduced into these
debates can skew the discussions, resulting in suboptimal consensus and decision-making.
The iterative nature of these debates, intended to enhance the quality of the final output,
may instead amplify the impact of hallucinations if not properly managed.

Implementing cross-verification processes, where multiple agents independently assess
the accuracy of generated information, can help mitigate the risk of misinformation prop-
agation. Additionally, incorporating feedback loops from human overseers can provide an
extra layer of scrutiny, ensuring that critical decisions are based on accurate and reliable
data.

5.1.4 Scalability

LLM-MA systems are characterized by a substantial scalability challenge due to the sheer
number of LLM-based agents required. Each agent, often developed on sophisticated lan-
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guage models like GPT-4, demands extensive computational power and memory. As the
number of agents increases, so does the resource requirement, posing a significant hurdle
in resource-limited scenarios.

5.1.5 Learning and Adaptation

Traditional multi-agent systems rely heavily on reinforcement learning from static, of-
fline datasets. However, LLM-MA systems differ fundamentally in that they learn from
dynamic, real-time feedback through continuous interactions with their environment or
human users. This requirement for an interactive learning environment necessitates the
design of stable and responsive systems capable of adapting to real-time inputs.

The current research practices in LLM-MA systems, including Memory and Self-Evolution
techniques, are primarily focused on refining the behavior of individual agents based on
feedback. While these methods are effective at improving the performance of single agents,
they often fall short in leveraging the collective intelligence of the entire network of agents.
This limitation arises because the strategies are typically agent-centric, not fully exploiting
the synergistic benefits that coordinated multi-agent interactions can yield.

For example, memory modules allow agents to store and retrieve valuable past inter-
actions, helping them make informed decisions based on historical data. However, these
memories are often isolated within individual agents, preventing the sharing of useful ex-
periences and knowledge across the network. Similarly, self-evolution techniques enable
agents to dynamically adjust their strategies based on feedback, but this self-evolution is
usually confined to the individual agent’s perspective, missing opportunities for collabora-
tive learning and adaptation.

To address these challenges, future research needs to focus on developing mechanisms
that facilitate more effective collective learning and adaptation across the network. This
could involve creating shared memory systems where agents can access and learn from each
other’s experiences, or developing frameworks that encourage collaborative problem-solving
and strategy refinement.

5.2 Limitation

The rapidly evolving nature of generative AI, especially in the context of multi-agent sys-
tems, presents significant limitations for this study. The technology underpinning genera-
tive AI is still in its nascent stages, characterized by continual advancements and paradigm
shifts. This research relies heavily on recent articles, many of which were published only a
few months ago. Consequently, the findings and methodologies presented here may quickly
become obsolete as new insights and technologies emerge.

One of the primary limitations is the potential for significant changes in the way we
understand and implement generative AI in MAS. Given the swift pace of technological
advancements, it is plausible that within a few months, the frameworks, models, and
strategies discussed in this study may be rendered outdated or may require substantial
revisions. This volatility necessitates continuous monitoring and adaptation of the research
to keep pace with the latest developments.

Moreover, the novelty of generative AI in MAS introduces uncertainties in both theo-
retical and practical applications. As the technology matures, unforeseen challenges and
opportunities will likely arise, necessitating further research to refine existing models and
explore new paradigms. The current study provides a snapshot of the state-of-the-art but
is inherently limited by its temporal context.
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In this study, the implementation of MAS in N-tier mapping demonstrates the potential
and challenges of utilizing generative AI within this framework. The orchestration agent,
which oversees the entire process, interacts with various specialized agents to prioritize
components and suppliers, gather and analyze data, and enrich findings with both trans-
port and public data. Each agent’s ability to adapt through self-evolution and memory
modules highlights the dynamic capabilities of MAS. However, the effectiveness of these
implementations is tied to the current state of technology, which is rapidly evolving.

The experimental design faced several constraints that may affect the generalizability
and interpretation of the results. A primary limitation was the fixed temperature setting
across the utilized generative AI models, namely ChatGPT-4, Claude 3, and LLama 3.
The inability to adjust the temperature constrained the exploration of how varying levels
of randomness could influence the models’ performance.

Additionally, due to character limits imposed by these platforms, the experiments were
conducted using shorter text inputs. This restriction meant that the study did not assess
the models’ effectiveness in processing longer inputs typical of real-world scenarios. This
limitation poses questions about the scalability and adaptability of these models when faced
with extended textual data, which remains untested within the confines of this research.

In light of these limitations, there is an urgent need for ongoing research to address the
dynamic and rapidly changing nature of generative AI, particularly in its application to
MAS and N-tier mapping. Future studies should focus on capturing the evolution of the
technology and its applications in these contexts. This will help ensure that theoretical
models and practical implementations remain relevant and effective.
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Chapter 6

Conclusion

This thesis provides a comprehensive analysis of how N-tier mapping and generative AI
can revolutionize supply chain management, specifically in enhancing cyber resilience and
visibility. Through a detailed exploration of four main research questions, the thesis has
highlighted the transformative potential of Large Language Models in traditional supply
chain operations.

Firstly, by addressing “What are the current strategies for cyber resilience specifically
within cyber supply chain management?” (Q1), the literature review in Chapter 2 es-
tablished a foundational understanding of the field of cyber supply chain management.
This review helped to contextualize current practices and emerging trends, setting a foun-
dational understanding that enriched the analysis of generative AI integration and its
potential to transform supply chain resilience and cyber security.

Following that, the examination of “What is the current design and operational frame-
work of N-tier mapping, and what areas could be enhanced to improve cyber resilience?”
(Q2) revealed that while existing strategies, including N-tier mapping, are effective, there
are significant opportunities for improvement. The thesis identified enhancements nec-
essary, as detailed in Section 3.1, for bolstering cyber resilience through advanced AI
integration.

In response to “What innovative approaches can GEN AI offer to enhance the N-tier
process?” (Q3), Section 3.2 introduced a multi-agent system that leverages various AI
methodologies to advance operational frameworks. This innovative approach showcases
how integrating LLMs enhances supply chain monitoring, providing sophisticated analysis
and adaptive learning capabilities essential for improving cyber resilience.

The integration of LLMs within multi-agent systems, as discussed, represents an inno-
vative approach. These AI models enhance the intelligence and efficacy of supply chain
monitoring, providing sophisticated analysis, and adaptive learning capabilities that are
critical for maintaining and enhancing cyber resilience.

Through the deployment of a Generative AI-powered chatbot and enhanced analysis
of the value chain, the thesis further demonstrates how the multi-agent approach utiliz-
ing LLMs facilitates a more nuanced understanding of organizational maturity levels and
critical focus areas. This enhanced capability addresses the knowledge gap by providing
tailored recommendations and insights and improves visibility across the supply chain.
Consequently, this leads to faster and more effective responses to disruptions, significantly
enhancing cyber resilience.

Additionally, this thesis highlights a significant advancement in cyber resilience through
the automation of the N-tier mapping process. Historically reliant on manual steps, the
implementation of the multi-agent system now automates this process, reducing human
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error and time needed, and increasing efficiency.
Addressing the final research question “What are the potential challenges and limitations

of integrating GEN AI into this system?” (Q4), in Chapter 4 experiments are conducted
with AI models such as GPT-4, Claude 3, and Llama 3 within a simulated N-tier mapping
scenario revealed distinct strengths and limitations of each model. The findings indicate
that while ChatGPT (GPT-4) generally exhibits consistent and adaptable performance
across a range of tasks, the variability in the output of other models highlights the chal-
lenges of determinism and hallucination. These experiments provide critical insights into
the capability of LLMs to handle complex, multi-layered tasks and their role in enhancing
the functionality of MAS in real-world scenarios.

The thesis identified key challenges such as explainability, determinism, hallucination,
scalability, and the need for ongoing adaptation in Chapter 5. These challenges under-
line the complexities involved in deploying AI in real-world scenarios and emphasize the
necessity for continued research and development.

Concluding the above discussed, this thesis highlights the transformative potential of
integrating advanced AI into supply chain management and maps out a future where con-
tinuous technological advancements and methodological innovations could address current
limitations. The potential for AI to adapt and evolve with the changing dynamics of global
supply chains offers a promising horizon for research and application.
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