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Abstract

This thesis presents the development of an Explainable Artificial Intelligence (XAI) model
aimed at enhancing the interpretability and transparency of fraud detection systems at ING.
By integrating XAI techniques, the model provides clear and actionable insights into the
decision-making processes of machine learning classifiers, thereby bridging the gap between
high model accuracy and the need for understandable outputs. Through extensive exper-
imentation and validation with real-world data, this research demonstrates the practical
applicability of XAl in transactional fraud detection. The insights gained from expert inter-
views and use case testing further reinforce the model’s effectiveness in improving stakeholder
communication and decision-making. This work contributes to the ongoing efforts to develop
AT systems that are not only powerful but also transparent and trustworthy in combating
financial fraud.
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1 Introduction

Within this chapter, an overall introduction about the content of this research is provided. In each
chapter, a small table of contents is provided to enhance readability. In this chapter, the reader is
provided with an introduction to fraud, the company ING, the structure of this research and an
understanding of the methodology this research will follow.
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1.1 General Information

The utilisation of advanced technology, particularly in the area of fraud detection, has become
increasingly more dominant. Currently, there is an increase in online transactions Skibinska-
Fabrowska (2023) , a growth of data Pascua, Prado, Solis, Cid-Andres, and Cambiador (2019)
and the day-to-day work tasks of people is changing rapidly Ramos (2023). It is a time where
new innovations are are happening constantly Pascua et al. (2019). The number of processed data
and, therefore, information has been increasing at a very rapid pace. Every sector has to adapt
to these changes, and so does the banking sector. With the increasing focus on online banking,
the emergence of new client features, advancements in technology to enhance system efficiency,
and the growing potential for criminal exploitation of these developments, a need arises for robust
mechanisms to combat fraudulent activities.

With the fourth industrial revolution having arrived and the use of Big Data these days,
our society has been widely concerned with the large numbers of personal information that is
all over the world. There has been a shift within institutions where the protection of data and,
therefore, privacy has been more and more important. An example has been the introduction of
the General Data Protection Regulation law (GDPR). These rules include ensuring accuracy, data
minimisation, and data security, all of which must be adhered to when using personal data for, for
example, fraud detection purposes. Especially within domains like fraud detection, personal data
is of extreme importance. To comply with GDPR, fraud detection models must be designed and
developed with these principles in mind. This includes ensuring transparency and accountability
for the processing of personally identifiable information (PII) Boiarskaia, Albert, and Lee (2019).

ING has been actively improving their models (for example transaction monitoring for fraud
detection) to make them more resilient against the constantly changing fraudulent tactics per-
formed by criminals, while also making sure they comply with regulations such as the GDPR.
Implementing machine learning into their models has proven to be helpful for the scenario pro-
vided above. However, the addition of machine learning often results in complex, unclear, and
high-dimensional models, making it harder for programmers and model validators to ensure trans-
parency expectations are met. As complexity arises, there are also evolving technologies which
aim to provide a solution to reduce this.

One of these technologies is Explainable AT (XAI). Essentially, XAl serves as a means to
comprehend the decision-making processes of complex artificial intelligence algorithms Kumar
(2022). In simpler terms, it helps to understand why AI systems make the decisions they do.
This thesis aims to delve into the application of XAI in the context of model validation for fraud
detection. Against the backdrop of evolving regulatory frameworks and the escalating volume of



data, this research seeks to highlight the importance of transparent AI methodologies in ensuring
the integrity of financial systems.

By exploring how XAI contributes to the validation of AI models, particularly in the domain
of fraud detection, this study sheds light on its significance in adapting to changing regulatory
environments and harnessing the potential of Big Data. This thesis provides insights into the
dynamics at play in the intersection of XAI, model validation, and fraud detection.

1.2 Company Introduction

ING Group, or ING Groep, is a prominent Dutch multinational banking and financial services
corporation headquartered in Amsterdam, with its origins traced back to the 1991 merger between
Dutch insurer Nationale-Nederlanden and the national postal bank NMB Postbank I.N.G. (2023a).
ING has a significant presence across FEurope and beyond, it serves approximately 37 million
individuals, corporate entities, and financial institutions in over 40 countries. The company employs
60,000 people globally and primarily offers a range of financial products and services, including
savings, payments, investments, loans, and mortgages in its retail markets I.N.G. (2023b). In terms
of market presence, ING is a market leader in the Netherlands, Belgium, and Luxembourg.

ING Research Influence

This research focuses on the added value the explanations of an XAI model can provide to depart-
ments in the field of fraud within ING. These explanations are qualitatively validated by experts
currently working in these departments. In addition, the dataset this model is trained and tested
on consists of historical real life transactions which have taken place in the bank. Moreover, an
additional dataset is provided containing false positive fraudulent transactions, meaning these
transactions were originally flagged as fraudulent but turned out to be correct. The qualitative
validation and multiple datasets have all been facilitated by ING. In addition, the explana-
tions resulting from the XAI model can potentially improve real life workload within the bank.
This research focuses on the implementation and potential added value of XAI for all relevant
departments. Without the influence of the bank, this research would not have been possible.

1.3 Fraud Detection

Before going into the fraud detection domain within ING, let’s first introduce the concept of
fraud itself. Fraud can be defined as an intentionally deceptive action designed to provide the
perpetrator with an unlawful gain or to deny a right to a victim Chen (2024). It involves the false
representation of facts, whether by intentionally withholding important information or providing
false statements to another party for the specific purpose of gaining at the expense of the victim.
Fraud can be both ethically wrong and a criminal act, and its consequences may include fines,
imprisonment, and civil litigation to recover monetary damages Chen (2024).

The most widely accepted explanation for why some people commit fraud is known as the
Fraud Triangle Inspector General (2021). This explanation hypothesises three factors that cause
fraud: financial pressure, the identification of opportunity, and rationalisation for their actions. As
illustrated in figure 1, these three components together form the Fraud Triangle, suggesting that
the presence of all or some of them increases the likelihood of a person engaging in fraudulent
activities.
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naw | knaw how.

Fig. 1: The Triangle of Fraud

Within ING, a lot of models for fraud detection still follow the rule-based decision-making

approach van der Pol (2023). Rule-based Machine Learning (ML) models in fraud detection adhere
to a set of predefined rules to classify transactions as legitimate or fraudulent. These rules, usually
created by domain experts, are based on known patterns of fraudulent behaviour. For instance,
a rule might flag transactions that exceed a certain threshold or occur in a specific geographical
location. Such a threshold can vary across divisions and even models. The advantage of rule-based
models lies in their transparency and ease of interpretation. However, they may struggle to adapt
to new types of fraud that deviate from the predefined rules Saiful Islam (2023).
In addition to a rule-based pattern discovery, more extensive and complex Machine Learning
models have also been implemented. Traditional ML models learn to detect fraud by being trained
on historical data, as illustrated in figure 2. These models can encompass various techniques such
as random forest, decision tree, naive Bayes, and logistic regression Arrieta and Diaz-Rodriguez
(2019). They can identify complex patterns in the data that may be challenging for humans to
detect Sarker (2021), potentially making them more effective at identifying new types of fraud.

The process depicted in figure 2 illustrates how ML models can predict fraudulent patterns
using historical data. As shown on the left side of the figure, when a transaction is requested, either
rule-based or ML models predict whether the transaction is fraudulent based on certain thresholds
defined by the policies of the banks which are implemented by model developers. When processed,
many transactions are initially predicted as fraudulent Weerts (2019) due to the high number of
features marking a transaction as potentially fraudulent. However, this is not the final judgement.
Explanations for the marking of the transaction are retrieved, and a fraud analyst will have a final
look before approving or disapproving the transaction. This final look is a manual step, meaning
there is human interference in this process as well.
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Fig. 2: Fraud Detection process Weerts (2019)

As shown in figure 2, the ”Retrieve Explanation” box is coloured grey. This is the area where
Explainable AT (XAI) can be most effective and helpful. Making models more transparent and
showing the analyst how a prediction came to be can enhance the analyst’s productivity and reduce
potential bias. In other words, this is the scope of this research because it can be particularly
helpful in this area.

1.4 Problem Context

As mentioned in section 1 so far, the models used by model validators have become more extensive,
with higher dimensionality and less transparency Arrieta and Diaz-Rodriguez (2019). Machine
learning models have grown in accuracy over time due to advancements in computational power,
the availability of large datasets, and the development of new algorithms Cylynx (2020). However,
this increase in accuracy often comes with an increase in model complexity.

The evolution of machine learning dates back to the 1950s, with significant advancements in
the 1990s when the data-driven approach emerged Synetics (2017). Initially, ML models such
as the rule-based models are a lot less complex compared to the new ML models. However, as
the field evolved, models became more intricate, capable of capturing complex patterns and rela-
tionships in data Dong (2017). For instance, deep learning, a subset of machine learning, utilizes
neural networks with multiple layers to capture complexity. The more layers are used in the neural
network, the more complexity it can capture making it more accurate Dong (2017). Models with
high accuracy in capturing complexity are often considered black boxes, where input and output
are known, but the model’s internal workings are unknown. There is typically a trade-off between
model accuracy and interpretability, as shown in figure 3.

Model complexity refers to the number and type of parameters, features, and interactions
a model uses to learn from data Dong (2017). Complex models can capture more nuances and
patterns in the data but may be more prone to overfitting, learning too much from noise in the
data and failing to generalise new data Kumar (2022). The complexity of a model depends on
the structure, relationships, and attributes of the data entities involved in the design. Factors
contributing to model complexity include entity relationships, data dependencies, and scalability
considerations to name a few Synetics (2017). This increase in complex capabilities enables models
to become accurate in solving complex problems.

Model interpretability, on the other hand, refers to the ability to understand the internal
workings of a model or how it makes predictions Barceld, Monet, Pérez, and Subercaseaux (2020).
Interpretable models, like linear regression or decision trees, are easier to understand and explain
but may not capture complex patterns as effectively as more complex models. For very complex
problems, these interpretable models are less accurate. The interpretability definition will be



further explained in section 1.5, where the core problem is formed.

As models become more complex, they also become harder to interpret. Explainable AT (XAI)
aims to make predictions of complex models more understandable Kumar (2022). Transparency can
function as an argument to increase trust, which is fundamental in the banking industry Arrieta
and Diaz-Rodriguez (2019). As mentioned by Arrieta and Diaz-Rodriguez (2019), Figure 3 below
illustrates the trade-off between interpretability and accuracy, often associated with complexity.
The figure shows where XAI holds potential in terms of model explainability.

‘ Hybrid modelling approaches
XAT's future New explainability-preserving modelling approaches
research arena Interpretable feature engineering
High
s
Q
fav] Post-hoc explainability techniques
55" Interpretability-driven model designs
=)
Q
2y
—
]
e,
20
Low
Low High

Model interpretability

Fig. 3: Trade-off between accuracy and interpretability Arrieta and Diaz-Rodriguez (2019)

1.5 Core Problem

Combining all context provided above, the core problem that this research aims to solve can be
identified and phrased as follows:

The escalating complexity of machine learning models in fraud detection leads to a
troubling trend: they are increasingly veering towards black box methods, decreasing
users’ ability to comprehend decision-making processes, thereby hindering accurate
performance evaluation and potentially compromising fraud detection efficacy.

In the literature, various terms are used to describe the opposite of the ”black box” nature of
AT and machine learning models, particularly deep learning models. To clarify the core problem,
a start of the main concepts for the XAl terminology is explained. Later in the thesis, when XAI
models are used for explaining that fraud flags in transaction data, these terms will be further
addressed to explain obtained results.

Transparency: A model is considered transparent if it has the potential to be understandable
by itself. Transparency serves as the opposite to the black-box nature of certain Al and machine
learning models Arrieta and Diaz-Rodriguez (2019). In terms of fraud detection, a transparent
model offers stakeholders insight into its internal mechanisms, allowing for a clear understanding
of how input data translates into output predictions.

Interpretability: As highlighted in section 1.4, Interpretability refers to the capacity of a model
to provide interpretations in terms that are understandable to a human Barceld et al. (2020).
In other words, an interpretable model allows stakeholders to understand the underlying logic
and reasoning behind its predictions Bau and Gilpin (2019). This is what makes it different from
model transparency. While transparency refers to the openness and visibility of the model, it does



not particularly emphasise on providing human-understandable explanations Arrieta and Diaz-
Rodriguez (2019). For instance, in the domain of fraud detection, explainability techniques such as
attention mechanisms and graph-based explanations have been employed to provide rationales for
the model’s predictions, thereby enhancing the trust and understanding of the model’s decision-
making process Qin and Liu (2022). By using these techniques, machine learning models can
provide transparent and human-interpretable explanations for why a certain activity is classified
as fraudulent, enabling stakeholders to validate and trust the model’s decisions.

1.6 Research Problem

With the constructed core problem from section 1.5 in mind, the following main research question
has been constructed:

How can Explainable Artificial Intelligence (XAI) techniques be utilized to
enhance the transparency and interpretability of machine learning models in the
detection of fraudulent transactions across all involved departments in a bank?

This research question directly addresses the core problem by exploring how XAI can mitigate
the issues associated with the complexity of machine learning models in fraud detection. By
investigating the application of XAl techniques, this research aims to enhance the transparency
and interpretability of these models, allowing users to better understand the decision-making
processes. This, in turn, could lead to more accurate performance evaluations and potentially
improved fraud detection efficacy. The question implies a focus on both the technical improvement
in detection and the human aspect of interpretation, thereby ensuring that the solutions are not
only effective but also comprehensible and actionable by the users. This main research question is
split into multiple sub questions.

Sub-question 1: What are the key concepts, properties, models, model outcomes,
and challenges in Explainable AI and its application in fraud detection?
This sub-question will be addressed in section 2 by reviewing existing literature on machine
learning models and XAI including their relevance and limitations in fraud detection. A stepwise
approach is created which concludes in a complete overview of XAl as shown in section 2.3.1. The
literature review will also cover various types of fraud, and the research that has been done for
the use of XAl in fraud.

Sub-question 2: What is the taxonomy of XAI techniques, and how can they be
categorized to address different explainability needs for different use cases?
This sub-question will be explored by developing a comprehensive taxonomy of XAI methods,
distinguishing between different types of explainability categories and techniques. The taxonomy
will help in understanding the various approaches to making AI models interpretable and their
applicability to fraud detection. This sub-question will be tackled in section 3.

Sub-question 3: How can XAI methods be implemented to create an effective and
efficient model for detecting fraudulent transactions?
This sub-question will be answered in section 4 by detailing the development and implementation
of the XAI model, including data processing, testing multiple ML classifiers and the application
of specific XAI methods. The chapter will also present the results of the model’s effectiveness in
fraud detection.

Sub-question 4: How do fraud detection experts evaluate the effectiveness and
interpretability of the X AT model and what are the practical insights and implemen-
tation opportunities identified from this evaluation?

The first part of the sub-question will be addressed in section 5 by focusing on human-grounded
and application grounded evaluation metrics. Fraud detection experts are classified in this research
as the departments that are involved with fraud detection. Within ING, this means Data Science,



Rule Writing and Alert Handling. All departments are interviewed and in section 5, department-
specific focus points are created. In addition, test cases are constructed in this chapter to test some
specific use cases for the XAI model within fraud. Section 6 presents the results of interviews con-
ducted with fraud-related departments. The findings will highlight the model’s potential and any
identified weaknesses or areas for improvement.

1.7 Research Methodology

The chosen research methodology for this research is the Cross-Industry Standard Process for
Data Mining (CRISP-DM) research methodology. It is a widely used process framework for data
mining and analytics. It consists of six phases: business understanding, data understanding, data
preparation, modeling, evaluation, and deployment. These are connected in the way made visual
in 4. This method is beneficial for XAl in the field of model validation for fraud detection because
it provides a systematic approach to data analysis, which is essential for building transparent and
interpretable machine learning models Schréer and Kruse (2021). By following CRISP-DM, this
research can ensure that the process of developing and validating the models is well-structured
and comprehensive, ultimately leading to more reliable and explainable results.

Business ‘3' Data
Understanding 1 Understanding

Data
Preparation
4

Deployment

r

Modelling
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Fig. 4: CRISP-DM process Johnson and Khoshgoftaar (2023)

The CRISP-DM model is particularly relevant in the context of fraud detection, as it emphasizes
the importance of understanding the business context and the specific requirements of the prob-
lem at the outset of a project Schroer and Kruse (2021). This is crucial for developing AT models
that are not only accurate but also interpretable and aligned with the needs of domain experts and
stakeholders Carneiro and Junior (2010). Additionally, the evaluation phase of CRISP-DM encour-
ages thorough model validation, which is essential for assessing the performance and reliability of
fraud detection models, especially in high-stakes applications such as financial services Belharet,
Bharathan, and Dzingina (2020). By following the CRISP-DM process, researchers and practition-
ers can ensure that their Al models are not only accurate but also transparent, interpretable, and
well-aligned with the specific needs of the domain Carneiro and Junior (2010).

CRISP-DM Plan of Approach

As mentioned in section 1.7, there are multiple phases within CRISP-DM with each enabling a
different part within this research. Again, it consists of six phases: business understanding, data



understanding, data preparation, modelling, evaluation, and deployment. Below, the content of
each phase is described.

Business Understanding: This is the first step in the CRISP-DM process. In the context of XAl
for fraud detection, this involves understanding the objectives of the project, such as improving
the accuracy of fraud detection models, enhancing trust in AI models, and ensuring regulatory
compliance Carneiro and Junior (2010). A large part of the business understanding phase has
been documented within section 1. A comprehensive understanding of XAl is documented in both
sections 2 and 3.

Data Understanding: The next step in the CRISP-DM process is understanding the selected
data. As shown in 2, data in this research will consist of historical transaction data. The dataset
provided by ING will be explained and structured in section 4.

Data Preparation: This phase involves cleaning the data and transforming it into a suitable
format for analysis. For this research, it covers how to deal with the imbalance of the dataset that
is provided. Multiple ML classifiers are tested. This is documented in section 4.

Modeling: This involves selecting and applying various modelling techniques and combining
all to create one comprehensive and extensive model for ING. As with the data understand and
preparation phase, this is all documented in section 4.

FEvaluation: This involves assessing the model to ensure it meets the business objectives defined
in the first step. This is only of the biggest parts of this research, being present in both section
4 and 6. Here, the XAI model’s performance and implementation possibilities are evaluated from
both a qualitative and quantitative technical and business points of view. Departments that are
closely involved with fraud detection are interviewed to facilitate this evaluation.

Deployment: This involves implementing the model in the operational environment of ING
and monitoring its performance. This involves deploying the model in a real-time fraud detection
system and monitoring its performance in detecting fraudulent transactions. This is outside the
scope of this research.

1.8 Data used

The dataset provided by ING consists of multiple e-banking transactions which have been pro-
cessed by the bank. The dataset has been anonymised completely to prevent the doom scenario of
confidential and personal data leaking.The total size of the dataset consists of 75 million rows which
are all individual transactions. The content of the dataset consisted of 50 anonymous features (e.g.
feature 1 and feature 39) as columns, shown in appendix A. Each row is an individual transaction
which has a value for each feature. The exact content for the determining of the features will not
be discussed in this research. However, the dataset itself is describable as a binary classification in
which the result of the features determine whether a transaction is considered fraud (it has been
labelled with a 1 in the ”label” column) or correct (it has been labelled with a 0).

1.9 Scope

The scope of this research is comprehensive and has multiple phases. The research focuses how
XAT techniques can enhance transparency and interpretability in machine learning models used for
fraud detection. Within the scope of the research, the deployment phase is out of reach given the
following circumstances. Deployment considerations involve exploring the practical implications
of deploying XAl-enhanced models in real-world banking environments. This includes assessing
factors like scalability, performance, usability, and integration with existing systems and processes.
This could be a significantly long research on its own. Given these arguments, and the central role
of confidentiality within ING, the deployment phase is out of the scope for this research.



2 Literature Review

This section focuses on the literature to clarify the ML models, terminology and techniques sur-
rounding XAI. First, a definition of the technology is explained and emphasised. After which a
more in depth explanation is be provided. In the end, a terminology will be created to gain a full
overview of the characteristics and relevant challenges. In addition, limitations of XAI are analysed
and discussed.
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2.1 An Explanation About Machine Learning

Before a literature review about X AT is given, an explanation about Machine Learning is provided
in order to prevent confusion and improve readability of the document. The reason for this is
how close both terms are related. Machine learning is a subfield of artificial intelligence (AI) that
focuses on the development of algorithms and statistical models, enabling computers to improve
their performance on a specific task through experience Kubat (2017). It involves the use of large
amounts of data to train models, allowing them to identify patterns, make decisions, and improve
their performance over time without being explicitly programmed for each task Janiesch, Zschech,
and Heinrich (2021).

Machine learning is extensively used in banking for fraud detection. It helps in the early
detection of fraudulent activities, thereby mitigating the associated losses Hanae, Youssef, and
Saida (2023). These techniques analyse large volumes of transactional data to detect patterns and
anomalies that may indicate potential fraud. Additionally, machine learning models contribute to
the development of efficient and accurate fraud detection systems, thereby safeguarding both cus-
tomers and financial institutions from financial losses and reputation damage Hashemi, Mirtaheri,
and Greco (2023).

Several research papers and studies have highlighted the application of machine learning in
banking fraud detection. For instance, a study by Achary and Shelke (2023) proposed a machine
learning-based approach to successfully contribute to fraud detection in banking transactions.
Another study by Gopavaram and Vinothiyalakshmi (2023) focused on the use of machine learn-
ing and deep learning algorithms, such as Convolutional Neural Network (CNN), Support Vector
Machine (SVM), and Artificial Neural Networks (ANN), to predict fraudulent transactions in a
cloud-based credit card fraud detection system. Furthermore, the use of graph-based machine
learning models for banking fraud detection has also been explored, demonstrating improved
performance in detecting potentially fraudulent transactions Bukhori and Munir (2023).



2.2 Types of Machine Learning

Within the introduction to machine learning mentioned above, algorithms like Convolutional Neu-
ral Networks and Support Vector machines are mentioned. These algorithms are both supervised
machine learning models.Machine learning is already a subfield of AI. However, this subfield can
be categorised into its own subfields. The three most known machine learning types are: supervised
learning, unsupervised learning and reinforcement learning.

2.2.1 Supervised Machine Learning

Supervised learning is a type of machine learning where the model is trained on a labelled dataset,
meaning it is provided with input data along with the corresponding correct outputs Hastie, Tib-
shirani, and Friedman (2008). The goal is for the model to learn to map the input to the output. It
learns from the dataset by adjusting its internal parameters through optimisation. Once the model
is trained, it can be used to make predictions on new, unseen data Barrionuevo, Ramos-Grez, Wal-
czak, and Betancourt (2021). Common algorithms that can be used in supervised learning include
linear regression, logistic regression, decision trees, random forests, CNN’s and SVM’s to name a
few. The process of supervised learning involves the following key steps:

e Data Collection and Labelling: A labelled dataset is collected, where each data instance
is paired with the correct output. For example, in a dataset for predicting housing prices,
each house’s features (e.g., number of bedrooms, square footage) are paired with its actual
sale price Ho, Tang, and Wong (2020). The categorising of data is visualised in 5 to increase
understandability.

® Model Training: The labelled data is used to train the model. During training, the model
adjusts its internal parameters to minimise the difference between its predictions and the true
outputs in the training data. This process is often carried out using optimisation algorithms such
as gradient descent Hastie et al. (2008).

e Model Evaluation: Once trained, the model is evaluated on a separate set of labelled data
called the test set. The model’s predictions are compared to the true outputs in the test set to
assess its accuracy and generalisation to new, unseen data.

¢ Prediction: After successful training and evaluation, the model can be used to make predictions
on new input data for which the correct outputs are not known.

Fig. 5: Supervised Machine Learning: the input data is categorised Sah (2020)

In banking, supervised learning is widely used for credit scoring. By training a model on his-
torical data that includes information about customers and their creditworthiness, such as income,
credit history, and loan performance, banks can predict the likelihood of a customer defaulting on
a loan. This allows banks to make more informed decisions when approving or denying credit appli-
cations Chung and Zhang (2024). Additionally, supervised learning is employed for fraud detection
in banking. Models are trained on labelled data that includes both legitimate and fraudulent trans-
actions, enabling them to identify patterns indicative of fraudulent activity and flag suspicious
transactions in real time Suriyanarayanan (2020).
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2.2.2 Unsupervised Machine Learning

In unsupervised learning, the model is trained on an unlabelled dataset, and the objective is to
find hidden patterns or intrinsic structures in the input data Hastie et al. (2008). Unlike supervised
learning, there are no correct outputs or labels provided. Instead, the model explores the data to
discover its underlying organisation Sarker (2021). Clustering and dimensional reductions are two
primary tasks in unsupervised learning. Clustering algorithms, such as K-means and hierarchical
clustering, group similar data points together J. Wang and Biljecki (2022). Dimensional reduc-
tion techniques, like principal component analysis (PCA) and t-distributed stochastic neighbour
embedding (t-SNE), aim to reduce the number of features in the data while preserving important
relationships. The process of unsupervised learning involves the following key steps:

¢ Data Exploration: The unlabelled dataset is explored to understand the inherent structure
and relationships within the data J. Wang and Biljecki (2022). This can involve techniques such
as clustering, dimensional reduction, and density estimation.

¢ Pattern Discovery: Unsupervised learning methods aim to identify patterns, similarities, or
differences in the data without being explicitly told what to look for Hastie et al. (2008). For
example, clustering algorithms group similar data points together based on their features, while
dimensional reduction techniques seek to represent the data in a lower-dimensional space while
preserving important relationships. This can be seen in figure 6.

® Model Training and Evaluation: Unlike supervised learning, unsupervised learning does not
have a separate test set with known labels for model evaluation. Instead, the quality of the learned
representation is often assessed by human judgement or by its performance on downstream tasks.

Fig. 6: Unsupervised Machine Learning: the input data is clustered Sah (2020)

Unsupervised learning is utilised in banking for customer segmentation. By analysing transac-
tional data and customer behaviour, unsupervised learning algorithms can group customers into
segments based on similarities in their spending habits, investment preferences, or risk tolerance
Purohit and Vats (2023). This information can then be used to tailor marketing strategies, develop
personalised financial products, and improve customer service.

2.2.3 Reinforcement Machine Learning

Reinforcement learning is a type of machine learning where an agent learns to make decisions by
interacting with an environment Sarker (2021). The agent receives feedback in the form of rewards
or penalties based on its actions Sah (2020). The goal is for the agent to learn a policy that max-
imises the cumulative reward over time. Reinforcement learning is commonly used in scenarios such
as game playing, robotics, and autonomous systems. Key components of reinforcement learning
include the agent, environment, actions, rewards, and exploration-exploitation trade-off Polydoros
and Nalpantidis (2017). Popular algorithms in reinforcement learning include Q-learning, deep
Q-networks (DQN), policy gradients, and actor-critic methods.
The process of reinforcement learning involves the following key components Sah (2020):

e Agent: The entity that learns and makes decisions within the environment. It is shown in Figure
8 how an agent performs actions based on the scanned environment. These actions hope to result
in an optimal reward.
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¢ Environment: The external system with which the agent interacts and from which it receives
feedback. In a game-playing scenario, the environment would be the game itself.

e Actions: The set of possible moves or decisions that the agent can make within the environment.
For instance, in a game, the actions could be moving in a particular direction or taking a specific
strategy.

® Rewards: The feedback signal that the agent receives from the environment after taking an
action. Rewards can be positive, negative, or zero and are used to reinforce or discourage certain
behaviours.

® Policy: The strategy or decision-making process that the agent uses to determine its actions
based on the current state of the environment.

Action

l !

State ;
Agent +—  Environment

f

Reward

Fig. 7: Reinforcement Machine Learning: the Agent Performs Actions in an Environment to Opti-
mise Rewards Sah (2020)

Reinforcement learning can be applied in banking for portfolio management. By treating the
selection of financial assets as a sequential decision-making process, reinforcement learning algo-
rithms can learn to optimise investment portfolios over time. These algorithms continuously adapt
to changing market conditions and new information, aiming to maximise returns while managing
risk. Lia and Huang (2023)Nakayama and Sawaki (2023)

2.3 Explainable Artificial Intelligence

The interpretation of Al is something that has been discussed quite a long time a go already. In
Swartout and Moore (1993), the first architectures for the capturing of needed explanation knowl-
edge and then the creation of “powerful explanation generators”. For those paying attention, this
can be seen as the first development of an XAI model. The research managed to create models
where rules were explained to clarify the derived decision. Even though they did not know the
terminology of yet, the added value was clear: “the explanations they offer are richer and more
coherent, they are better adapted to the user’s needs and knowledge, and the explanation facilities
can offer clarifying explanations to correct misunderstandings” Swartout and Moore (1993).

The terminology Explainable Artificial Intelligence was formulated much later. Lent, Fisher,
and Mancuso (2004) described the need for an explanation generation system which explains
the internal processes of training system used by the U.S. Army. Here, they label the Artificial
Intelligence that explains the internal choices in the military simulation as Explainable AI. This is
one of the first researches where the now known terminology is used. The definition of it however,
still varies quite a bit. The following section will focus on the formulation of a widely excepted
terminology.

2.3.1 Explainable AI Terminology

Within literature, a lot of studies use different terminologies for Explainable Al because the way
of explaining it can be dependent on the models, scope and specificity of technology. As stated
by Minh, Wang, and Nguyen (2021), there was a need for a need for a comprehensive standard
definition which covers the characteristics. The reason for the prevention of such a unified defi-
nition is mostly to blame to the increase in different researches trying to define it. As a result,
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a lot of studies try to define a term related to transparency and trust instead of a standard
concept. After many researches, the overall definition from multiple studies boils down to the
following: Explainable AI refers to the set of techniques, methodologies, and approaches aimed at
enhancing the transparency, interpretability, and accountability of artificial intelligence systems
Arrieta and Diaz-Rodriguez (2019). It focuses on making AI systems more understandable to
end-users, helping them to comprehend, trust, and manage these systems effectively Saeed and
Omlin (2022). XAI enables Al systems to provide understandable explanations for their decisions
and actions, especially in complex models often viewed as ”black boxes” Hase and Bansal (2020).
By offering insights into how Al systems arrive at conclusions, XAl enhances trust, accountability,
and usability in various applications Hase and Bansal (2020).

As mentioned here above, the definition is different due to the broad landscape of explain-
ability. Due to the many applications and therefor differences in use, the audience is incredibly
important to take into consideration. To further showcase the broad landscape, another study
done by Minh et al. (2021), shows that the definition has been defined by two well-known institu-
tions who both had a large influence within the domain of Explainable Al

The first institution is the Defense Advanced Research Projects Agency (DARPA). This insti-
tution states that the goal of the XAI program is to develop a set of machine learning techniques
that will allow human users to comprehend, properly trust, and effectively manage the new breed
of artificially intelligent partners D.A.R.P.A. (2020). These techniques should also produce more
explainable models while maintaining a high level of learning performance (prediction accuracy)
D.A.R.P.A. (2020). This definition is further visualised below in figure 8 Gunning and Aha (2019).
Here, it becomes clear how XAI can help end-users to clarify how certain decisions were derived
from the data. It presents a clear problem description within the upper part of the figure. This
practical example shows how many questions can appear from only receiving a result, while having
the explanation how the result came to be solves these questions.

* Why did you do that?

* Why not something else?
Learning || This is a cat ¢ When do you succeed?
Process (p=0.93) * When do you fail?
i * When can | trust you?
Learned Output User with ® How do | correct an error?
Data Function a Task

Tomorow @ * | understand why

= New 11 :ahsi?uirs a cat e | understand why not
. o whiskers, claws e | know when you'll succeed
Learning > 343 I |1t has this feature « I know when you'll fail
EEED Process iy f% mu * | know when to trust you
Training Explainable Explanation  User with ® I know why you erred
Data Model Interface a Task

Fig. 8: Explanation of Explainable Al visualised Gunning and Aha (2019)

However, another well-known institution within the domain of machine learning is the Asso-
ciation for Computing Machinery (ACM) A.C.M. (2024). At their Conference on Fairness
Accountability, and Transparency (FAT) they stated the following: Explainable Artificial Intelli-
gence is the study of transparency and explainability for sociotechnical systems Hildebrandt and
Castillo (2020). This further emphasises the large landscape in which X AT is present. With multiple
definitions provided by many different studies, a overall and widely terminology can be formed.

2.3.2 Explainable AI Characteristics

As shown in figure 8, XAI can answer a lot of questions regarding the processes that lead to a
certain output. With the increase of the complexity of model, transparency is often needed to
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clarify decision making. However, it is important to note that this is not always the case. Two
studies provided cases where explainability was not the one of the requirements for a model. Freitas
(2014) shows applications where users question the use of explainability and mostly care about
the performance of the predictability. In other words, they don’t care for the reasoning, only the
result. Bunt, Lount, and Lauzon (2012) mentions that cost is also an important factor to take into
account because, for systems who thrive for the lowest possible costs, it often prefers to save the
costs saved on explainability as it outperforms potential benefits. However, the above mentioned
scenarios are scenario specific and don’t speak for all systems or situations. There is indeed a lot
of potential for XAI and research has shown some of the most important goals and motivations for
it. The following seven desired properties and outcomes of XAl have been formulated: Correctness,
Accountability, Justification, Fairness, User acceptance, Discovery of new knowledge and Safety.

Improving Correctness

Explainability helps in understanding why a model makes specific predictions, enabling stakehold-
ers to assess the reliability of its outputs and take appropriate actions. Knowing the reasoning
behind a model helps to evaluate if the model is correct and does what it is supposed to do.
Explanations can used for many different evaluation factors which determine the overall quality of
a model. When a system is intelligible, it can represent to its users what it knows, how it knows
it, and what it is doing about it Belotti (2004). This understanding allows users to identify when
the system may be acting incorrectly and provides them with the opportunity to intervene and
correct the system’s actions. This validation of the model’s predictions is essential for building
trust and ensuring that the model is making decisions based on correct and fair reasoning Abdul,
Vermeulen, and Wang (2018). The validation can be used for multiple factors of the model.
Think of its safety, robustness and reliability for example Doshi-Velez and Kim (2017)Adadi and
Berrada (2018). Additionally, explainability supports the iterative improvement of models. As
users interact with the model and receive explanations for its decisions, they can provide feedback
that can be used to refine and improve the model’s performance Lipton (2016). This feedback
loop is crucial for correcting inaccuracies and enhancing the model’s correctness over time.

Overall, the correctness and therefor the quality of a model is of high importance. The above
mentioned arguments for the involvement of explainability in improving the correctness of a model
can be summarised: validating, feedback iterations which lead to improving and overall decision
support.

Increasing Accountability

The accountability of models has gained significant importance in the context of data-driven
technologies due to the implementation of stringent regulations like the General Data Protection
Regulation (GDPR), the proposed AI Act and the right to be forgotten Villaronga and Kieseberg
(2018). These regulations are designed to ensure that Al systems operate ethically, transparently,
and responsibly, especially when they impact individuals’ rights, freedoms, and privacy. Account-
ability for models refers to the ability to determine whether a decision made by an Al system was
in accordance with procedural and substantive standards, and to hold someone responsible if those
standards are not met Kortz and Doshi-Velez (2016). This is crucial in the context of potential
harms that may arise from algorithmic decisions, as it allows for redress and the safeguarding of
public interest Lepri and Oliver (2017).

Explainability serves as a critical enabler in achieving accountability in AT models. When algo-
rithms can explain their decisions, it becomes easier to identify and correct biases, ensuring that the
systems are fair and accountable Abdul et al. (2018). In addition, it also facilitates compliance with
regulations that mandate transparency and accountability in automated decision-making Porayska-
Pomsta and Rajendran (2019). Explainability also supports the enforcement of user accountability
by providing mechanisms that make users aware of the system’s actions that impact others and by
ensuring that users are visible and accountable for their own actions Belotti (2004).
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Justification

As mentioned in section 2.3.2,increased regulation has pushed models and organisations to increase
reasoning of models. By requiring organisations to justify their Al-driven decisions and be account-
able for their outcomes, these regulations aim to enhance transparency, fairness, and trust in Al
technologies Belotti (2004). Fairness and trust will be talked about later but the justification of
choices for a model help to enable this. Justification for models involves providing reasons or ratio-
nale behind the predictions or decisions made by these models Lepri and Oliver (2017). Explainable
AT helps organisations to justify these models by providing clear and understandable explanations
of how a model reaches its conclusions or predictions, explainability helps stakeholders - including
data subjects, regulators, and developers - comprehend the decision-making process of Al systems
Kortz and Doshi-Velez (2016).

Fairness

It has already been mentioned as the result of the characteristics above, but assessing fairness in a
model is one of the most common mentioned benefits when looking at the increase of explainability
in a model. The fairness of a model refers to the absence of any prejudice or favouritism toward
an individual or a group based on irrelevant characteristics, which is crucial in decision-making
processes, especially in high-stakes domains like healthcare and finance Chari, Seneviratne, and
Gruen (2020). It is important because unfair models can lead to discrimination and inequality,
potentially causing harm to individuals and society Arrieta and Diaz-Rodriguez (2019).

Explainability can help promote fairness in several ways. It can assist in identifying and
mitigating decision biases Rosenfeld and Richardson (2019), ensuring fair decision-making Liao,
Gruen, and Miller (2020). To further focus on this potential threat of bias in models, there has
been a lot of research trying to find and tackle biasness in models. While these efforts have been
made to measure and mitigate bias, many studies focus on result-oriented bias, neglecting bias in
the decision-making procedure Zhao and Wang (2022). This limitation hinders the ability to fully
debias a model. Explainable machine learning provides insights into the decision-making process,
helping identify procedure-based bias. By bridging fairness and explainability, a novel perspective
of procedure-oriented fairness based on explanations has been introduced Balagopalan and Zhang
(2022).

Again, XAI enables the measurement of explanation quality gaps between different groups,
leading to the development of optimization objectives to mitigate procedure-based bias. Compre-
hensive Fairness Algorithms (CFA) Zhao and Wang (2022) have been proposed to simultaneously
improve traditional fairness, ensure explanation fairness, and maintain utility performance. Lastly,
as also mentioned in the part for accountability and justification, explainability can improve a sys-
tem’s regulation and policy goals. These goals often include fairness as a one the key objective
Testart, Fruchter, and Gilpin (2018).

User Acceptance

A lot of the above mentioned desired characteristics of models have an influence on the usage of
them by end-users. In a lot of cases, models are used, monitored, altered or validated by humans.
It is in the human nature that people are tentative to use something they don’t understand.
The same goes for models. It has even lead to the creation of models that describe how users
embrace new technologies: the Technology Acceptance Model (TAM) and the Unified Theory of
Acceptance and Use of Technology (UTAUT) Menant and Gilibert (2021).

User acceptance can be defined as the degree to which users are willing to employ and rely on
a system for the tasks it is designed to support Hoffman, Johnson, and Bradshaw (2013). It is of
high importance because it will determine how much a system can be implemented to enhance the
end-user’s workflow. In other words, even though your system is as good as it gets, it might never
be utilised, misused or be underutilised if there is bad user acceptance. A possible result of this
can be a failure or inefficiencies Hoffman et al. (2013). In addition, the success of a system on the
long run (or the sustainability of it) is affected by the usage of users and their acceptance as well
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Lim (2011). As mentioned in 8, XAI helps end users solve appearing questions which stimulates
their acceptance.

The importance is shown but the measurement of it should be highlighted as well. Studies
have shown multiple methods factors which define user acceptance: the quality of explanations, the
actual satisfaction of users with the provided explanations, how well the user understands the Al
systems and the measurement of the user’s trust in the system Mueller and Hoffman (2018)Weld
and Bansal (2019). XAI influences the acceptance of users due to providing clarity and precision
in explanations, which can lead to a functional understanding of the Al system.

Discovery of new Knowledge

As a result of the characteristics and desired results of the so far mentioned XAI features, new
discoveries are made leading to new knowledge. This knowledge is gathered due to XAI providing
insights into how the model makes decisions. By understanding the reasons behind a model’s
predictions, researchers can uncover hidden patterns, relationships, or biases in the data that were
previously unknown Freitas (2014). This transparency can help identify areas for further investiga-
tion or refinement of the model, leading to new discoveries or improvements in existing knowledge.

An example of such a unexpected relationship discovery was shown in Lipton (2016). Here, the
study focuses on different features in a model regarding malfunctions. It delved into features that
were focused on damage control in the case of a malfunction and features that were focused on
both functioning and malfunction. Within the model, the difference in these features is important
for repairing attributes and the discovery of a new mechanism. As it turned out, explanations
about the underlying mechanisms between both resulted in unexpected relationships in the data
Lipton (2016).

Furthermore, Miller (2017) discusses how Explainable AT can help researchers validate existing
theories or generate new hypotheses by providing interpretable insights into complex models. By
examining the factors influencing a model’s predictions, researchers can test hypotheses and explore
new avenues of research based on the model’s explanation.

Safety

The safety of models and Al in general, is of course highly overlapping with the characteristics
mentioned so far. When models are correct, justified, fair, accountable and accepted by users,
they are highly likely to be safe. At least, it is likelier compared to models that don’t have these
characteristics. Safety for models and Al refers to the measures and approaches taken to ensure
that Al systems operate correctly, reliably, and without causing harm to users or the environment
Butin and Markova (2021). By understanding the model’s reasoning and being able to know how
the decision-making process went (like for example figure 8 again), it is possible to create a detector
which alert when the model is likely to fail. This creates safe fail strategies where the system
can degrade or notify the user to take control Mohseni and Pitale (2019). It becomes possible
to anticipate and prevent problems, even those not previously encountered Butin and Markova
(2021). An example of a practical use case of transparent XAI models in healthcare is shown by
Benrimoh, Israel, and Fratila (2021). These models are explainable, so it becomes easier to identify
and correct errors, thus reducing the risk of harm due to incorrect predictions or decisions.

Overall Terminology

The characteristics mentioned in section 1.5 and 2.3 can be summarised to create a complete
overview of the terminology for Explainable Artificial Intelligence. In section 1, each of the charac-
teristics can be divided into three types: a main concept, an outcome or a property. For the main
concepts, it is meant that this characteristic is one of the core characteristics on which the other
characteristics are built on. XAl is responsible for certain characteristics that the model delivers
(outcomes) or that the model has on its own (properties).
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Table 1: Terminology Explainable Al

Characteristics

Type

Explanation

Supportive literature

Interpretability

Transparency

Improving Model Correct-

ness

Accountability

Justification

Fairness

User acceptance

Discovery of new knowledge

Safety

Main concept

Main concept

Property

Property

Property

Property

Outcome

Outcome

Outcome

Not only deliver accurate predictions
but also present them in an under-
standable way. It involves the capacity
of a model to provide interpretations
in terms that are understandable to a
human.

The model is understandable by itself.

Explainability improves the correctness
and quality of a model through vali-
dating, feedback iterations, and overall
decision support.

The ability to determine whether a
decision made by an Al system was in
accordance with procedural and sub-
stantive standards, and to hold some-
one responsible if those standards are
not met.

Providing reasons or rationale behind
the predictions or decisions made by
these models.

The absence of any prejudice or
favoritism toward an individual or a
group based on irrelevant characteris-
tics.

The degree to which users are willing
to employ and rely on a system for the
tasks it is designed to support.

By understanding the reasons behind
a model’s predictions, researchers can
uncover hidden patterns, relationships,
or biases in the data that were previ-
ously unknown.

The measures and approaches taken to
ensure that Al systems operate cor-
rectly, reliably, and without causing
harm to users or the environment.

Coma-Puig and Carmona (2021), Arri-
eta and Diaz-Rodriguez (2019), Qin
and Liu (2022), Minh et al. (2021), Hase
and Bansal (2020), Gunning and Aha
(2019), Freitas (2014)

Arrieta and Diaz-Rodriguez (2019),
Lent et al. (2004), Minh et al. (2021),
D.AR.P.A. (2020), Gunning and Aha
(2019)

Belotti (2004), Abdul et al. (2018),
Doshi-Velez and Kim (2017), Adadi and
Berrada (2018), Lipton (2016)

Kortz and Doshi-Velez (2016), Lepri
and Oliver (2017), Abdul et al
(2018), Porayska-Pomsta and Rajen-
dran (2019), Belotti (2004)

Belotti (2004), Lepri and Oliver (2017),
Kortz and Doshi-Velez (2016)

Chari et al. (2020), Arrieta and
Diaz-Rodriguez (2019), Rosenfeld and
Richardson (2019), Liao et al. (2020),
Zhao and Wang (2022), Balagopalan
and Zhang (2022), Testart et al. (2018)
Menant and Gilibert (2021), Hoffman
et al. (2013), Lim (2011), Mueller
and Hoffman (2018), Weld and Bansal
(2019)

Freitas (2014), Lipton (2016), Miller
(2017)

Butin and Markova (2021), Benrimoh
et al. (2021), Mohseni and Pitale (2019)
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2.4 Concept-based Explainable AT (C-XAI)

In addition to the above mentioned terminology for XAI, there is also a new type of XAI rising
up in the last couple of years: Concept-based Explainable AI (C-XAI). It can best be defined as a
subgroup of XAI which focuses on enhancing transparency by incorporating human-understandable
concepts into Al decision-making processes Dreyer and Achtiba (2023). C-XAI models are often
called Concept Bottleneck Models (CBMs) which map inputs onto a set of interpretable concepts,
known as ”the bottleneck,” to make predictions Koh and Nguyen (2020). To clarify, these concepts
help to identify known features. It has been used in image recognition where an input picture can
be split up into known concepts (wheels, doors and headlights for a car for example A. Ghorbani
and Wexler (2019)) which together help to construct a final output stating the concept of the
input picture Sawada and Nakamura (2022). However, CBMs have practical limitations as they
require dense concept annotations in the training data to learn the bottleneck effectively Dreyer and
Achtiba (2023)Poeta and Ciravegna (2023). Due to its literature in the field of image recognition
and the required concept annotations in the training data, this will not be further in the scope of
this research.

2.5 Limitations and Challenges of XAI

Apart from the characteristics of XAI which have a positive influence on models, there are also
downsides to XAl One significant concern revolves around data privacy and security, as XAT often
requires access to sensitive data to explain Al decisions, raising potential privacy breaches and
security vulnerabilities Bruijn, Warnier, and Janssen (2021). Shokri, Stronati, and Song (2017)
showed privacy leakage risks that appear when XAI provides explanations for certain model
decision boundaries. Based on the explanation of certain predictions, private information could be
retrieved which could have significant consequences when it were to fell in the wrong hands.

The complexity of Al models also poses a significant challenge for explainability Mueller and
Hoffman (2018). Even though it is the goal of XAI to make very complex models more explainable,
the continuous evolution and sophistication of AT models Deloitte (2022) make them challenging
to interpret, meaning there need to be ongoing advancements in XAl systems to keep pace with
these complexities Yang, Wei, and Wei (2023). An example of this was the case for Z. Ghorbani
and Kazemi (2022) where the risk of Deep Learning explanations were shown. Two identical
pictures with minuscule changes were given different explanations.

Another challenge mentioned by Bruijn et al. (2021) is the lack of expertise to fully understand
the actual explanation that is provided by XAI. Arrieta and Diaz-Rodriguez (2019) also stresses
the need for explanations that are understandable by many different stakeholders so no mistakes
are made and everything is compliant with Commission (2019).

It has been briefly mentioned in section 1.5, but the trade-off between explainability and per-
formance is a challenge for XAI as well. The curve in figure 3 shows different ML models and
on which side of the spectrum they lie in term of explainability and accuracy Arrieta and Diaz-
Rodriguez (2019). The performance of models can decrease when they also need to be explainable
M. Ribeiro and Singh (2016). The existence of hidden patterns in some domains suggests that
complex, opaque models are sometimes necessary to achieve good performance and explainability
can hinder this Crook and Schluter (2023). However, an influential paper by Rudin (2019) suggests
that explainable models can match or outperform opaque models with “black-box” characteristics
in most real-world scenarios. In other words, there is a possibility that this challenge is no longer
challenge moving 10 years from now.
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Table 2: Challenges and Limitations of XAI

Challenge/Limitations

Description

Supporting Literature

Data privacy and security

Model complexity

Lack of expertise

Explainability-
Performance trade-off

XAI explanations may lead to
privacy breaches and security
vulnerabilities.

XAI models need to keep up with
the complex developments of Al
models.

The lack of expertise to fully
understand the provided expla-
nation especially as many stake-
holders are involved.

The choice between opaque mod-
els which are less understand-
able but have a higher perfor-
mance and simpler models that
are more explainable.

Bruijn et al. (2021),
Shokri et al. (2017),
Saraswat and  Bhat-
tacharya (2022)

Mueller and Hoffman

(2018), Deloitte (2022),
Yang et al. (2023),
Z. Ghorbani and Kazemi
(2022)

Bruijn et al. (2021), Arri-
eta and Diaz-Rodriguez
(2019), Hulsen (2023)

Arrieta and Diaz-
Rodriguez (2019),
M. Ribeiro and Singh
(2016), Crook and

Schluter (2023)

2.6 Explainable AI in Fraud Detection

During the literature review, multiple papers have been found that make use of XAl to explain
ML models that help against fraud. The most important findings have been summarised.

Cirqueira, Nedbal, Helfert, and Bezbradica (2020) introduced a scenario approach aimed at
understanding the needs of fraud experts, focusing on qualitative and quantitative research to
delve into their opinions and recommendations for user-centric explanations. With the use of
SHAP and expert interviews, researchers have identified thirteen cognitive tasks import for fraud
experts when analysing cases. Quantitative results about the importance of each task has been left
out from the research however, making it more of a qualitative research than a statistical analysis.

Rao et al. (2021) developed xFraud, an explainable fraud transaction prediction framework
tested on eBay transaction records. The framework focuses on a detector and an explainer to
explain the reasoning behind the detector. The framework uses LIME as a hybrid explainer for
task-aware measures from general neural networks (GNN) to explain the complexity of the created
transaction graphs. xFraud represents a significant contribution to the field of fraud detection
by addressing critical challenges in the domain and providing a scalable and explainable solution
that is validated through extensive experiments on real-world transaction networks. Although
the framework is extensive, it is missing a qualitative evaluation to make sure xFraud meets the
requirements and that the values shown are correct.

Psychoula et al. (2021) evaluates the performance of various ML models using precision, recall,
F1l-score, and AUC curve, considering the highly imbalanced nature of fraud datasets. The research
stresses the importance of explainability in sensitive domains like fraud detection. The GDPR is
cited as a regulatory framework that emphasizes the need for transparency in automated decision-
making. In terms of practical implications, the study suggests that SHAP could be used for
regulatory compliance and retrospective model accuracy examination.
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2.7 Validation of the techniques used

As seen within the discussed literature, the current gap is mostly present in the combination
between both quantitative and qualitative validation for models. As shown in 1.7, the fifth
phase of CRISP-DM is evaluating the created models. This can be done both quantitatively and
qualitatively. In order to fully answer the main research question this is done in both ways.

2.7.1 Quantitative Validation

Quantifying the performance of the used ML model is an essential part of this research as shown
in section 1.7. A distinction can be made between the validation of the ML model that predicts
the potential of fraud, as shown in figure 2, and the validation of the XAI techniques that are
used to do this research. In section 2.6, research has shown that well substantiated ML validation
metrics are the precision, recall, AUC and F1-score of the model Psychoula et al. (2021). These
metrics show that the performance of ML models is often measured in terms of the accuracy of
the prediction that has been made. First, precision, recall and the F1 socre are explained

Precision measures the proportion of true positive results in the set of all instances classified
as positive Powers (2008). It is calculated as:

Precisi True Positives (1)
recision =
True Positives + False Positives

Recall measures the proportion of true positive results in the set of all instances that should
have been classified as positive. It is also known as sensitivity Powers (2008). It is calculated as:

True Positives
Recall = 2
eca True Positives + False Negatives 2)

The F1 score is the mean of precision and recall, providing a balance between themPowers
(2008). It is particularly useful when the class distribution is uneven. The F1 score is calculated as:

Precision x Recall
F1- =2 3
seore % Precision + Recall 3)

AUC and ROC

To extend the evaluation of classification models beyond precision, recall, and the F1 score, the
Receiver Operating Characteristic (ROC) curve and the Area Under the ROC Curve (AUC)
are used as well. These metrics are useful for evaluating the performance of binary classification
models across different threshold settings.

The ROC curve is a graphical plot that illustrates the diagnostic ability of a binary classifier
system as its discrimination threshold is varied Fawcett (2006). The curve is created by plotting
the True Positive Rate (TPR, also known as recall) against the False Positive Rate (FPR) at
various threshold settings. By plotting TPR against FPR for various threshold values, the ROC
curve provides a view of the trade-off between true positive rate and false positive rate.

The Area Under the ROC Curve (AUC) quantifies the overall ability of the model to discrimi-
nate between positive and negative instances across all threshold values. The AUC ranges from 0
to 1, where:

e An AUC of 1 indicates a perfect model that correctly classifies all positive and negative instances.

e An AUC of 0.5 suggests a model with no discriminative ability, equivalent to random guessing.

e An AUC less than 0.5 indicates a model performing worse than random guessing, which is a rare
situation in practice.

The AUC is useful because it is independent of the classification threshold and provides a single
measure of a model’s performance across all possible classification thresholds. This makes it an
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excellent metric for comparing different ML models. A higher AUC indicates a model with a better
performance at distinguishing between the positive and negative classes.

Train Test split

Train-test split is a fundamental technique in machine learning used for evaluating the performance

of a predictive model. It involves dividing the dataset into two distinct subsets: the training set

and the testing set. The training set is used to train the model, while the testing set is reserved for

evaluating the model’s performance on unseen data. This method provides an initial understanding

of how well the model generalizes to new, independent data Tibshirani and Friedman (2008).
The train-test split method typically involves the following steps:

¢ Data Partitioning: The dataset is randomly partitioned into two subsets. A common practice
is to allocate 70-80% of the data to the training set and the remaining 20-30% to the testing set.
The exact split ratio can vary depending on the size of the dataset and the specific requirements
of the problem Tibshirani and Friedman (2008).

® Model Training: The model is trained using the training set, where it learns the underlying
patterns and relationships within the data. During this phase, various model parameters and
hyperparameters are adjusted to optimize performance.

¢ Model Evaluation: Once the model is trained, it is tested on the testing set. This evaluation
provides an unbiased estimate of the model’s performance since the testing data was not used
during the training phase.

The train-test split helps in the prevention of overfitting. By reserving a portion of the data
for testing, the train-test split helps in detecting overfitting, where the model performs well on the
training data but poorly on unseen data. This ensures that the model has not simply memorized
the training data but has learned to generalize from it. In addition, it provides a clear indication
of how the model will perform in real-world scenarios. By evaluating the model on the testing set,
researchers and practitioners can estimate its accuracy and robustness on new, independent data.

K-Fold Cross validation

Cross validation is a robust statistical method employed in model evaluation to assess the gen-
eralizability and performance of predictive models Tibshirani and Friedman (2008). Tt is widely
recognized for its effectiveness in mitigating overfitting and ensuring that the model performs well
on unseen data. K-Fold cross validation is the most commonly used method where the dataset is
randomly partitioned into k equal-sized folds. One fold is retained as the validation set, and the
remaining k-1 folds are used for training the model. This process is repeated k times, with each fold
used exactly once as the validation set. The k results are then averaged to produce a single estima-
tion. This method helps in providing a more accurate measure of model performance as it utilizes
the entire dataset for both training and validation purposes Tibshirani and Friedman (2008).

2.7.2 Qualitative Validation: Expert Opinion

For the qualitative validation, an expert opinion is needed. One of the academic contributions of
this research is a confirmation of the correctness of the obtained results from experts in the field
of Fraud Detection to see if the explanations are aligned with their knowledge and expertise. This
expert opinion is formed by conducting interviews with Data Science, Rule Writing and Alert Han-
dling. The construction of the interviews is done with the main concepts, outcomes and properties
of XAI in mind, as described in table 1. Each of these characteristics are implemented in the con-
struction of department specific questions. In addition to the department specific questions, several
qualitative metrics and factors are considered. These can be broadly categorised into application-
grounded metrics and human-grounded metricsZhou, Gandomi, Chen, and Holzinger (2021). The
construction of the qualitative validation can be found in section 5, and the results in section 6.
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3 Explainable AI Taxonomy

An overall terminology of X AT has been researched and clarified. However, as shown in the literature
review, the term for explainable models can still be very broad. In other words, determining the
right XAI technique to tackle the present core problem is still not clear. Therefor, a complete
taxonomy for Explainable Al is created. Here, distinctions between models based on characteristics
are made, leading to a clear overview of all possibilities.

Contents
3.1 Model Concept Distinctions . . . . . . . . . . . . . e 22
3.1.1 Pre-Hoc vs Post-Hoc Explainability models . . . . . . ... ... ... ... 23
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3.4  Explainability Principles . . . . . . . . ... 26
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3.5.1 SHAP . . . . e e 26
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3.1 Model Concept Distinctions

An extensive literature review has been performed and, based on this review, a taxonomy for
Explainable AT has been constructed van der Pol (2024). Based on Speith (2022), Arrieta and Diaz-
Rodriguez (2019), Korele (2020), Rawal and McCoy (2022), Minh et al. (2021), Linardatos and
Papastefanopoulos (2020) and Chou and Moreira (2021), an understanding of the different distinc-
tions has been formed. The final taxonomy can be seen in figure 11. Here the taxonomy has been
divided into Model Concepts, Model Types, Explainability Categories, Explainability Principles
and Techniques Examples. Following this taxonomy, the correct technique for each given situation
and combined required output can be formulated. For clarification, the first big distinctions that
can be made are shown below in figure 9. In literature, there is a clear difference between transpar-
ent and opaque models. They can be distinguished by their way of explaining which will be delved
into further below. These two types of models are seen as different model concepts. In addition,
Opaque models have another classification difference between Model-Agnostics and Model-Specific
explanations.

Explainable Artificial
Intelligence Models |
1

¥ : , ¥

Pre-Hoc Explainability Post-Hoc Explainability & M°d9't
(Transparant models) (Opaque models) oncepts
) \ I
Model-Agnostic Model-Specific

Fig. 9: First Classification in Explainable AT Taxonomy
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3.1.1 Pre-Hoc vs Post-Hoc Explainability models

The first classification distinction is between Pre-hoc and Post-hoc explainability models. The dif-
ference between both types of models have to do with the timing, model complexity, dependence on
surrogate models and computational burden Rawal and McCoy (2022) Chou and Moreira (2021)
Acun and Nasraoui (2023). The definition of both types is explained by their name. Post-hoc
explainability refers to methods that aim to explain the decisions of AI models after the model
has already made a prediction. In other words, after the model has already been trained Chou
and Moreira (2021). These methods are often applied to opaque, or "black-box,” models, which
are complex and not inherently interpretable. Pre-hoc explainability, on the other hand, involves
designing models that are inherently interpretable and transparent from the outset Minh et al.
(2021). These models are constructed in such a way that their decision-making process is under-
standable to humans without the need for additional explanation methods. To finalize, opaque and
transparent models can be classified based on:

¢ Timing: Post-hoc explainability is applied after the model has made a prediction, while pre-hoc
explainability is integrated into the model from the beginning Rawal and McCoy (2022).

® Model Complexity: Post-hoc methods are often used with complex models that are not inher-
ently interpretable, whereas pre-hoc methods involve designing simpler, transparent models Chou
and Moreira (2021).

® Dependence on Surrogate Models: Post-hoc explanations may rely on separate models to
approximate the original model’s decisions, which can be different from the actual model being
explained Acun and Nasraoui (2023).

¢ Computational Burden: Post-hoc methods can add computational overhead because they
require additional processing after the model’s prediction Acun and Nasraoui (2023).

3.1.2 Post-Hoc Explainability: Model-Agnostic vs Model-Specific models

Post-Hoc explainability can be further classified into Model-agnostic and Model-specific expla-
nations. The names of both explanations explain their characteristics. To clarify, Model-agnostic
approaches are designed without the need to understand or access the internal workings of the mod-
els they are applied to, making them highly versatile and adaptable Ai and Narayanan.R (2021).
Model-specific methods, in contrast, are tailored to the particularities of a given model or a class
of models Linardatos and Papastefanopoulos (2020). They leverage knowledge about the model’s
internal structure to provide explanations, optimisations, or adaptations that are closely aligned
with the model’s functioning Ai and Narayanan.R (2021). An example of their biggest difference
is the customisation level of the explanation. Model-agnostic approaches offer broad applicability
across different models at the cost of potentially less precise or efficient solutions, while model-
specific methods provide tailored solutions that can leverage the unique features of a specific model
for better performance Minh et al. (2021). In addition, it was already mostly shown in the def-
inition, but Model-agnostic methods are more adaptable due to their ease of integration Ai and
Narayanan.R (2021).

3.2 Different Model Types

The classification in section3.1.1 results in different model types based on their characteristics as
shown in figure 11. For the sake of the scope of this research, each model type is briefly described to
get an understanding what is meant with the term model type and the differences each model has.
Neural Networks are computational models inspired by the human brain’s structure and func-
tion. They consist of layers of interconnected nodes or "neurons” that can learn complex patterns
through training Linardatos and Papastefanopoulos (2020). They are particularly effective for tasks
like image and speech recognition.

Support Vector Machines are supervised learning models used for classification and regression tasks.
They work by finding the hyperplane that best separates different classes in the feature space,
maximising the margin between the closest points of the classes, which are called support vectors.
Random Forest is an ensemble learning method that operates by constructing multiple decision
trees during training and outputting the class that is the mode of the classes (classification) or
mean prediction (regression) of the individual trees. It is known for its high accuracy, robustness,
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and ease of use.

Linear Regression is a statistical method used to model the relationship between a dependent
variable and one or more independent variables by fitting a linear equation to observed data. It
predicts a continuous output Arrieta and Diaz-Rodriguez (2019). Logistic Regression is similar to
linear regression but is used for binary classification problems. It models the probability that a
given input belongs to a particular category using a logistic function.

K-Nearest Neighbours is a simple, non-parametric algorithm used for classification and regression.
It classifies data points based on the majority vote of their neighbours, with the object being
assigned to the class most common among its k nearest neighbours Bau and Gilpin (2019).
Bayesian models are statistical methods that apply Bayes’ theorem for prediction and inference.
They are useful in estimating the probability of outcomes, incorporating prior knowledge along
with new evidence Sah (2020).

Rule-Based Systems are a type of artificial intelligence that use a set of ”if-then” rules to derive
conclusions or make decisions. They are straightforward and easy to understand but can become
complex as the number of rules grows.

Decision Trees are a non-parametric supervised learning method used for classification and regres-
sion. The model predicts the value of a target variable by learning simple decision rules inferred
from the data features Arrieta and Diaz-Rodriguez (2019). It is represented as a tree structure,
with branches representing decision paths and leaves representing outcomes.

Generalised Additive Models are a flexible generalisation of linear models that allow the linear pre-
dictor to depend linearly on unknown smooth functions of some predictor variables. They are used
to model nonlinear relationships in a data-driven way.

3.3 Explainability Categories

Even though Post-hoc explanations can be further classified in model agnostic and model spe-
cific explanations, they both have similar explainability categories. These categories are seen as
an overall term to give an idea how these models or concepts are actually explained. Explana-
tions, as shown in figure 11, can be further classified in the following categories: local explanation,
explanation by simplification, feature relevance explanation and visual explanation.

3.3.1 Feature Relevance

Feature relevance explanation refers to the assessment of how important individual features are
to the predictions made by a machine learning model. This provides insight to the contribution
and influence of individual features by ranking and explaining and showing them Linardatos
and Papastefanopoulos (2020). However, it is not to be mistaken with the explanation principle
feature importance. While feature importance is about quantifying the influence of each feature
on the model’s output, feature relevance is more about understanding and explaining the con-
tribution of each feature to the model’s predictions Arrieta and Diaz-Rodriguez (2019). Feature
importance is typically represented by scores or rankings, whereas feature relevance often involves
decomposition methods and is closely tied to visualisation techniques for interpretability Arrieta
and Diaz-Rodriguez (2019).

An example where feature relevance has played a crucial role is in Hayashi and Takano (2020).
This research aimed to achieve transparency and conciseness in credit scoring. Their approach
allowed for the extraction of rules from credit scoring datasets, which are characterised by similar
attributes. By identifying the most relevant features and translating them into understandable
rules, the study enhanced the interpretability of credit scoring models. This has proven to help
the accuracy-interpretability dilemma in deep learning like mentioned before in figure 11, but also
supports financial institutions in making more transparent credit decisions.

Another use case is Tritscher and Wolf (2023). Here, it highlighted the importance of identifying
key features that contribute to the detection of malicious activities within banking networks. They
managed to focus on traffic features and patterns that are indicative of intrusion attempts. By iden-
tifying these features, banks can improve their cybersecurity measures and protect their customer
data and financial assets. This application of feature relevance not only improves the explainability
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of intrusion detection models but also allows for the optimisation of security protocols by focusing
on the most significant indicators of threats.

3.3.2 Visual Explanations

It has been mentioned in section 3.3.1, but feature relevance can also be seen as a form of visual
explanations. As shown in figure 11, certain explainability principles can derive from both visual
and feature relevance explanations. Results shown in this figure shows how the importance of each
feature is shown visually in order to improve understanding. Visual methods use graphical repre-
sentations to explain information about the model’s decisions Linardatos and Papastefanopoulos
(2020). These visual explanations can show the features which influenced the predictions of the
model, therefor being closely related to feature relevance. Heatmaps, saliency maps, and other
visualisation techniques can illustrate which parts of an input are most influential in a model’s
prediction Speith (2022). Model-specific visual explanations can be deeply integrated with the
model, such as using layer activations in neural networks to generate saliency maps. Arrieta
and Diaz-Rodriguez (2019) mentions that visual explanations are less commonly used for model
agnostic explanations because of its wide applicability. To clarify, the visual explanations needs to
be created from inputs and outputs which can be hard given the complexity of opaque models.

3.3.3 Explanation by Simplification

Explanation by simplification in Explainable AI involves simplifying complex models into more
interpretable forms, focusing on providing clear and concise explanations for model predictions
Arrieta and Diaz-Rodriguez (2019). As one of the main research components of this research delves
around the interpretability of a model, making explanations human understandable, explanation
by simplification is very relevant. One of the main capabilities of this approach is to make the expla-
nations also understandable for people without technical backgrounds Chromik, Eiband, Buchner,
Kriiger, and Butz (2021). This is also one of the main challenges for this category because, due
to complexity of some ML models, it can be hard for a model to be flexible enough to explain it
easily and accurately at the same time Korelc (2020).

3.3.4 Local Explanations

Local explanation is a critical aspect that focuses on providing explanations for individual pre-
dictions made by AI models Minh et al. (2021). In other words, it describes the decision-making
process behind specific instances. These explanations are tailored to clarify why a particular pre-
diction was made, enabling users to understand the model’s reasoning at a granular level. Despite
their advantages, local explanation methods come with challenges such as parameter dependency,
sampling variability, and difficulties in comparing results across different techniques Le, Prihatno,
Oktian, Kang, and Kim (2023). An example of a technique used within the category local expla-
nations is anchors. This technique translates the model’s decision into rule based explanations
making it easier for the user to understand M.T. Ribeiro, Singh, and Guestrin (2018). These rules
try to show the most essential features Korele (2020).

global vs local

The scope of the local explanations category, as the name implies, is set at a local level. Previous
categories in this chapter could differ in this scope. Some techniques used in these categories could
either be at a local or global level. It is important to make a clear distinction here. As mentioned,
local explanations are tailored to clarify the decision-making process behind a particular prediction.
Global explanations aim to provide an overarching understanding of the model behavior as a
whole, offering insights into how the model functions across its entire dataset or domain. Global
explanations provide a broader perspective on the overall behavior and functioning of the Al
model, while local explanations delve into the specifics of individual predictions, highlighting the
distinction between understanding individual instances and comprehending the model’s behavior at
a larger scale Chromik et al. (2021). An example of a global explanation would be: which functions
are important for the model because they contribute to minimising costs which is the goal of the
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model. An example of a local explanation would be: Stijn should not receive money because his
income is lower this month than usual.

3.4 Explainability Principles

The taxonomy should serve as a complete overview of Explainable AI. Therefore, explainability
principles are created to further explain the classification Minh et al. (2021). It concretizes each
explainability category which makes it clearer to see the practical process behind it. As shown
in figure 11, an example of an explainability principle is the clarification of visual explanations
as described in section 3.3.2. There are many ways a model can visually explain something. For
model-specific explanations, this differs for each model type. Neural Networks and Support Vector
Machines can both apply a sensitivity analysis to visualise their explanation. To clarify, a sensitivity
analysis changes the input and analyses the output changes after which it ranks the input based
on these changes Cortez and Embrechts (2011). It measures the effect on the output when inputs
are varied through their range of values, gradient and variance. Other visualisation principles are
the visualisation of internal processes or showing a dependency plot. As mentioned in section 3.3.4
and 3.3.3, linear and rule based explanations are examples of local and simplification explanations.
An addition to this is a decision tree or even multiple decision trees (random forest). These four
principles are examples how a model can be made more explainable, interpretable and transparent.

3.5 Explainability Technique examples

As shown in figure 11, multiple techniques can be used to provide an explanation. It became clear
in section 2.6 that the most commonly used techniques for explaining ML models used for fraud
detection are SHAP, LIME and Anchors. Given the scope of this research, these three techniques
will be further explained instead of possible explainability techniques.

3.5.1 SHAP

The SHAP (SHapley Additive exPlanations) technique stands out for its ability to offer insights
into the contribution of each feature to a model’s prediction, enhancing transparency and inter-
pretability. The SHAP framework is used to explain by attributing the impact of each feature
on a specific prediction, allowing users to understand the reasoning behind model outputs at a
granular level. As shown in figure 11, It is inspired by cooperative game theory, specifically the
Shapley value method Lundberg and Lee (2017). Cooperative game theory is a branch of game
theory that focuses on how players can cooperate to achieve a common goal and distribute the
gains fairly among themselves. In cooperative games, players form coalitions and work together
to maximize their collective payoff Merrick and Taly (2020). The Shapley value method, derived
from cooperative game theory, is used in SHAP (SHapley Additive exPlanations) to attribute the
impact of each feature to a model’s prediction Hung, Xu, Wang, and Chen (2023). Properties used
to calculate this prediction can be accuracy and missings Strumbelj and Kononenko (2010). The
Shapley value (¢fH) for player i in a cooperative game is calculated using the following formula
Narahari (2012):

! — 18] = 1)!
o= 3 BHEIZE=D s in - o) (@)
SCN\{i}
where:
#7H = the Shapley value for player i
N = the set of all players in the game
S = a coalition of players that does not include player ¢
v(S) = the value of coalition S
|S| = the cardinality (number of elements) of set S

The formula computes the weighted average of the marginal contribution of player, or in the
case of XAl feature, 7 to all possible coalitions in the game or model. For each subset S of features
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excluding ¢, the difference between the value of the coalition with feature ¢ (v(S U {i})) and
without feature ¢ (v(S)) is calculated. This difference is then weighted by the number of ways to
form coalition S and feature i out of all feature, relative to the total number of possible coalitions
Narahari (2012). This way, the importance of a feature can be calculated.

One key benefit of SHAP is its ability to quantify the contribution of individual features to
model predictions, providing a clear understanding of each feature’s impact on the outcomes derived
from data Y. Wang, Cheng, and Liu (2019). Additionally, SHAP allows for contrasting explana-
tions Molnar (2023). This means that instead of comparing a prediction to the average of the
entire model, it can compare it with subsets or specific data points of the model. This is something
a local technique such as LIME or Anchor can not do. As stated above, SHAP is based on the
cooperative game theory which is considered a very strong theoretical foundation Molnar (2023).
However, one notable disadvantage is its computational complexity, especially when dealing with a
large number of featuresMerrick and Taly (2020). This complexity can hinder practical implemen-
tations, requiring significant computational resources. Additionally, SHAP ignores possible feature
dependenceBertossi, Kimelfeld, Livshits, and Monet (2023). Lastly, SHAP is no prediction model
like Anchor or LIME. It shows feature importance but can’t predict how much a prediction would
change if the input changes Molnar (2023).

3.5.2 LIME

The name perfectly explains the taxonomy of this technique: Local Interpretable Model-agnostic
(LIME) explanations, created during the research of M. Ribeiro and Singh (2016). As shown in
figure 11, LIME is both a technique that can be classified as the Local and simplification explana-
tion category Minh et al. (2021). The reason for this is that LIME creates linear models or decision
trees Molnar (2023) which make the complex ML models easier to interpretable M. Ribeiro and
Singh (2016). It works by altering the input data and observing how the model’s predictions
change, allowing it to generate explanations that are understandable to humans Aldughayfiq,
Ashfaq, Jhanjhi, and Humayun (2023). In other words, they simplify the model locally. As the
definition of model agnostic implies, LIME can be integrated with any black box ML model
and data formats, such as text, tabular, and image data. One of the differences between LIME
and SHAP is the approach of the explanation. As shown in section 3.5.1, SHAP focuses on the
marginal contribution of each feature which is derived from the Shapley value. Lime uses linear
models for the output and uses this to examine the processes of the model locally.

To best explain how LIME captures the local importance of features, a step by step approach
is created Ferdib-Al-Islam et al. (2023).

® Choose a specific data point for which you want to explain the model’s prediction.

e Create alterations around the selected data point by randomly perturbing its features while
keeping the target feature constant.

¢ Obtain predictions from the machine learning model for each altered data point.

e Fit an interpretable model, such as linear regression, to the perturbed data points and their
corresponding predictions. This model approximates the behavior of the complex model locally.

e Calculate the importance of each feature based on how much the predictions change when
the feature is perturbed. Features with a significant impact on the prediction are considered
important.

e Use the interpretable model to generate explanations by highlighting the features that had the
most influence on the model’s prediction for the selected data point.

® Provide a local interpretation of why the model made a specific prediction for that particular
data point, making the decision-making process more transparent and understandable to users.

An advantage of LIME over SHAP is its significantly faster when getting explanations from
single instances Psychoula et al. (2021). However, the paper questions if it is at the cost of reliability.
It is also easy to use and very interpretable but because it is done locally, it may not capture
the global trends Y and Challa (2023). Another very important disadvantage of LIME is the
scope of the neighbourhood around the local data point you’re going to compare it with Molnar
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(2023). The width of this neighbourhood is not preselected and it is up to the user to see if the
explanations make sense or not. This is step two in the step by step approach. The determining

of this neighbourhood can lead to manipulation and the covering of biasness by the researchers
Slack, Hilgard, Jia, Singh, and Lakkaraju (2020).

3.5.3 Anchors

After LIME, a successor named Anchors was created two years later by the same researchers
M.T. Ribeiro et al. (2018). As the taxonomy describes, Anchors is a local model-agnostic technique
which is based on the ruled-based learner principle. What this means is that Anchors works by
creating simple if-then rules that capture the behavior of the model for a particular prediction. It
determines an IF - THEN decision rule which will be anchor a prediction, meaning the alterations
of other features does not change the prediction Molnar (2023). It does this by altering the features
to see if this prediction changes. This is a form of reinforcement learning, discussed in section 2.2.3,
which constantly tries to improve until it has found the final decision rule Demajo, Vella, and
Dingli (2020). These rules are designed to be easily understandable by humans, making it easier
to trust and verify the model’s outputs. By focusing on specific features that significantly impact
the model’s decisions, Anchors provide a clear explanation of why a certain prediction was made.
Figure 10 shows a basic example of an anchored IF - THEN decision rule created in Anchor which
is based on a animal classification model Ignatiev (2020).

IF —hair A —milk A —toothed A\ —fins
THEN

(class = reptile)

Fig. 10: A very basic example of an anchored decision rule

Just like LIME, Anchors’ biggest advantage is that it very interpretable with easy to understand
decision rules Ignatiev (2020). Anchor computes very efficiently and fast and offers subsettable
explanations which can help to fully understand the model Molnar (2023). However, also just like
LIME, the determining of the features for the local prediction can be very domain-specific which
can be a threat for the prediction itself Ignatiev (2020). In addition, some form of discretisation is
required for predictions done by Anchor, due to the possibility of too specific results, the risk of
overfitting is present Molnar (2023).

Table 3: Overview of Advantages and Disadvantages of the used XAI techniques

XAI Advantages Disadvantages Supporting Literature
Tech-
nique

SHAP Quantifying individual feature Computational heavy. Feature Lundberg and Lee (2017),

contribution. Contrastive expla- Dependency. Y. Wang et al. (2019),

nations. Strong Theoretical foun- Molnar (2023), Merrick

dation and Taly (2020), Bertossi

et al. (2023)

LIME Computationally fast. Easy to Missed global trends. Neigh- Psychoula et al. (2021), Y

use. Very interpretable bourhood scope. Manipulation and Challa (2023), Molnar

allowance (2023), Slack et al. (2020)

Anchor Easy to understand. Efficient. Domain-specificity. —Discretisa- Ignatiev (2020), Molnar

Subsettable explanations

tion needed

(2023)
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3.6 The final XAI Taxonomy

Each part of the taxonomy has been described in this chapter in order to get a good understanding
of the different techniques, categories and principles. The final overview and therefore complete
taxonomy is created in figure 11.
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Fig. 11: Full Taxonomy of Explainable Al

29



4 The XAI Model for Transactional Fraud Detection

Within this section, the creation of the XAI model has been split into a step wise approach.
This approach involves a number of CRISP-DM steps: Data Understanding, Data Preparation,
Modelling and also a part of the Evaluation phase. Each step has been explained in section 1.7.
This section starts by understanding the dataset that has been provided by ING. The content of
this section will focus on the characteristics of the dataset and how it is processed in order to fully
address the research question. Next, different ML classifiers with varying datasets are tested and
their performance is evaluated. A XAI technique is chosen such that the requirements of this use
case are aligned with the XAI model characteristics, as set up in the taxonomy in figure 11. A last,
the results of the XAI model are shown and evaluated.
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4.1 The Dataset of the XAI Model

The dataset provided by ING consists of multiple e-banking transactions which have been pro-
cessed by the bank. The dataset has been anonymised completely to prevent the doom scenario
of confidential and personal data leaking. The content of the dataset consisted of 50 anonymous
features (e.g. feature 1 and feature 39) as columns, shown in appendix A Each row is an individual
transaction which has a value for each feature. The exact content for the determining of the fea-
tures will not be discussed in this research. However, the dataset itself is describable as a binary
classification in which the result of the features determine whether a transaction is considered
fraud (it has been labelled with a 1 in the ”label” column) or correct (it has been labelled with a 0).

One of the important characteristics about this dataset to take into account when processing
it, is the fact that it is highly imbalanced. From a society perspective, this is a good thing.
Meaning, there is a significantly lower number of fraud cases than correct transactions. Important
to know is that these fraud transactions have been blocked in real life and are therefor no real
transactions anymore. For the research however, this imbalance in the dataset causes the dataset
to become very big in size when considering a sufficient number of fraud cases.

The total size of the dataset consists of 75 million rows which are all individual transactions.
There are a total of 50 different features that are shown in the dataset as different columns making
it a high dimensional dataset. Each row for these features is a float between 0 and 1 except for
two features, shown in appendix A. Because the provided dataset is the result of calculations in
another dataset, a lot of preprossessing has already been done. Scaling is not needed due to all val-
ues having a similar maximum and minimum. All relevant values are a float so there is no need to
encode for example categorical data. Last, there are no missing values. Again, because the dataset
is the result of processing another dataset, there are no values missing. It has been discovered in
section 6 that missing or incomplete information in the original dataset is indicated in this dataset
with the help of a fixed value. To clarify with an example, if some characteristics of a transaction
were to be missing, the features give this a value through the written rules in the model.

Sample Ratios

Throughout the rest of this section, datasets are indicated with either a 1:100 or 1:1000 ratio. This
shows the ratio of the taken sample in relation to the original dataset. To clarify, for the 1:100
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sample, a total of 750000 transactions are taken from the original 75 million transactions, meaning
the sample has a 1:100 ratio in relation with the original dataset. For all samples, the total number
of fraud cases from the original dataset are taken. This is done to see if the used ML classifiers and
the XAI model would perform better if it trains on a less imbalanced dataset. For both the 1:100
and 1:1000 ratio sample, different variations in the dataset are made to see a potential difference
in performance. In this research, a dataset containing only the top 10 most important features and
a dataset having no heavy correlating features are created.

False Positives dataset

In addition to the total dataset described in this section, another dataset has been provided.
This contained the transaction id’s of transactions that were originally flagged as fraudulent,
but turned out to be falsely accused in the end. To clarify, these transactions are shown as not
fraudulent in the original dataset because the final result was a non fraudulent verdict. These are
not the false positives of the ML classifiers indicated by their confusion matrix shown in section
4.3. Instead, these are false positives that were documented by fraud experts within ING. For each
of these transactions, an investigation has been initialised by Alert Handling, which allows for the
addition of information outside of the scope of the XAI model. This false positive information is
used for the construction of two of the four test cases, as documented in section 5.2.3.

The reason why these transactions are specifically targeted within this research, is because
of the potential clarification XAI explanations can provide. Knowing the impact of each of the
involved features for these specific examples, and analysing a potential identifiable pattern allows
for an increase in the concepts, properties and outcomes of XAI models, documented in table 1. A
potential increase in justification or fairness are of high importance for ING. However, in the case
of false positives specific, the discovery of new knowledge is especially important.

4.2 Data Transformation

The dataset is the result of calculations on another dataset. This means that a lot of the data is
already processed and transformed. However, there were still some steps to be taken in the this
phase. One of the steps within processing the dataset consisted of checking for highly correlated
features. As shown in figure A3, there are some features that have a high correlation. Looking at
the heatmap and the histograms, it becomes clear that features 11, 12, 13, 14, 15, 16, 17, 18 and 19
are heavily correlated with each other. In addition, feature 5, 22, 30, 32, 33, 34, 43 and 44 are also
correlated with other features in the dataset. To rule out the influence of correlating features on
the explanations, a dataframe with all features and a dataframe with the high correlating features
removed have been taken into account for this research. In addition, a dataframe containing the
top 10 most contributing features is created and analysed as well. However, this dataframe was
created after the first iteration of the XAl model. This is due to the current obscurity of the most
important features.

Principal Component Analysis for Feature Selection

A Principal Component Analysis (PCA) transforms a dataset with many features into a new set
called principal components. These principal components are linear combinations of the original
variables and are ordered in such a way that the first principal component captures the maximum
possible variance in the data, the second principal component captures the maximum remaining
variance, and so on Jolliffe and Cadima (2016). The goal is to reduce the number of dimensions
without losing significant information. Given the high dimensionality of this dataset due to high
number of features, a reduction can be helpful and therefor, a PCA has been done within this
research.

The first step of a PCA is to apply a scaler in order to reduce the difference in values between
the features within the dataset. This would be helpful when one feature’s values are ranged in
the millions while the other’s are values between one and zero. However, in the provided dataset
almost all values are already between 0 and 1. Still, a standard scaler is applied for the dataset.
The results for the explained variance in each of the created principle components are mapped in
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figure 12. In the array left of the figure, each value represents the captured percentage of variance
in the principle component. In this case, the highest captured variance in a principal component is
17,72% which is not so much. The second highest variance capturing principal component captures
10,92%. Mapping this array in the graphs, it becomes clear that the principal components do not
capture too much variance. Each blue bar in the middle chart is a principal component and the
red line shows the total cumulatively explained variance with the number of principal components.
The total explainable variance is 32. Given that the first principal component explains 17,72%, it
is mapped as the value 5,67.The graph in the right shows that there are a significant number of
principal components needed to capture the most varaince in this dataset. Therefor, the dataset is
taken is a whole for this research.
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Fig. 12: PCA Results

4.3 ML Classifiers

Upon receiving the dataset, ING noted that it was of no use for them to test whether or not
Random Forest was the best classifier to implement. Apart from standard decision ruling models,
Random Forest (RF) is the current classifier being used by the more advanced models. This has
been validated by data scientists before constructing the models. However, to improve objectivity
and test whether or not the results could potentially have been improved, other classifiers are tested
as well. The classifiers being used and validated in this are RF, Support Vector Machine (SVM)
and Gradient Boosting (GB). All classifiers have been cross-validated with a total of 5 k-folds.

As mentioned in section 4.1, samples with a ratio of 1:100 and 1:000 when comparing with the
complete dataset are taken. An example of the cross validated results for the 1:00 RF classifier is
shown in 13. Here the confusion matrix, AUC, fl-score, recall, precision, accuracy and computing
time are shown. For the train test split, a ratio of 80/20 is used which is widely accepted as a suffi-
cient ratio Joseph (2022). The split ratio provides enough train data to sufficiently train the model
while also preventing the possibility of overfitting. It is important to stress the number of fraudu-
lent transactions in the 1:100 sample in relation to the total number of fraudulent transactions.
From the 750.000 transactions in this sample, around 4500 are fraudulent which accumulates to
0.6%. The imbalance also shows in the confusion matrix. Because the number of fraudulent trans-
actions is the same for the 1:1000 sample, this dataset is less imbalanced. Given that the dataset
is focused on fraud detection, the number of false negatives should be as low as possible. It is a
threat for fraud experts when the model classifies transactions as not fraudulent while they are. As
documented in section 2.7.1, the metric to determine the score in terms of false negatives is recall.
Comparing the average recall and auc for all datasets and classifiers, table 4 is formed. All indi-
vidual cross validation results and confusion matrix such as figure 13, can be found in appendix C.
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Normalized confusion matrix fit_time score_time test_roc_auc test_fl test_recall 3\

@ 399.822281  4.270770 0.963453 ©.4608552 8.318841
140000 1 362.838570  4.332501 8.955365 ©.456008 8.317523
2 351.248519  4.472559 0.955604 ©.445725 9.305263
3 385.008252 4.008246 ©.954823 @.444015 e.303038
o 120000 4 372.896626  3.893635 .958453 ©.436538 8.295078
100000 test_precision test_accuracy
[ 0.831615 8.995282
T 1 9.808725 9.995207
] 80000 2 2.825623 8.995198
Tg 3 9.830325 9.995199
[= 4 9.807829 8.995115
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Fig. 13: 1 : 100 Random Forest Results

The cross-validation results indicate that for the 1:100 dataset, the GB classifier achieved
the highest average recall (0.3405), while the RF classifier with non-correlating features and the
standard RF both achieved the highest average AUC (0.956). For the 1:1000 dataset, GB also
demonstrated superior performance with the highest average recall (0.7491) and AUC (0.980),
followed closely by Random Forest classifiers, particularly those using non-correlating features.
The SVM classifier showed a terrible performance for the 1:100 dataset. Figure C8 showed that
it had 993 false negatives out of the 993 fraudulent cases, therefor having a recall of 0. In order
to test the robustness of the classifier, a random dataset was created and tested. It’s results are
further discussed in section 4.4.1. As written in section 2.7.1, having an AUC score of around 0.5
means the classifier is scoring equivalent to random guessing which would be correct in this case.
However, SVM has a similar score for the 1:100 sample, making it the worst performing classifier
out of the three. It is important to mention that while GB performs slightly better than RF, it’s
computation time is a lot longer. This is clearly shown in the fit time column shown in appendix
C. For this reason, and the recommendation by ING, RF is used for this XAI model.

Table 4: Results Cross Validation

Dataset and Classifier Average Average AUC
Recall
1:100 Random Forest 0.3053 0.956
1:100 Gradient Boosting 0.3405 0.939
1:100 SVM 0 0.6091
1:100 Top 10 Features Random Forest 0.3373 0.942
1:100 Non Correlating Features Random Forest 0.334 0.956
1:1000 Random Forest 0.7021 0.976
1:1000 Gradient Boosting 0.7491 0.980
1:1000 SVM 0.6394 0.9561
1:1000 Top 10 Features Random Forest 0.7002 0.969
1:1000 Non Correlating Features Random Forest 0.7234 0.973
1:1000 Random Numbers Random Forest 0 0.4991

4.4 XAI Techniques

Within section 4.3, the conclusion is to implement the Random Forest ML classifier within the
XATI model due to its reduction in computing time. Next, the XAl techniques discussed in 3.5
are analysed to test which is the most suited for the given problem. First, LIME has been tested
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due to it being computationally fast and its clear interpretability. The local explanations for a
random transaction in the test dataset is provided in appendix B in figure B4. This explanation
is similar to the local waterfall explanation documented in section 4.4.2. In the top left of the
plot, the final probability score is given. The middle graph shows the contribution of each feature
for this verdict. If a feature is pointed to the right, it means this feature pushed the prediction
towards the fraudulent side. If to the left, to the not fraudulent side. The right side of the graph
provides an additional overview of the feature contributions. In this case, the colour orange means
the feature was pushed towards the fraudulent side.

One of the disadvantages LIME has, is the limitation to only provide local explanations.
This is also the case for Anchors. SHAP does not have this limitation. Following the path in the
taxonomy created in figure 11, SHAP fits the given problem significantly well. An XAI technique
which shows both local and global feature relevance and is capable of doing this for different type
of ML classifiers. The last characteristic is important to take into account when looking at poten-
tial model changes in the future. Currently, Random Forest is chosen to be the most suited ML
classifier, but there is a possibility that this is no longer the case in the future. The explainability
category feature relevance is of high importance for this XAI model, therefor SHAP is chosen as
the X AT technique.

Within section 3.5.1, an explanation of SHAP, the advantages and disadvantages and the
corresponding SHAP values are explained. However, in order to understand the results, a brief
explanation how to read the plots is given. Given the anonymity of the dataset, some examples
from literature are provided to make the plots less abstract. The reduction in abstraction makes it
more clear how the value of features contribute to the prediction of the model, instead of showing
only values between 0 and 1.

4.4.1 Global Explanations: SHAP Bar and Beeswarm Plots

Bar and beeswarm plots are ways to visualise global explanations. In this research, they show how
each feature has contributed overall. In other words, when looking at the entire test dataset, it
shows the impact of each individual feature.

An example of a use case where a bar plot is used to visualise explanations, is a use case from
the official website of SHAP SHAP (2024). Here, the goal is to predict if a person earns more than
50.000 euros. It is a similar example to the dataset of this research in the sense that it is a binary
classification. It is either a yes (1) or a no (0). The result in the form of a global bar plot is shown
in 29. The features Age, Relationship and Capital Gain are resulted as the three most important.
The values in grey on the y-axis are the average values for that feature. The red numbers on the
right are the mean SHAP values of the feature. In other words, the feature age had a mean SHAP
value of 0.86. This feature has a very high impact on the prediction considering the use case being
a binary classification. This does not have to mean that age always pushes the prediction towards
one side. It means that the feature age is of high influence on the final prediction, stating that the
salary is either above or below 50k euros.
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38.582 = Age +0:86
2.495 = Relationship
1077649 = Capital Gain
2.612 = Marital Status
6.573 = Occupation
40.437 = Hours per week
10.081 = Education-Num
37.304 = Capital Loss
0.669 = Sex

Sum of 3 other features

0.0 0.2 0.4 0.6 0.8
mean(|SHAP value|)

Fig. 14: An example of a global bar plot

Given the anonymity of the dataset and therefor the visualised information, the global bar
plot for this research shown in figure 15 is more vague than figure 29. Again, the x-axis represents
the mean absolute SHAP value for each feature, which quantifies the average contribution of each
feature to the model’s output. Higher mean SHAP values indicate greater importance. Figure 15
is the result from the 1:1000 sample dataset. It becomes clear that feature 41 has the highest mean
SHAP value of around 0.041. It is the most important feature, followed by feature 42, 32 and so
forth, down to feature 44. Even though feature 41 is the most important, 0.041 suggests it has a
low average SHAP value. As shown in 4.3, the dataset is highly skewed towards a not fraudulent
which is logical considering that the dataset are real historical transactions. Within this model, a
prediction indicating a low chance of being fraudulent is close to zero. Therefor, it is logical that
the average SHAP values of the shown features is very low.

A SHAP Beeswarm plot provides an information-dense summary of how the top features in a
dataset influence the model’s output. The x-axis represents the SHAP value, which quantifies the
impact of a feature on the model’s prediction. Positive SHAP values (towards the right) indicate
that the feature contributes to a higher prediction, while negative SHAP values (towards the left)
indicate that the feature contributes to a lower prediction. The y-axis displays the features in
descending order of importance, similar to the bar plot shown in figure D16. Each data point (dot)
represents a single transaction. The horizontal position of the dot corresponds to the SHAP value
for that feature and instance. In addition, the colour of each dot represents the original value of
the feature for that instance. By default, red indicates a high feature value, and blue indicates a
low feature value.

Figures 15 and 16 show the global explanations for both the 1:100 and 1:1000 sample datasets.
Comparing both samples shows a shift in the top 4 most important features with feature 41 and
42 being dethroned by feature 32 and 35. This has been discussed in the interviews in section 6,
but can not be disclosed within the research without revealing the content of the features. In the
beeswarm plot of both samples, it shows how, in general, the value of feature 41, 42, 7, 30 and 50
is positively correlated with the fraud prediction. In other words, a lower value typically results in
a not fraudulent prediction while a higher value results in a fraud prediction. For feature 32 and
35, this correlation is more complex. For example, feature 32 shows that a low value results often
in a low SHAP value with some exceptions where the value was high and the SHAP value was
very low. The provided figures show the top 10 most important features, the complete overview
of individual feature importance is shown in appendix D. In figure D17, feature 9 is noticeable
for being flipped when compared to other features. Meaning, a low value results in a high SHAP
value. This has been taken into account for the interviews and is discussed in section 6.
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In addition, the global explanations for the false positive dataset, the top 10 features dataset
and the dataset containing only non correlating features have been analysed. As shown in figure
C13, the ranking or distribution of this dataset does not differ significantly when comparing it to
the 1:100 and 1:1000 samples containing all features. This is also the case for the top 10 features
dataset. As figure 17 shows for these transactions here, the higher the value the higher the SHAP
value. Feature 41 and feature 42 show this especially, potentially indicating why the transaction
was flagged in the first place. This also becomes more clear when looking at the bar plot in figure
E40, where it shows that the mean SHAP value of the features is significantly higher, indicating
less transactions with a low fraudulent prediction.
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Robustness Test

Within the quantitative validation for the explanations to make sure the results are actually feasi-
ble, a robustness test has been performed. The goal of this test is to see if the models give different
output for different data. A complete new and random dataset where each feature consists of a
float between 0 and 1, is done in python. The output is shown in appendix F. From the global
beeswarm and bar plot in figure F41, it becomes clear that no real conclusion can be drawn from
the plots. Each feature’s importance and explanation is very similar. The absence of feasible and
clear explanations becomes clear when running the model multiple times. Within this research, the
model was run four times. As visible in F41, the importance of features changes each iteration and
the explanation in the beeswarm plot doesn’t change, there are only new features visible. Looking
at the top 5 of all iterations, it shows there is no pattern.

4.4.2 Local Explanations: SHAP Waterfall plot

The waterfall plot provides a clear and detailed view of how each feature contributes to the
final prediction for a specific instance. An example for this research is shown in 18. To clarify,
the base value (E[f(X)]) is the average model output over the training dataset. It represents the
expected value of the prediction if no features were known Lundberg and Lee (2017). Each bar in
the waterfall plot represents the contribution of a specific feature to the final prediction. Positive
contributions (features that push the prediction higher) are shown in one color (red), while neg-
ative contributions (features that push the prediction lower) are shown in another color (blue).
The order of the features is based on the absolute individual impact. The reason for absolute
impact becomes clear in figure 27 , where feature 42 is more important than feature 41 because
the absolute impact of the feature is higher. The final prediction is the sum of the base value and
all feature contributions. It is shown at the end of the waterfall plot.

This type of local explanation is the foundation for the test cases that are created in section
5.2.3. Figure 18 shows an example of a waterfall plot used in this research. The final score of the
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model is shown in the top right corner: the number 1 indicates that the model is very certain
this transaction is fraudulent. In figure 18, it shows that the final outcome is the result multiple
features resulting a potential fraudulent expectation instead of a small number of features leading
the model. Meaning, the model takes all features into account to determine its final outcome.

The plot shown in 18 shows the real life problem for fraud experts. The model results in a score
that indicates that there is no doubt in this transactions being fraudulent. However, this transaction
is present in the false positive dataset, meaning it turned out to be a correct transaction. The
essence of the problem is discussed during the interviews and results are documented in section 6.
This specific situation of a false positive resulting in high model score is analysed and tested in
Case A. The outcome of this case is documented in section 6.4.1.
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Fig. 18: Local Waterfall Plot for a False Positive Fraud Flag

4.5 XAI model results

The result of the XAI model, are values of data type explanation. This is an umbrella term for an
array containing multiple sub arrays. The first sub array consists of the individual feature impact
on the prediction of the model, these are the SHAP values. For this research, this means this sub
array has 50 values. The second array is the base value of the model, which is explained in 3.3.4 ].
To calculate the final prediction of the model, the summation of the first sub array is added to the
base value. The output of this calculation is a value between one and zero. In the last sub array,
the array stores all the original feature values that are needed to plot the complete overview.

In other to get a good overview of the model results, the final model prediction for each
transaction has been calculated and stored into a separate array. The correct label indicating if
the transaction was indeed fraudulent or not is appended to this array to get the complete picture.
Figures 19 and 20 show how the model performs if a threshold of 0.05 (figure 19) or 0.35 (figure
20) is set. Again, this value is the final predicted value of the XAI model for each transaction.
The reason for the selected thresholds is because makes it possible to visualise the model’s results.
As mentioned before, the dataset of the model, is very imbalanced. For the 1:100 sample, the test

38



dataset consists of 149.961 transactions of which 145.922 are given a prediction score lower than
0.05. Out of these 145.922 transactions, 149 are fraudulent. Meaning, the model predicted that
these model had a low chance of being fraudulent while they were. With a total of 993 fraudulent
transactions in the test set, this means that the model wrongfully predicted around 15% of actual
fraud transactions to not be fraud, when taking a threshold of 0.05 into account. The results of
Case D in section 6.4.4 show that this can have multiple reasons outside of the model’s scope.
However, as figure 19 show that a threshold of 0.05 would still give a lot of false positives and
therefor a lot of unnecessary work for Alert Handling who process flagged transactions. A total
of 4039 transactions are in set, of which 844 are fraudulent. In other words, around 26% of the
transactions are fraudulent. Although this is a high score, it would mean that 3195 transactions
also have to be processed. A significant finding here shows the decrease in false positives as the
prediction score gets higher. In other words, as the prediction score gets higher, the probability
of the model being correct increases. This is further showcased in figure 20 when the threshold is
increased to 0.35. A total of 665 transactions are left of which 477 are fraud which is a total of
71.7%. Looking at the total of 993 fraud cases, the models captures 48% of them with a threshold
of 0.35. To put this into perspective, the total dateset for a threshold of 0.35 encapsulates 0.44% of
the total dataset while capturing 48% of fraud. These results have been tested for multiple datasets
and have been added to tables 5, 6 and 7.
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The results from tables 5, 6 and 7 form significant insights in the XAI model’s performance
for the different selected thresholds. To explain the tables, for each test, a different dataset was
used. For each test, the total dataset size used in the test set is given, as well as the total number
of fraud cases in that dataset. The remaining size of the dataset after the threshold specified in
the table is given. This indicates how many transactions are left in the dataset and have therefor
received a prediction equal or higher than the threshold. It is important to also show this as a
percentage of the whole dataset to understand how many transactions were given a score lower
than the threshold. Furthermore, the table shows the number and percentage of fraud cases in
the threshold dataset. This can be seen as the true positives of this threshold dataset. Last, the
percentage of true positives is calculated with regards to the total number of positives. In other
words, the precision is calculated here. Tables 5, 6 and 7 serve as an overview for different dataset
performance, but also as an overview for the trade-off between the percentage of fraud captured
and the number of false positives that come with it.

Looking at the tables, the first noticeable finding is the performance of the ”1:1000 Top 10
Features” and 71:1000 sample” tests. These two datasets perform significantly higher than the
dataset variations containing the 1:100 sample. Especially when applying a threshold of 0.7, with
a result of 54.5% and 57.5% still being captured while only having 3.5% and 3.9% of the original
dataset remaining. The dataset for this threshold consists for 92.8% and 87.1% of fraud cases and
therefor decreases the chances of a false positive.
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Looking at the dataset variations containing the 1:100 sample, it is clear that the performance
is very similar for all variations. The difference in percentage of fraud captured for the normal
sample, the sample containing the top 10 features and the sample containing no correlating fea-
tures is 0.3% for the 0.35 threshold and 0.6% for the 0.7 threshold. The sample containing the
top 10 features under performs compared to the other two for the 0.05 threshold with a 5.2%
and 5.9% difference. Important to mention for these samples is the reduction in dataset size for
the 0.35 threshold and the percentage of true positives in this dataset. For this threshold, there
is only 0.4%, 0.5% and 0.43% left of the original dataset while still capturing 48%, 47,7% and
47, 7% of fraud. For all cases, more than 70% of the dataset consists of fraud cases. Given that
this ratio for fraudulent and non fraudulent transactions is closer to the real life situation, this is
an important finding.

Apart from the datasets maintaining a consistent ratio in size for the training and testing
dataset, there have also been tests where this is imbalanced. For the ”1:100 Train 1:1000 Test” test,
the RF classifier has been trained on the 1:100 sample dataset and the explainer has been tested
with the 1:1000 testing dataset. This is the other way for the ”1:1000 Train 1:100 Test” test. Both
tests perform better for all thresholds than the tests done before by having high percentages of
fraud captured. One downside for the ”1:1000 Train 1:100 Test” is the large number of false posi-
tives for the 0.05 and 0.35 threshold. For the 0.7 threshold, the number of true positives (66.9%) is
significantly better than the other two thresholds, but under performs compared to the other tests.

The distribution for all tests with the different thresholds is shown in appendix 4.5. The decrease
in false positives when increasing the threshold is more abstract when looking at the tables 5, 6
and 7, but clearly shows in these distribution figures. As shown in table 7, the ”1:1000 Top 10
Features” test performed significantly better than the dataset variations consisting of the 1:100
samples. However, by plotting the distribution and comparing them, as done in figure 23 and
24, it shows the clear performance difference. The distribution in figure 24 is a lot smaller when
looking at the y-axis. Figure 22 and 23 show clearly that, although both tests have similar fraud
capturing performance according to table 7, the distribution shows an increase in fraud cases as
the model score for the ”1:1000 Top 10 Features” test increases. This further confirms the increase
in probability of true positives as the model score increases.
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Lastly, the false positives dataset is tested to see how the XAI model scores suspicious transac-
tions. The total dataset consisted of 450 transactions and the results are shown in figure E40. Again,
the dataset sees these transactions as non fraudulent because they turned out to be false positive.
It shows that the model gave a high score to a significant portion of the dataset. As described in
6, the reason for these transactions to be a false positive can be outside the scope of model. This
further confirms that the model should serve as an assisting tool and should not be leading.
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Table 5: Results XAI Model with a 0.05 threshold

Dataset Used Dataset  Fraud Dataset Size at Fraud Captured Percentage of

Size Dataset  Threshold (Per- (Percentage Fraud Captured
Size centage of Total) of Threshold (Precision)
Dataset)

1:100 Sample 149961 993 4039 (2.69%) 844 (26%) 85%

1:1000 Sample 15917 932 2496 (15.7%) 888 (35.6%) 95.3%

1:100 Top 10 Features 149870 951 3417 (2.3%) 759 (22.2%) 79.8%

1:1000 Top 10 Features 15825 936 2119 (13.4%) 888 (41.9%) 94.9%

1:100 No Correlating Fea- 148919 951 3865 (2.6%) 817 (21.1%) 85.9%

tures

1:100 Train 1:1000 Test 15825 936 1096 (6.9%) 914 (83.4%) 97.6%

1:1000 Train 1:100 Test 149870 951 15201 (10.1%) 944 (6.2%) 99.2%

Table 6: Results XAI Model with a 0.35 threshold

Dataset Used Dataset  Fraud Dataset Size at Fraud Captured Percentage of

Size Dataset Threshold (Per- (Percentage Fraud Captured
Size centage of Total) of Threshold (Precision)
Dataset)

1:100 Sample 149961 993 665 (0.4%) 477 (711.7%) 48%

1:1000 Sample 15917 932 972 (6.1%) 754 (77.6%) 79.3%

1:100 Top 10 Features 149870 951 744 (0.5%) 454 (61%) 47.7%

1:1000 Top 10 Features 15825 936 988 (6.2%) 744 (75.3%) 79.5%

1:100 No Correlating Fea- 148919 951 645 (0.43%) 454 (70.4%) 47.7%

tures

1:100 Train 1:1000 Test 15825 936 837 (5.2%) 833 (99.5%) 89%

1:1000 Train 1:100 Test 149870 951 2637 (1.8%) 919 (34.9%) 96.6%

Table 7: Results XAI Model with a 0.7 threshold

Dataset Used Dataset  Fraud Dataset Size at Fraud Captured Percentage of

Size Dataset  Threshold (Per- (Percentage Fraud Captured
Size centage of Total) of Threshold (Precision)
Dataset)

1:100 Sample 149961 993 168 (0.1%) 160 (95.2%) 16.1%

1:1000 Sample 15917 932 559 (3.5%) 519 (92.8%) 54.5%

1:100 Top 10 Features 149870 951 184 (0.12%) 150 (81.5%) 15.8%

1:1000 Top 10 Features 15825 936 618 (3.9%) 538 (87.1%) 57.5%

1:100 No Correlating Fea- 148919 951 168 (0.11%) 156 (92.9%) 16.4%

tures

1:100 Train 1:1000 Test 15825 936 557 (3.5%) 556 (99.8%) 59.4%

1:1000 Train 1:100 Test 149870 951 1183 (0.79%) 792 (66.9%) 83.2%
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5 Fraud Expert Opinion

As described in section 1.7, results from a model need to be evaluated. For the created XAI model,
this consists of multiple validations, further elaborated in section 2.7. For the qualitative validation,
an expert opinion is needed. One of the academic contributions of this research is a confirmation
of the correctness of the obtained results from experts in the field of Fraud Detection to see if
the explanations are aligned with their knowledge and expertise. This expert opinion is formed
by conducting interviews with Data Science, Rule Writing and Alert Handling. The construction
of the interviews is done with the main concepts, outcomes and properties of XAl in mind, as
described in table 1.

Contents
5.1 Fraud Experts . . . . . . . .. 42
5.1.1 Data Science . . . . . . . . . 42
5.1.2 Rule Writing . . . . . . . . .. 42
5.1.3 Alert Handling . . . . . . .. . . 42
5.2 Interview Construction . . . . . . . . . . . . . . e 43
5.2.1 Application grounded metrics . . . . . .. ... 44
5.2.2 Human-Grounded Metrics . . . . . . . . . . . . .. 44
5.2.3 Test Cases. . . . . . . .. 45

5.1 Fraud Experts

The evaluation is done with all domains within ING that deal with fraud. Each domain has a
different perspective on the implementation of the XAI model and how it has potential added
value in their way of working. Relevant domains are the teams that are directly involved with the
monitoring, model creation or rule writing within the fraud detection department within the bank.
In other words, Data Science, Rule Writing and Alert Handling are all individually interviewed.

5.1.1 Data Science

The Data Science department is responsible for developing and maintaining models that detect
fraudulent transactions. These models, which can be both rule-based and machine learning-driven,
incorporate various features focusing on different aspects of for example a transaction. The models
calculate a score based on these combined features, which rulewriters can use in their rules to
trigger alerts when a specific threshold is reached. Regular evaluation and updates are essential to
keep the models effective. Explainability, or understanding how the model makes its decisions, is
crucial for building trust and making necessary adjustments.

5.1.2 Rule Writing

The Rulewriting department creates and maintains rules to flag potentially fraudulent transactions,
often integrating Data Science models and their scores to improve detection. This department
handles both real-time fraud monitoring and long-term trend analysis, requiring rulewriters to
understand and react to the behavior of various features within fraud detection models. Their
daily tasks include examining recent fraud cases, identifying emerging trends, and crafting rules
to adapt to these trends. Collaboration is key in this department, allowing rulewriters to share
insights and develop more efficient rules. However, the ever-growing ruleset due to evolving fraud
strategies can lead to a loss of individual oversight, making it necessary for other teams to explain
triggered rules developed by different teams.

5.1.3 Alert Handling

The Alert Handling department investigates flagged transactions and takes appropriate actions,
such as contacting customers via phone or email. Their work is dynamic, with new trends and
patterns emerging daily. When a transaction is flagged, alert handlers research the reasoning behind
it and, if necessary, contact the customer directly for immediate resolution. They often encounter

42



customers unaware of being scammed or in denial, particularly in cases like dating fraud, where
a phone call is crucial to clarify the situation. Alert handlers also communicate with other banks
for further clarification via email. The ever-changing fraud trends require constant updates to
rules and systems to keep pace with emerging technologies and market changes like the rise of
cryptocurrency platforms.

5.2 Interview Construction

The interviews with the Data Science, Rule Writing, and Alert Handling departments were
structured to gather insights on how the output of the XAI model can enhance aspects such as
effectiveness, transparency, explainability and trustworthiness of fraud detection systems. These
are examples of he key characteristics, properties and outcomes of XAI which have been thor-
oughly discussed in section 2.3.2 and outlined in table 1. This has been implemented differntly for
each department

In the Data Science department, the interviews are constructed to delve into how XAI prin-
ciples are incorporated in the development and deployment of fraud detection models. The focus
was on examining the importance of creating models that deliver accurate predictions and pro-
vide understandable explanations, assessing how explainability contributes to the correctness and
quality of these models through validation and feedback iterations, and evaluating the methods
used to ensure model transparency and interpretability.

For the Rule Writing department, the interviews aimed to understand how XAI can enhance
the creation and maintenance of fraud detection rules. Key areas of focus included ensuring the
transparency of rules, providing justifications and rational explanations for the rules, and main-
taining fairness and accountability in rule formulation.

In the Alert Handling department, the interviews were tailored to investigate how XAl impacts
the processing and management of fraud alerts. The focus was on understanding how XAI influ-
ences user acceptance and trust in the alert handling system, facilitates the discovery of new
knowledge through the analysis of fraud alerts, and contributes to the safety and reliability of the
alert handling processes.

In addition to the department specific questions, several qualitative metrics and factors are con-
sidered. These can be broadly categorised into application-grounded metrics and human-grounded
metricsZhou et al. (2021). Functionality-grounded metrics are not taken into account for the inter-
views as they are not suited for human evaluations. As shown in figure 25, Application-grounded
and Human-grounded are evaluations that are human-centrered Zhou et al. (2021).
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5.2.1 Application grounded metrics

Application-grounded metrics are designed to evaluate the performance of machine learning mod-
els in real-world settings that closely mimic their intended use cases Zhou et al. (2021). These
metrics ensure that the models are not only theoretically sound but also practically useful in their
deployment contexts.

Additionally, contextual relevance ensures that the data, tasks, and users involved in the eval-
uation are representative of the actual deployment environment. This is essential for the model’s
practical utility. An example of this is the task success rate which measures how well the model
helps users complete a specific task. It reflects the practical utility of the model’s interpretability
in achieving desired outcomes. A high task success rate indicates that the model’s explanations
are not only understandable but also actionable, enabling users to perform tasks more effectively.
For the created XAI explanations, it is structured in the interviews such that the impact of the
shown features are correct and aligned with the expertise of each department.

Another application grounded metric is user efficiency which evaluates the time taken by users
to complete tasks with the help of the model’s explanations. Faster task completion times indicate
better usability and efficiency of the explanations. This metric highlights the importance of the
usability of the model’s outputs, emphasizing that interpretability is not just about understand-
ing the model’s decisions but also about how efficiently users can leverage these explanations
to achieve their goals. This metric is more focused on Alert Handling as they are tasked with
investigating the flagged transactions. Alert handlers are asked if the provided explanations would
shorten their time to investigate transactions.

Lastly, the decision-making quality. This metric assesses the quality of decisions made by users
when aided by the model’s explanations. It includes various aspects such as decision accuracy,
confidence in decisions, and the ability to detect errors or biases. High-quality decision-making
indicates that the explanations are not only clear but also reliable and insightful, helping users
make better-informed decisions. During the interview, each department is asked if the provided
explanations will enhance their decision making. The detection of errors will be similar to the task
success rate because in this case, it means that they are asked if the features are correct. The
constructed test cases described in section 5.2.3 will furter elaborate on the detection of potential
bias or further incorrectness.

5.2.2 Human-Grounded Metrics

Human-grounded metrics focus on the interpretability and usability of machine learning models
from a human perspective. These metrics are crucial for ensuring that the models are under-
standable and actionable by human users. Psychological constructs play a significant role in this
evaluation.

The first metric taken into account here is comprehensibility, which looks at how easily users
can understand the explanations provided by the model. High comprehensibility ensures that
users can quickly understand the reasons behind the model’s outputs which should improve effec-
tiveness. This metric is important for increasing user acceptance and confidence in the model, as
indicated in 1. All departments are given a small tutorial explaining the plots that are presented.
After this, all are asked if the visible plots are understandable and clear to work with.

Apart from comprehensibility, user trust and confidence is also of high importance. It evaluates
the level of trust and confidence users have in the model’s explanations. Shown in section 2.3.2,
trust and confidence are critical for the adoption and continued use of machine learning models, as
they influence whether users will depend on the system in decision-making processes. High levels
of trust and confidence indicate that users feel assured in relying on the model’s outputs. This is
tested with the use of the four test cases structured in 5.2.3. Here, all factors of the transaction
are taken into account and based on all the information, all departments judge whether or not
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they would trust the outcome provided by the model.

Lastly, an important metric to take into account is user satisfaction. This assesses overall user
satisfaction with the explanations. This is subjective and is likely to differ for each department.
High user satisfaction indicates that users find the explanations not only clear but also beneficial
and relevant to their needs. This is the concluding question asking if they are satisfied with the
received results.

5.2.3 Test Cases

Apart from the constructed interview content based on the literature in this section, use cases
are created to test the potential added value of the model for real life scenarios. During the first
section of the interview, examples of global and local explanations are presented to qualitatively
validate the results. This is done to explain how the output of the model would look like when
it is implemented. These explanations are in the form of plots, explained in section 4.4. The bar
and beeswarm plots are presented to test whether a preference can be made between both plots.
A small tutorial for both cases is given and impressions are documented.

As with previous content, results will be validated across multiple domains within ING that are
in contact with fraud detection. Due to the dataset covering information about the transactions
themselves(e.g. the sender, receiver and amount money to name a few), the scope of the model is
also bounded by these aspects. Therefore, it is of high added value to test outliers with potential
out of scope reasoning to see if the model can really contribute something or if there are errors and
weaknesses present. In order to identify suited cases, the array used in 4.5 is used. This serves as
the foundation for the construction of the test cases in this section. Within this array, the transac-
tion id is included in the dataset. This transaction id of the four discovered outliers is documented.
An employee within Data Science who is not interviewed has completed the case information.
This consist of an investigation including the reasoning behind the final verdict for each individual
transaction. This information, together with the description of each feature, has been send to
Data Science, Rule Writing and Alert Handling in advance. Again, because of the confidentiality
of this topic and therefor the dataset, this information is not shared with the researcher.

In order to prevent bias towards certain features in the explanations of the XAI model, the
plots containing the local explanations for these features are send before the interview. The goal
is for each department to construct an impressions and prediction of the provided scenario before
the model’s prediction is shown. Again, this is done to prevent bias. If the answers are given in
advance, a path to the answer is constructed instead of objectively dealing with the situation. In
other words, reverse engineering the answer is prevented.

The first presented case, case A, involves a transaction from the false positive dataset, docu-
mented in section 4.1, that received a high fraud prediction score by the XAI model. This case tests
whether the XAI model’s reasoning aligns with the triggered rules and whether new insights can
be discovered. The second case, case B, features a transaction that the model predicts as having a
low chance of being fraudulent, despite the rules initially flagging it. The goal here is to determine
if the XAI model can provide insights to see if there was even a need for rules to be triggered. Case
C presents a fraudulent transaction that the model correctly identifies with a confident prediction
score of one. The aim is to validate the model’s certainty and reasoning. Lastly, Case D addresses
a critical scenario where the model predicts a very low fraud probability, yet the transaction is
fraudulent. This case aims to uncover potential weaknesses in the model or identify if the reasoning
behind the prediction lies outside the model’s scope.
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6 Interview Results

During this evaluation phase, results have been qualitatively validated with multiple fraud related
departments within ING. As stated in 5, the interview is constructed in such a way that the
implementation opportunities of the model have been tested. It is of importance that this can be
structured so that it becomes an added value instead of hindering the workflow. In addition, results
from the model have been shown and qualitatively validated from both a technical and business
perspective.
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6.1 Data Science Department

The Data Science department is responsible for developing and maintaining the models used to
detect fraudulent transactions. These models can be both rule-based and ML driven, incorporat-
ing various features that focus on different aspects of a transaction, such as the sender, receiver,
platforms, and underlying institutions. The models are designed to calculate a score based on the
combination of these features. Rulewriters can use such models with their scores in their rules,
triggering alerts when a predetermined threshold is reached.

The models are constantly evaluated and updated to ensure they remain effective. Explainability
is a key aspect of model validation, helping both data scientists and other stakeholders understand
how the model arrives at its decisions. This understanding is crucial for gaining trust in the model
and making necessary adjustments to improve its performance. Essentially, explaining how the
model’s score is structured allows Data Science to better interpret and utilize the score, leading to
a deeper understanding of the model’s functionality. Interviews with the Data Science department
have provided insightful findings about the potential implementation of XAI for their domain,
models, and communication with other domains. The first discovery focuses on the benefit XAI
provides when it comes to testing the features used in models, and eventually testing and evaluating
the models themselves.

6.1.1 Feature Testing

One of the most important promises of the created models is that they are robust and can handle
a variety of fraud patterns. This involves using diverse datasets for training and testing the mod-
els, as well as employing techniques like cross-validation to ensure the models are generalizable.
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Robustness is essential for maintaining the accuracy of fraud detection over time, especially as
fraud patterns evolve.

Technical errors in the Data Science models can be detected using the XAI model by detecting
structural deviation in feature behavior. Adding additional checks can reveal if a feature fails to
contribute when it should, suggesting areas for model improvement. This makes it possible to
create a more focused and overarching test for the features in question and the model in general.
Currently, a handmade dataset is used to test features, but it is recognized that this method may
not cover all scenarios. The goal is to simulate reality as closely as possible, but perfect accuracy
is unattainable due to the inconsistencies of humans. People sometimes do things that are really
unexpected: buy a car or don’t even realise that they’re contributing to fraud. This can be correct,
but it is very hard to identify such behavior with a model that should cover all scenarios. A line
must be drawn at some point: how many fraudulent flags do I take resulting in how many false
positives I accept are part of the model. Having explanations for the model that show the influ-
ence of features and the score help to identify patterns and again, potential deviation in feature
expectations. So in this way, it’s possible to figure out what the ultimate impact of the feature is,
why doesn’t it do what we expected to happen with it? Investigating features that lower the fraud
score, rather than increase it, is also valuable. Identifying these features can inform rule creation
and model adjustments.

During the interview, especially when looking at local explanations, an insightful findings was
discovered. The department has identified interesting cases where features do not perform as
expected, often due to edge cases or insufficient data. For example, when historical data is sparse,
certain features might yield a preset value, which indicates insufficient data rather than a clear
fraud indication. So there is too little data which in itself can also mean something. The explana-
tions during the interview showed that these values also can have significant impact on the fraud
prediction of the model. Understanding these anomalies can further provide insights into feature
behavior and highlight the importance of manually set values in the overall prediction.

6.1.2 Feature Selection

In addition to feature testing, it can also be very beneficial for feature selection. Feature selection
is crucial for efficient model performance. Selecting the top 20 features, for instance, can save
costs and computational power, focusing on those with high correlation to fraud or the model
specific target. Moreover, you can also run models selecting the lowest performing features to see
how they behave in this new environment. This helps to further analyse their behavior.

Pattern recognition tests with newly selected features help outline how features influence the
model’s predictions. These tests can reveal how different features complement each other, leading
to the creation of new, more effective features. This can further improve models.

6.1.3 Improved Stakeholder Communication

Data scientists collaborate closely with rulewriters, especially when deploying new models. Model
scores often inform the creation or adjustment of rules, ensuring alignment and effectiveness in
fraud detection. Feedback from alert handlers provides real-world insights into model performance,
guiding necessary adjustments. This iterative process of feedback and refinement is essential for
maintaining an effective fraud detection system.

Regular discussions with rulewriters help data scientists understand their needs and chal-
lenges, tailoring models to support decision-making processes. One of the primary challenges is
ensuring models are interpretable. The ability to explain model predictions is crucial for trust and
transparency, aiding in model validation and governance.

Visualization tools are used to present model explanations in an easily understandable format.

These visualizations help less technical stakeholders, such as rulewriters and alert handlers, grasp
the model’s decisions intuitively. It is also very useful for the Model Validation department who
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has to validate their models before they can roll into production. Model validation also wants to
know all relevant information about the model. This can be done with more ease with the help of
the explanations provided by the XAI model. The explanations secures effective communication of
model insights which ensures all stakeholders can effectively use the models.

6.1.4 Qualitative Results Validation

During the inspection of the global explanation and the added value of features across the entire
dataset, certain insights were noted. For instance, after looking at the beeswarm plot as shown in
D, feature F9 behaves contrary to the other features, which aligns with existing domain knowl-
edge. It was noticed immediately and proved to be an interesting finding for the Data Science
because it clearly shows that the feature is only of importance when it has a low value.

In terms of readability, Bar plots provide better clarity compared to beeswarm plots, par-
ticularly in illustrating the importance of a few significant features. While beeswarm plots lack
detailed explanations, bar plots effectively reflect the proportions of feature importanc making
them the preferred option. Regarding the number of features visible per plot, there is a debate
between displaying all 50 features or limiting the number to avoid clutter. Data scientists prefer
all features visible to understand each feature’s contribution, facilitating model adjustments. In
contrast, alert handlers may prefer to see only the top features to prevent information overload.

Data Science validated the global features displayed, confirming alignment with current exper-
tise, and highlighted the top 3 and bottom 3 features. F41 was recognized as a highly useful feature,
frequently employed by rule writers as a fundamental component in their models, justifying its
high ranking. F42 was deemed highly relevant to a significant characteristic of the transaction,
explaining and supporting its high importance. Similarly, F32, like F41, indicated potential sig-
nificance. For features of lower importance, F11 was surprisingly low in contribution, performing
almost nothing, which was unexpected. F6 and F1 were seen as correctly low impact.

6.2 Rule Writing Department

The Rule Writing department is responsible for creating and maintaining rules that flag poten-
tially fraudulent transactions. As mentioned during the interviews with Data Science, these rules
are able to incorporate Data Science models and their scores. The Rule Writing department is
responsible for both real-time fraud monitoring and long-term trend analysis. Rule writers are
tasked with understanding and reacting to the behavior of various features within fraud detection
models. Their daily activities involve examining recent fraud cases, identifying emerging trends,
and writing rules to adapt to these trends. This constantly updating their models is essential as
fraudsters continually adapt their strategies.

In practice, rule writers combine their own expertise and collaborative knowledge to engineer
the rules. It can happen that something is seen, which seems new to one, but someone else has
already created an analytical rule to counter this. This collaboration creates more efficient work
environment than when everything would be done alone. Because the team is constantly countering
newly appearing trends, the ruleset increases significantly which can result in a loss of individual
oversight. Triggered rules which are developed by other teams often have to be explained by other
teams because of this. Rule writers implement a modus operandi (MO), which refers a criminal
activity (i.e. investment fraud), into their rules.

For further readability increase, the difference between a model and features will be explained.
A feature is a calculation of a characteristic of the transaction. A model takes multiple character-
istics into account to calculate potential suspicious behavior resulting in a score as output. The
score of a model, together with different or common features, can form a rule. For example, a
model which looks at country and amount of money results in a score based on these two features.
This score can be used in a rule together with the feature frequency of money transfer. This way,
the rule covers multiple characteristics of a transaction creating a prevention method for these
characteristics. If it turns out that the feature amount of money is leading in this model, deciding
solely what the output of the model score will be, it would be more wise to add the feature
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amount of money as a stand-alone feature instead of the score of the model. Because if you use
a model that’s so controlled by one feature, the model doesn’t much content. In fact, it can be
dangerous when the leading feature is low while other features in the model do show fraud. In this
case, based on that model, you could miss fraud.

The rule writers also stress the importance of understanding feature combinations. Sometimes,
specific feature interactions can lead to false positives or false negatives, affecting the overall accu-
racy of the fraud detection system. By analyzing these interactions, rule writers can refine their
rules to better capture fraudulent activities without unnecessarily flagging legitimate transactions.

6.2.1 Model Explanations

Although some rules only include separate features resulting in a very transparent rule, there
are MOs where Data Science models are used. Here, XAl tools are highly valued by rule writers
because they provide clarity on the model’s scoring mechanisms, significantly reducing dependence
on data scientists by offering clear explanations for why certain scores are generated. Understand-
ing why a particular transaction received a high fraud score helps rule writers adjust their rules
more effectively. During the interviews, Rule Writing mentioned that now it is not clear from time
to time what is used in determining the model score. When all features are of high value, but the
model results a low score, it is currently unclear how this score came to be. Depending on the
output of a threshold, further steps are taken. In this case, Rule Writing could ask Data Science
for explanations, but because there are hundreds of millions of transactions that this model should
cover, it is out of their scope to provide individual explanations. In addition, it becomes a burden
for Data Science when Rule Writing asks them for explanations for every case . With the local
explanations created by the XAI techniques, the reliance on Data Science is reduced and the
models used for the rules, and their exceptions become more clear.

In addition, when Data Science develops a new model, it is presented to Rule Writing showing
all the features that are incorporated and their importance. Based on this presentation, rule
writers can decide whether they want to implement this new model into new or existing rules. For
instance, there are occurrences where a new model doesn’t improve rules because incorporating
some individual features in a rule does the same job. Because of this, some models are not used
by rule writer at all. However, as fraud techniques change, so do the rules so the need for different
models might change as well. By this time, the feature importance overview of each model is not
clear anymore due to it being presented far in the past. Having an overview of the inner workings
of each model at hand will increase the complete knowledge base of rule writers without having
to ask Data Science.

While this improves productivity by minimising the need to consult data science when doubts
arise, these explanations are often viewed as a ”nice to have” rather than a necessity. If the
workload for Data Science increases a lot by implementing this, it should be dropped. This has
been mentioned because the current way of working also suffices.

6.2.2 Anomaly Explanations

The work of the rule writers is highly case-specific, focusing on individual instances of flagged
transactions rather than the entire dataset. This case-level focus is an example for the need for
explainability tools that provide insights on a per-case basis. As stated in 6.2.1, it is possible to
ask Data Science, but models use hundreds of millions of records, so it’s hard to discover the
specific exceptions. This way, as a rule writer, you can see exactly at a local level why features
get certain scores and place this next to your own expectation. Understanding why a model
score is low despite all indicators being set to true can help rule writers adjust thresholds more
effectively. For example, the impact of the score is reduced when a certain combination of features
is discovered. This approach ensures that the rules are finely tuned to detect actual fraud while
minimising false positives. It also allows for further model bug discoveries because the use case
centred approach might discover flaws which were overlooked by Data Science.
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However, Rule Writing mentioned a potential threat in this approach. If a rule writer discovers
which features work well or poorly, there is a potential need to distance themselves from the created
model by tweaking with these individual features. It can become some sort of a game to be a little
better than the models written by Data Science. Rule Writing can shift the focus to specifically
look at how discover exceptions faster and advising Data Science to implement this. However, the
model is designed so that with the combination of all features together, the best possible outcome
is achieved. A competition to try and win from the the model, should not be the focus of the job.

6.2.3 Improved Stakeholder Communication

There is a direct and continuous collaboration between rule writers and the alert handlers team.
This relationship is vital because rule writers frequently update rules based on feedback from
the alert handlers, who are directly in contact with flagged transactions. The rule writers rely on
the alert handlers to provide real-world insights into the effectiveness of the rules, which helps
in refining them further. Alert Handling needs Rule Writing to increase transparency for their
rules in order to enable a efficient and effective research when a transaction is flagged for fraud.
In addition, this rules needs to be understandable to improve this research, also allowing for new
employees to understand.

Rule writers also work closely with data scientists, especially when new models are imple-
mented. This collaboration ensures that the rules are effectively integrating model scores and
adapting to new fraud patterns identified by the rule writers or alert handlers. The feedback loop
from alert handlers to rule writers, and subsequently to data scientists, is crucial for refining both
rules and models.

Strengthening underlying knowledge and communication with Data Science and Alert Handling,
by increasing the explainability and understandability of the models being used across all domains,
will be a benefit for everyone’s workload and productiveness. XAl techniques can bridge this gap
by showing the underlying mechanisms of each model, reducing the need for redundant global
explanations and directly focusing on the problem. The overall knowledge base across all domains
will increase.

6.2.4 Qualitative Results Validation

Looking at the global explanations in the form of an overview of each feature’s importance,
further insights were found. The top three was confirmed to be expected. Similar to section 6.1.4,
features 42, 41 and 32 are all seen as very important. Rule Writing indicates this by frequently
using these features as individual features in there rules. This is aligned with the comments from
Data Science stating that these features can be considered to be a foundation for other features.
After analysing the bottom three, feature 11 was expected to be a bit higher, but it depends on
the MO that is taken into account. In this case, it looks at fraud in general, but it may be that it
changes when you specifically look at a particular trend. It is important to note that the data set
is a subset of a data set that does not show the complete picture. Apart from that, all features
shown make sense to have this little impact. Special case feature 9 is also confirmed to be in place.
The ordering of features makes sense.

The alignment of the local explanations with current knowledge and expertise was also pos-
itive. The values of features resulting in negative or positive impact has been confirmed to be
logical. An interesting finding from Rule Writing was to see that the model showed a cumulative
impact on the prediction instead of having a few features that solely decided the output. The
graph mentioned here is similar to figure 26 and clearly shows how multiple features influence the
prediction. The presence of a top 3 accumulating for 30/40% of the predictions is logical, but it
was insightful form them to see that the model looks further, showing what else is important. This
teamwork makes the model more interesting for a rulewriter, decreasing the need to implement
the high impact features individually.
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After discussing the readability of the different plots shown, the following finding was found. The
depth of the model is not always within the expertise of a rule writer, and while the beeswarm plot
clearly shows that feature 41 is important, its overall readability can be challenging. Understanding
the details, such as the significance of data points on the x-axis and the meaning of the red colour,
can be difficult for those without prior experience. This lack of clarity suggests a need for additional
training. When considering readability, especially for non-technical stakeholders like managers, the
beeswarm plot poses challenges in quickly explaining the model’s workings. In contrast, a box
plot offers clearer insights and makes it easier to understand and communicate the information
effectively, thereby making it a stronger tool for interpretation.

6.3 Alert Handling Department

The Alert Handling Department at the bank is tasked with investigating flagged transactions and
taking appropriate actions, such as contacting customers via phone or email. The work content
changes every day with new trends and patterns appearing. When a flag enters the system, reason-
ing is researched. If the alert handler is in doubt or wants to take immediate answer, the customer
can called to inform them about the current situation. Alert handlers often encounter customers
unaware of being scammed or in denial about it such as with dating fraud. Here, a phone call is
needed to clarify the situation. Other banks can also be asked for clarification via email.

Fraud trends vary significantly and change quickly, requiring constant attention. For example,
previously unlikely items such as Pokémon cards have changed into a frequent occurring method
for scams. Scammers often use new merchants and repeating patterns to exploit the system. This
dynamic creates a constant ”cat and mouse” game, necessitating regular updates to rules and sys-
tems to keep up with emerging technologies and market changes, such as the rise of cryptocurrency
platforms.

6.3.1 Efficient Investigation

When a transaction is flagged for fraud, an investigation is initialised to separate fraud from
a false positive. This process involves pulling up the customer’s profile to verify the legitimacy
of the transaction. Incorrectly blocking transactions can cause significant inconvenience to the
clients, so it is crucial for alert handlers to make accurate judgements based on past interactions
and behavior patterns. An example here could be a sudden deviation from the common store
the customer goes to. This, combined with for example an increase in spending limit, can be a
substantiated decision to call the customer to check for a potential threat. The following example
is unfortunately a textbook example. In practice, potential indicators for reasoning require a lot
of experience and precision and are often not directly clear.

The alert handlers emphasise the need for explainable Al models to enhance their efficiency
in their research. The primary challenge they face is the technical implementation of models that
can provide real-time explanations. One of the ongoing challenges in alert handling is balancing
the detection of actual fraud with minimising false positives. Understanding the features that
contribute to a transaction’s fraud score is crucial in achieving this balance. Tools that can interpret
these features in real time would allow alert handlers to adjust thresholds more effectively, ensuring
that legitimate transactions are not mistakenly flagged, which can lead to customer dissatisfaction.
This capability would not only help them understand the rationale behind each alert but also enable
them to make quicker, more substantiated decisions. The alert handlers also suggest tools that
can provide contextual information about flagged transactions. For example, understanding the
customer’s transaction history and behavior can help them determine whether a flagged transaction
is genuinely fraudulent or a false positive. This contextual information is helpful for making accurate
decisions and reducing the number of unnecessary customer interactions.

6.3.2 Effective Training for new Employees

Training new employees the way of working or training more experienced employees new fraud
trends is a significant aspect of maintaining an effective fraud detection organisation. When a
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flagged transaction is picked up, new employees often face the challenge of navigating trough a
large amount of data without a clear point of reference. Tools that highlight key features of flagged
transactions can provide a starting point for investigations, making it easier for new employees
to understand the context and rationale behind alerts. This approach can streamline the training
process, enabling new hires to become better at their work more quickly. An example, if a new
employee receives an alert, they can focus on the top contributing factors to determine its validity.
If the top 10 factors can be easily explained, the transaction may be pushed through, reducing
unnecessary investigations. It also eases training more experienced employees, because trends can
be shown trough easy to understand plots.

However, Alert Handling clearly mentioned that this tool should be seen as an assisting tool
enabling these focus points, instead of leading the decision. The trick with fraud detection is that
all safety checks but one could be marked as correct and the only incorrect one results in it being
fraud. This tool allows for a clearer overview of the inside of the models that are used, increasing
productiveness.

6.3.3 Improved Stakeholder Communication

As stated in section 6.2, Alert handlers provide valuable insights based on their direct interactions
with flagged transactions, helping rule writers adjust thresholds and data scientists refine models.
This collaboration ensures that the system remains effective and adaptable to emerging fraud
trends. Alert handlers and rule writer are working especially close with each other. If they have
set a rule too tight, so a threshold too low, the people of alert handling will be drowning in work.
This also works the other way around, when there is a lot of damage and no rule present, there is
a high need for one. This is called a signal to action.

While data scientists have less direct contact with alert handlers, their work is influenced by
the feedback provided to rule writers. Integrating model scores into rules or creating new rules
based on model outputs requires close cooperation between these departments. Implementing XAI
tools here allows for a more streamlined communication network by increasing transparency and
understandability in the models that are being used.

6.3.4 Qualitative Results Validation

Looking at the global explanations, there were no remarks regarding incorrect rankings. Both
the top and bottom features were seen as logical and validated to their own expertise. Again,
especially feature 42 and 32 were no surprises due to their common presence in the daily work of
Alert Handling. However, in contrast to Data Science and Rule Writing, Alert Handling stated
that a total of 50 features shown is too much information. It creates noise which draws the
attention away from the most important focus points. A total of 20 would be preferred here. In
terms of plot readability, the beeswarm plot was seen as quite valuable because it clearly shows
the impact variance of each feature. It was noted that a small training is needed for this plot.
A beeswarm plot covering only one transaction, as shown in D16, made it more clear how each
dot represents an individual transaction. Notable features, such as F4, F9, and F29, stand out in
these visualisations, making it a plot that allows for feature distribution insights. Feature F4 was
especially interesting for them because it becomes clear that the feature has hardly any impact on
the prediction if the value of the feature is low.

Also the local explanations are validated as correct. The first reaction that emerged was the
combination of features 41 and 42. Alert Handling stated that, as is shown in the explanations, if
both features have a high value, the chances of the transaction being fraudulent increases signif-
icantly. After further analysing different instances, cases where the model could actually mislead
you were found as well. However, as indicated, if there is a new trend emerging you have to look
at the starting patterns of it which the model will likely not pick it up immediately. It should be
able to help, but it shouldn’t be leading you. It is important to note here that the model is a only
showing a small part of the complete picture.
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6.4 Testing Use Cases

As documented in section 5.2.3, a total of four different test cases have been constructed to see
whether or not the interviewee would have described the addition of XAl explanations as added
value or not. Case A and B are cases having a false positive fraud transaction. The goal of the
addition if these transactions is to see if, with the use of XAl explanations, the transaction would
not have been seen as fraudulent. Case C and D are both cases where the transaction was fraudulent,
but the model predicted it differently for each case. The cases were presented to Data Science,
Rule Writing and Alert Handling to test the different perspectives on the matter.

6.4.1 Case A: False Positive with High Fraud Prediction

As the title implies, for the first case, a transaction from the false positive subset was retrieved
and analysed. The model resulted in a high fraud prediction score as well. During this use case,
it is tested if the model aligns with the reasoning behind the rules being triggered, and if new
insights in the case would be discovered with the use of the model.

During the analysis of this test case, each domain had the following to say. Data Science noted
that for this case, a selection of features are expected to rank very high. This had to do with the
description of the case. Without mentioning the scenario, it was confirmed that features 4, 42
and 41 were within the range of expected high impact features, as also shown to be present in
figure 26. Especially the value of 41 indicates an almost immediate reason to flag the transaction.
Although the reasoning behind the flag for, both the description of the case, as for the XAI
model was confirmed to be correct, Data Science noted that Alert Handling can also investigate
other aspects. Rule Writing immediately noted that the model could not have covered the most
important reasoning behind the flag, this is outside the scope of the dataset. They acknowledged
that the top features in this case strongly indicated fraudulent activity. The rule did look at extra
things that made the transaction a lot more suspicious. However, the explanations of the model
are correct in the sense that it would be considered fraudulent, only less fraudulent than it is
currently the case. Rule Writting noted that it also happens that the customer does not know if
it is fraud. An example of this is romance scam. The customer thinks that they are in contact
with a close relationship or beloved person. Therefore, it is not considered wrong while all signals
indicate that it is. After contacting the customer and this is further confirmed by them, it will
also be closed under non-fraudulent. Exceptions like these are therefor described as not fraudulent
in the dataset, but are very likely to be fraudulent.

Alert handling described that the model would have send the alert handler in the wrong direc-
tion, which made sense when looking at the case. It was the case that the dataset only delineates a
part of the case. In this case, it is not fraudulent due to ticked off safety checks outside the model’s
scope. It was concluded to be both a clear flag, but also a clear false positive. It is therefore impor-
tant to draw a situational picture and not to trust the models output blindly. For implementation
purposes, it is of high importance that the model should describe which part of the aspects it covers.
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Fig. 26: Case A

6.4.2 Case B: False Positive with Low Fraud Prediction

Case B shows a transaction where the model indicates it to be of low chance to be a fraudulent
transaction. Again, it is important to note here that, even though the final results was not fraud-
ulent, the rules were originally triggered for it. In other words, with the use of the XAI model,
would it even be needed to flag this transaction. The explanations are shown in figure 27.

Data Science observed that the alert was triggered by a new counter account, which was later
determined not to be fraudulent. They noted that F41 was a prominent feature, with F32 also
under observation. This suggested that the alert might have been based on a specific rule rather
than the model, as such a case would likely not arise under the model’s threshold. Rule Writing
confirmed this by noting that there’s a feature in a rule that’s also triggered which is present in
the scope of the model. However, feature 41 largely aligns with the case, so it was insightful that
the model acknowledged this by pulling it towards the fraudulent prediction. As was the same for
feature 42 and 32 in the opposite direction. In fact, it was confirmed that the model effectively
demonstrates how the features behave.

Alert Handling stated that the case is clearly not fraudulent. In addition, it mentions that
the model visualises the situation accordingly which looks clear. Alert Handling states the model
also serves as an additional check for this case. All features push it towards a non fraudulent
prediction, except for feature 41, 7 and 34. These features can be investigated further to improve
the substantiation of the verdict and therefor minimise the risk.
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Fig. 27: Case B

6.4.3 Case C: Model Correctly Predicts High Chance of Fraud

Case C is a scenario where the transaction turned out to be fraudulent. The model correctly
predicts this and even states that there is no doubt by giving a score of one as output for the pre-
diction. The goal is to see if the model is rightfully indicating a lack of doubt and if the reasoning
for it is correct. The XAI model’s explanations are shown in figure 28.

Data Science’s initial reaction to Case C was that, opposed to Case B, feature 32 now sig-
nificantly contributed to the fraud score, along with F42 and other similar features, which were
consistent with the model’s values. Rule Writing agreed, noting that the model clearly indicated
fraudulent activity, and the high value of F42 was in line with their expectations. Alert Handling
indicates that for this case the situation is clearly fraudulent, it makes sense that feature 42 has
a very high impact here. They emphasised that all signals pointed to fraud, and the transactional
data supported this conclusion without doubt. All domains agree with the construction of the
model’s explanation.
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Fig. 28: Case C

6.4.4 Case D: Model Incorrectly Predicts Low Chance of Fraud

Case D represents a very dangerous case where the model’s prediction shows a very low chance
of fraud. However, the transaction turned out to be fraudulent. With the use of this case, the is
goal is to identify potential weaknesses of the model or if it is a possibility that the reasoning is
outside the scope of the model.

It was immediately noticed here that there are additional reasons, apart from transactional
data, present within the use case. Without seeing the explanations of the XAI model, Data Science
predicted the model to result in a low score with feature 42 to have a negative impact, which it
did. Alert Handling viewed the case as an example of a difficult scenario where it is understandable
that the model classifies the transaction as not fraudulent. They highlighted that while the model,
which focuses on transaction data, did not flag it as fraudulent, the broader situational context
revealed the criminal intent. A criminal has set up a connection here where he wants the first few
transactions to stay low on the radar. Only then does he want to look at the real thing. It is clear
that the model based on the dataset does not pick this up.
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7 Conclusions

Wihtin this chapter, an answer to the proposed research question in section 1.6 is given. An overview
of all findings structured by answering all sub-questions is shown in section 7.1. In addition, the
limitations, discussion and future research will be discussed.
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7.1 Conclusion

In section 1.6, the following research question was formed:

How can Explainable Artificial Intelligence (XAI) techniques be utilized to
enhance the transparency and interpretability of machine learning models in the
detection of fraudulent transactions across all involved departments in a bank?

The main research question has been answered through a structured exploration of XAI in
general, its application in fraud detection, and validation through expert opinions and practical
implementation. The literature review revealed that Explainable AT (XAI) can be divided into
main concepts, properties and outcomes. The focus for the main concepts lied in the enhancement
of transparency and interpretability of models.

The taxonomy of XAI developed in this research categorizes models based on their trans-
parency and the type of explanations they provide. This taxonomy serves as a framework for
selecting appropriate XAI methods, distinguishing between pre-hoc and post-hoc explainability.
After the framework was applied to the use case present in this research, the XAI technique
SHAP was chosen as a suitable option. SHAP has been implemented in the development of the
XATI model designed for transactional fraud detection which involved processing datasets provided
by ING, analysing the performance of Random Forest, Gradient Boosting and SVM, and using
SHAP to explain the model’s predictions. The robustness of the model was tested through multi-
ple iterations, ensuring that the explanations provided were consistent and reliable.

The results demonstrated that the XAI model could effectively identify and explain fraudulent
transactions, offering valuable insights to fraud analysts. The XAI model’s results include individ-
ual feature impacts (SHAP values), a base value, and original feature values for plotting. The final
predictions for each transaction, combined with the correct labels, reveal that a 0.05 threshold
results in many false positives and unnecessary work for alert handling. With a 0.35 threshold,
the model captures 48% of fraud while encompassing 0.44% of the dataset, demonstrating fewer
false positives as the threshold increases. Significant findings indicate that the ”1:1000 Top 10
Features” and ”1:1000 sample” tests outperform the ”1:100 sample” datasets, especially at a
0.7 threshold, capturing over 54% of fraud with less than 4% of the original dataset remaining.
Tests with imbalanced training and testing datasets show high fraud capture but also high false
positives at lower thresholds. Overall, increasing the threshold enhances the model’s precision by
reducing false positives and improving fraud detection rates.

Expert opinions from the Data Science, Rule Writing, and Alert Handling departments within
ING highlighted the practical benefits of the XAI model from both the technical and business
perspective. The Data Science department’s focus on feature testing and selection ensured that
the most predictive features can be utilised and improve the current way of working. The Rule
Writing department’s evaluation of model and anomaly explanations provided insights into the
model’s decision-making process. The Alert Handling department’s assessment of the model’s con-
tributions to investigation efficiency and training highlighted its potential to streamline fraud
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detection processes. In addition, all departments indicated that the model can improve stakeholder
communication. The qualitative validation confirmed the model’s robustness and practical utility.

7.2 Limitations

While this research provides valuable insights into the application of XAI for fraud detection in
financial systems, several limitations must be acknowledged. These limitations suggest areas for
future research, such as the data limitation and broader regulatory and ethical implications. The
following limitations are documented.

¢ Data Limitations and Model Scope: The biggest limitation of this research is the dataset
and therefor the scope of the model. The dataset used for developing and testing the XAI
model was provided by ING and covers the transactional data which does not represent the full
spectrum of a fraudulent scenario. This has been highlighted during the expert opinion showing
the model’s weakness. The false positives proved this by receiving high model scores. During the
expert opinion, the reason for the transaction being a false positive was often outside the scope
of the model. In addition, transactions deemed to be fraudulent by the model but (incorrectly)
disapproved by the customer are set to non-fraudulent in the system. The model’s utility was
therefor seen as supporting decision making, but not leading it.

¢ Qualitative Validation: The expert opinions and qualitative validations were obtained from
specific departments within ING. While these insights were valuable, they may not capture the
full range of perspectives and requirements from the bank across all levels or different regulatory
environments. For example, it was outside the scope of this research to ask higher management
for further model implementation possibilities.

® Regulatory and Ethical Considerations: The research primarily focuses on the technical
aspects of XAl and its application in fraud detection. However, broader regulatory and ethical
considerations related to the deployment of Al in financial systems, such as data privacy and
algorithmic fairness, were not deeply explored. This was also not possible with the anonymity
of the dataset and could therefore be included in the future research. In addition, the field of Al
and XAI is rapidly evolving. New techniques and advancements could significantly impact the
findings and relevance of this research.

7.3 Future Research

Building on the findings and limitations of this research, multiple possibilities for future research
can be identified to further enhance the application of XAl in fraud detection. By addressing
these areas, future research can contribute to the development of more effective, transparent, and
adaptable XAI models for fraud detection.

¢ Broader Dataset Evaluation: Future research should consider evaluating XAI models using
datasets covering more than only transactional data features. This would help in understanding
how different types of fraud and transaction patterns affect the model’s performance and inter-
pretability. As criminals continuously develop new tactics, it is essential to adapt XAI models
to detect emerging fraud techniques. Research should focus on creating adaptive and resilient
models that can learn from new data and identify these fraud patterns effectively.

¢ Real-Time Implementation and Testing: Implementing and testing XAI models in real-
time environments would provide valuable feedback on their practical utility and integration
challenges. Providing Alert Handling with the model and see how they investigate flagged trans-
action could identify new opportunities or weaknesses. In addition, setting up a training case
for Alert Handling could improve this feedback loop as well. Conducting studies to observe the
long-term impact of XAI models on fraud detection processes and outcomes enhance potential
improvements as well. These studies would help in understanding how the models evolve, their
effectiveness, and their influence on organizational practices and policies. Engaging a broader
range of stakeholders, including new users such as compliance officers in the evaluation process
can provide deeper insights into the usability and effectiveness of XAI models. User-centric stud-
ies and feedback loops can help refine the models to better meet the needs and expectations of
various stakeholders.
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¢ Regulatory and Ethical Implications: Investigating the regulatory and ethical considera-
tions associated with the deployment of XAl in fraud detection is crucial. Future research should
explore how to ensure compliance with data privacy laws, mitigate biases, and promote fairness
and transparency in Al-driven decision-making processes. Encouraging interdisciplinary collab-
oration between Al researchers, domain experts in finance, regulatory authorities, and ethicists
can maintain a more comprehensive approach to developing and deploying X AI models. This col-
laborative effort can ensure that technical advancements are aligned with practical, regulatory,
and ethical considerations
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