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Abstract

The home-furnishing brand IKEA prioritizes its core ability to analyze the interior-design elements of
rooms. These analyses enhance its digital capabilities such as image tagging, product recommenda-
tions, and personalised interior-design advice. This study attempted to automate such room analyses
using automated room image annotations with the GPT-4 series of large language models (LLM)
and vision-language models (VLM). The three stages being - 1. Defining a conceptual framework
for the annotations (determining the key set of interior design aspects the annotations must contain
information for); 2. Generating interior design annotations with GPT-4; 3. Checking the validity
of the generated annotations. The conceptual framework for the annotations was defined through a
combination of LLM-driven taxonomy generation and key concepts identification from a workshop
with interior designers. The LLM-driven taxonomy generation was a sub-exploration that revealed
insights about the knowledge engineering capabilities of GPT-4. It was observed that although GPT-
4 is capable of identifying key concepts of a domain, it lacks the expertise to self-assess the outputs
and organise these concepts into a robust taxonomy. 10 key concepts (aspects of bedroom interior
design) identified, and finalised by experts, in the first stage formed the conceptual framework for
the annotations. In the second stage, prompts for GPT-4 were drafted for each of these 10 interior
design aspects informed by insights gathered from a manual interior design analysis workshop with
experts. A prompting strategy of first generating a description of the image focused on one aspect
at a time, then converting the description into annotations for that aspect, produced interior design
annotations to the desirable level of details. The drafted set of prompts with this strategy were run
for 60 bedroom images to generate a sample set of image annotations. In the third stage, this sample
set was evaluated with interior design experts. A quantitative evaluation for incorrectness and incom-
pleteness of the annotations was conducted followed by a qualitative post-evaluation interview with
the evaluators. Low incorrectness and incompleteness of <10% coupled with the qualitative feedback
from the evaluators led to the inference that this process of generating interior design annotations
with GPT-4, given a conceptual framework, is able to produce ’good enough but not expert-like’ image
annotations. It was therefore identified that the applicable use-cases for this process could be customer
room metadata generation, domain-specific dataset creation, etc. Beyond an understanding of how
well the AI model can analyse and generate insights about the interiors from a room image, this work
also contributes a method for generating domain-specific image annotations with LLMs and VLMs.
The human-in-the-loop approach in this work, incorporating experts across the process, gave rise to
insights that are adaptable for AI Developments beyond interior design. Among them were the value
of collaborating with domain-experts for prompt designing and importance of combining quantitative
and qualitative methods for human expert evaluations. Recommendations such as co-prompt-design
sessions, domain-specific evaluation criteria, increased number of expert-evaluators, were made to im-
prove the process.
Keywords— Artificial intelligence, automated image annotations, domain-expert evaluation, GPT-4, human-
in-the-loop, IKEA, image-to-text, interior design, LLM, prompt engineering, taxonomy, VLM
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Preface

Over the past few years, generative AI tools like ChatGPT and DALL-E, have gained significant popularity,
sparking an interest and enthusiasm in me for this technology. For this thesis, I wished to tap into the potential
of generative AI for applications beyond conventional ones like chatbots and image generation. As someone
who has always taken a personal interest in interior design, always in awe of aesthetic spaces, this project
being a collaboration with a home-furnishing company was a unique opportunity to merge these interests.

With this enthusiasm, I aimed to explore how IKEA’s processes could be enhanced through the application
of generative AI. The goal was to investigate ways to automate or assist in tasks that are typically resource-
intensive, mundane, or tedious, without diminishing the value of human expertise. This project was about
strategically utilising the advancements in AI to complement human skills, making it possible to achieve a
level of detail and accessibility that might otherwise be impractical.

Reflecting on this journey, I was given great flexibility and freedom to let my curiosity guide the research,
which led me to adopt a more exploratory approach to the research question. While a straightforward path
might have been less stressful given the time constraints, this exploratory approach resulted in a series of
intermediate sub-explorations. Each of these offered valuable insights in areas such as taxonomy generation
with LLMs, expert-driven prompt engineering, and the integration of human feedback loops into AI develop-
ment. These experiences not only expanded my understanding of AI’s capabilities but also helped improve
my skills in conducting research.

This thesis is the result of a journey to harness the advancements in generative AI to enhance IKEA’s
digital processes, driven by the belief that a comfortable and personalised home is something everyone deserves.
As AI continues to impact everyday life, I hope this research lays a foundation for automation that remains
human-centric, not just within interior design but across other domains as well.
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Chapter 1

Introduction

1.1 An IKEA Vision
Interior design is a highly visual discipline involving aesthetics and functionality. When it comes to upgrading
a space, interior designers make intricate observations about its interior elements such as furniture, lighting,
color schemes, etc. See Figure 1.1, illustrating various kinds of elements interior designers consider.

Figure 1.1: Example interior design observations of a bedroom. (Room image source : Lsun Public
Bedrooms Database [1])

Understanding room interiors is crucial to the Swedish home-furnishing brand IKEA, which leverages
interior design as one of its core expertises. This task of observing and inferring interior-design information
from images of rooms is applied in various ways within IKEA. For example, in-house interior designers receive
images of customer rooms and make summarised analysis of their interiors to provide personalised design
recommendations. Also, in IKEA’s online design-your-own-space platform, IKEA Kreativ [10], the layout of an
uploaded room image is extracted so customers can redesign their room with IKEA products. Furthermore, for
IKEA’s internal data collection, coworkers add metadata1 to customer room images, for instance by indicating
the type of room (bedroom, kitchen, bathroom, etc), which are used as assets for various purposes like content
creation, annual reports analysis, etc.

1Metadata refers to supplementary information that accompanies data such as images, serving as an informative
identity of the data or even as a substitute for the data. Metadata can include various types of information, including
dates, locations, symbolic descriptions, and physical properties of the data. It can be expressed in either free-text format
or within more constrained, structured formats [3].

1



2 Chapter 1. Introduction

Recent advancements in the field of generative artificial intelligence (gen AI)2 indicate an automation
opportunity for the task of interior-design analysis. Particularly, large language models (LLMs) and vision
language models (VLMs)3 have been shown in studies to possess strong image-to-text capabilities (i.e., gener-
ating textual information about an entire image or parts of an image) better than traditional, less advanced
machine learning (ML) algorithms, which are trained on significantly smaller amounts of data [12]. LLMs and
VLMs having been trained on internet-scale data, also showcase expertise in various domains [13, 14, 15, 16].
Additionally, they demonstrate contextual understanding of images to generate rich and detailed captions or
annotations4 [12, 17].

These capabilities indicate the potential for generating domain-specific information about an image, in the
form of image annotations, which has largely been unexplored for the domain of interior design. This work
explored that very potential as a means of yielding interior-design insights. Such a capability could optimise the
aforementioned use-cases within IKEA by augmenting the work of in-house interior designers, enhancing the
Kreativ platform with personalised product recommendations, automating room-image metadata generation,
and more.

A major advantage of these pre-trained models5 over traditional machine-learning models is their ability
to generate desired output without needing to train the models with datasets containing similar outputs. Gen
AI models can be instructed to produce a specific output using a natural-language instructions, known as
prompt6. Generating domain-specific image annotations purely via prompting an LLM/VLM is an untapped
area in research that this thesis incorporated.

The domain-specific nature of this exploration called for close collaboration with relevant domain experts.
The study therefore was guided by human-in-the-loop (HITL) principles [22, 23] ensuring human experts pro-
vide validation and refinement throughout the process, maintaining the quality and accuracy of the generated
data. This is yet again an under-researched area especially stakeholder-collaboration practices for gen AI
prompt design7.

In short, this thesis aimed to develop a HITL process for applying LLMs and VLMs to generate annotations
containing interior design insights for images of rooms via prompts. To manage the scope of the thesis, the
images were only of bedrooms and the gen AI models used were from the GPT-4 series of LLMs and VLMs
[24]. To achieve the research objective, a three-stage approach, guided by the sub-research questions, was
designed and implemented. The process involved first defining the key aspects of interior design that the
annotations must contain insights about, then generating image annotation samples by designing prompts for
these key concepts, and finally evaluating these annotations with interior designers within IKEA. Intermediate
analyses of the process combined with the evaluation results revealed to what extent this process/method can
generate accurate interior design image annotations, thereby to what extent it can be applied to automate the
interior design analysis task. The study also led to several key insights regarding the knowledge engineering
capability of GPT-4 for interior design, effective prompting strategies for annotation generation, designing
domain-expert-evaluation for AI outputs.

The research question(s) that guided this study can be found in Section 1.2 while Section 1.3 describes

2Gen AI is a class of artificial intelligence models that can generate new content from learned patterns in existing
sets of data. These models can generate various types of content, including text, images, music, and even videos [11].

3Common types of gen AI models include large language model (LLM)s, which offer human-like text generation
capabilities, and vision language model (VLM)s, which are essentially LLMs with vision capabilities (i.e., image-to-text
models).

4Image annotations, in this context, are texts that provide meaningful information about the contents of an image.
These could be general descriptions of an image, a list of objects found in an image, facial expression descriptions of a
photo, etc. The texts seen around the room image in Figure 1.1 can be considered annotations of that particular image.

5A pre-trained model is a machine learning model often trained on large or internet-scale datasets, affording it diverse
abilities in generic tasks like natural language generation. A pre-trained model can be used as is or customised to suit
specific application requirements [18].

6A prompt is a set of instructions, in natural language text, provided to a generative AI model that programs it to
perform a specific task [19, 20]. These tasks could be answering questions, language translations, image generations,
image captioning, etc [21].

7Prompt designing is the ”art” of curating and tweaking the natural language instruction passed to a pre-trained gen
AI model to generate the desired output. ”Prompt designing” is often used interchangeably with ”prompt engineering”
[21].



1.2. Research Questions 3

the approach taken to answer the questions and the outline of the document thereby.

1.2 Research Questions
Given the premise described above, the following research question was defined:

RQ 1: How can LLMs and VLMs be applied to generate domain-specific image annota-
tions for interior design with a human-in-the-loop approach?

The following sub-research questions were identified to answer the above question:
Since the annotations would not contain a direct description of the image, the initial step involved defining

the domain-specific elements of information that the annotations must include. For the use case in this work,
interior design analysis of room images, it was essential that the annotations consistently provide insights on
various aspects of interior design, such as lighting, furniture, and color schemes. This collection of interior
design aspects, or ’concepts,’ is referred to as the conceptual framework CF8 for the annotations. In other
words, the CF outlines the key aspects of interior design that the annotations must capture.

The term “conceptual framework,” rather than simply referring to them as a set of interior design aspects,
is used in this thesis in an effort to make the approach adaptable to domains beyond interior design. For
instance, if agricultural annotations were needed from crop images, the CF could be a set of agricultural
aspects. Thus, for this specific use case, the appropriate conceptual framework would consist of the key
concepts necessary to thoroughly understand the interior elements in a room image. These key concepts had
to be carefully defined with input from domain-specific resources and experts.

The first sub-question to be addressed is, therefore:

SQ 1.1: How can a CF be derived for the annotations to ensure all necessary information
is included in them?

The defined CF for the annotations can then be used as a base to construct the instructions (prompts) to
a VLM to generate interior design insights. This leads to the second sub-question:

SQ 1.2: How can prompts for a VLM be effectively designed to generate interior design
image annotations?

The generated annotations had to then be validated. This required identifying appropriate criteria and
designing an appropriate evaluation process to check the quality of the annotations. The quality is crucial as
it determines whether the annotation process aligns with human expertise it attempts to replicate and can
thereby reliably serve as an automation solution for interior design analysis of images.

SQ 1.3: How can the validity of the generated annotations be checked?

Incorporating human expertise in this process remains vital and unavoidable specifically due to the domain-
specific nature of this exploration. Human experts provide invaluable insights, especially in specialized fields
like interior design,Moreover, the importance of collaboration with relevant stakeholders in any AI development
process has been increasingly highlighted by various experts in the research field [26, 27, 28]. This brings us
to a sub-research question auxiliary to all the above questions:

8conceptual framework in the field of research stems from the philosophical idea of what something is, the idea of
every concept being a delineation defined by its components. It has varied definitions among which we shall use the
one by Miles and Huberman [25]. They state it is an artifact that ”explains, either graphically or in narrative form, the
main things to be studied and the key factors, concepts, or variables” [25]
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Auxilary-SQ 1.1: How can a human-in-the-loop approach be effectively integrated
throughout the process?

By addressing these questions, the study explores a methodology that employs a human-in-the-loop ap-
proach to generating annotations of interior design insights using LLMs and VLMs.

This exploration ultimately led to a discussion on the effectiveness of this method, thus addressing the
overarching research question. To help the reader visualise and better follow how the research question(s)
have been explored, Figure 1.2 shows a flowchart.

Figure 1.2: Visualisation of flow of answering the research question(s)

1.3 Approach and Outline:

The sub-research questions naturally led to the development of a methodology for this study. The research was
structured into three stages, with each stage designed to answer a sub-question. Additionally, the auxiliary
sub-question about applying a HITL approach was addressed across all three stages (see Figure 1.2). Further,
specific steps were defined to achieve the objective within each stage. These stages and the rational behind
the defined steps are explained in the following chapter - Chapter 3. Later in Chapter 4 the implementation
of these stages and steps within have been elaborated. In Chapter 5, the insights gained along the way have
been discussed, leading to an answer to the main research question. Finally, Chapter 6 encloses this thesis
study with a summary of the research process and key insights derived.
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1.3.1 Choice of LLM & VLM:
The GPT-4 series of models were used for this exploration. Particularly, the model GPT-4-1106-preview9 was
the LLM in use and GPT-4 vision preview10, the VLM [24]. This choice was made due to the high-performance
of the GPT-4 series of models across several benchmarks of various natural language generation and visual
data processing tasks [31, 32]. Moreover they outperform other public and proprietary large (vision) language
models [33, 34, 35]. Large context window 11 of about 90,000 words, availability within the IKEA digital
infrastructure were other reasons for the choice.

1.3.2 Choice of Type of Rooms:
A strategic decision was made to make the domain narrower and focus to bedroom images. This decision was
made to align with other AI explorations within the team. This narrowed scope provided a starting point for
the study which can be expanded on in future research.

Interior Design vs Interior Decoration:
The focus of this research lies within the domain of Interior Design, with a specific emphasis on space
decoration. While interior design encompasses a wide range of activities, including furniture design,
architectural layout planning, and building, it must be acknowledged that this work hones in only
on the decorative aspect of the domain. The task of interior analysis performed by AI, which this
research explores, aligns closer with the work of interior decorators, a sub-category of interior design
professionals who focus on selecting and arranging furniture, colors, textures, and accessories to create
a visually pleasing and comfortable environment [37, 38].
The term ”interior design” is used throughout this work, rather than ”interior decoration,” for its
broader recognition and to ensure clarity and accessibility for the reader, even though the scope here
is more narrowly defined.

* These red boxes throughout the document contain supplementary notes and reflections from me, the
author, to help readers better understand my thinking, as well as the context and constraints that
shaped this research.

9All interactions with the GPT-4-1106-preview model LLM were through the OpenAI API. As stated in the OpenAI
Enterprise Privacy Policy [29], these inputs and outputs are not utilized as training data for other models. Therefore,
there is no enterprise level vulnerability due to the data passed to the AI model.

10The GPT-4 Vision Preview VLM was available as a Microsoft Azure service within the digital infrastructure of
IKEA. zure GPT-4 Vision Preview is a managed service of the OpenAI models offered by Microsoft, with enterprise
level security and data privacy [30].

11Context window, in the field of LLMs and VLMs, refer to the amount of text the model can be given as input when
generating or understanding natural language. It is measured in tokens which are machine-readable representation of
words or parts of words. 1 token can be considered to be 0.75 words on an average [36].



Chapter 2

Related Work

This thesis work taps into various facets of literature. This section outlines related work that informed the
exploration of the sub-research questions both directly as well as indirectly.

2.1 Automated image annotations and Conceptual Framework
Automated image annotations AIA in early years were predominantly for object detection, image classification,
image tagging with keywords. (An example of image annotations is shown in Figure 2.1). The objective of this
study is similar to the image-tagging-with-keywords category of AIA, but it extends beyond simply tagging
with keywords. Instead, it focuses on generating detailed textual information (ID insights) about the contents
of an image. Another computer vision task this work is akin to is image captioning, which involves generating
descriptive text related to an image. However, the task that the AI performed in this work was not purely
captioning, as the aim was to produce insightful phrases linked to specific interior design aspects of the image,
rather than general descriptions. This places the task somewhere between captioning and annotating. In a
slightly non-classical sense, annotation can be considered a broader term that can include image captioning,
hence the task that the AI performs is referred to as image annotation in the document.

Figure 2.1: Example of image annotations [2]

This process of transcribing visual content into a linguistic expression is commonly referred to in research
as semantic analysis of images [2]. Early vision computing systems (ML models for image processing) faced
the issue of the Semantic Gap. Semantic gap refers to the difference between low-level features (e.g. colours,
shapes) that computers can automatically extract from data, such as images or audio, and the high-level
concepts (e.g. facial expressions, scene understanding) or meanings that humans perceive in the same data
[39].

To address the semantic gap, early research incorporated knowledge structures such as taxonomies, on-
tologies, and thesauri. These are forms of representing the concepts within a domain/topic in an organised
structured manner. Using these as a guide for the annotations, helped break down the complex content of

6
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annotations into more manageable components that computer vision models could effectively map.

• Taxonomy: A structured hierarchy used to classify objects or concepts, typically showing ”Is-A”
relationships, like a subtype/super-type connection (e.g., ”car” is a type of ”vehicle”).

• Thesaurus: An expanded version of a taxonomy that not only shows hierarchical relationships but
also connects synonyms, explains word usage, and includes related terms within the same domain.

• Ontology: A representation of concepts, their properties, and the diverse relationships between them,
allowing for more complex connections than those in a thesaurus.

Figure 2.2 developed by Tousch et al. [3] shows a sample representation of a knowledge structure incorpo-
rating different types of relationships predominantly used for object recognition applications.

Figure 2.2: Example of a knowledge structure with relations between concepts usually met in object
recognition. Image by Tousch et al. [3]

One example of such work is presented in a study by [4], where the authors train a model to automatically
annotate parts of images using a defined hierarchical ontology specific to the domain of chest radiography.
This ontology includes categories corresponding to the various anatomical parts that might appear in the
images, allowing for precise and domain-specific image annotations (see Figure 2.3).

Figure 2.3: An image from the work by Smailis and Iakovidis [4] showing the use of a hierarchy of
anatomical parts to label segments of an x-ray.

This semantic gap has largely been bridged by the advent of gen AI models with vision capabilities. The
combination of enhanced natural language processing and contextual understanding of image data, VLMs are
capable of generating more nuanced and contextually relevant annotations, thereby reducing the earlier need
for knowledge structures breaking down the high-level concepts to low-level machine understandable concepts.

However, even with gen AI, the necessity to define ”what the annotations must contain” persists for
domain-specific image annotations. Recent AIA studies using advanced ML models address this challenge
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Figure 2.4: Image from visual question an-
swering study by Wang et al. [5]

Figure 2.5: Image from study by Mani-
parambil et al. [6] showing a
prompt used to identify all ’use-
ful’ attributes of an image

by employing visual question answering, which focuses on extracting and describing specific attributes of an
image. Wang et al. [5] used questions about specific attributes of information found in the ground truth (GT)
dataset to generate descriptions for the specific attribute. Maniparambil et al. [6] and Zhu et al. [40] use an
LLM to automatically define these questions to generate a comprehensive image caption.

Figure 2.6:
answering using an LLM

It is evident the above image annotation studies focused on extracting information related to specific
aspects of an image is more effective than directly instructing an AI model to generate annotations. However
these aspects, in these studies, are not verified to ensure that they comprehensively cover all aspects of the
image which is required for the objective of this study. Picking a generic list of interior design concepts will
not be sufficient to ensure a complete interior design analysis of the image. This is a gap that this seeks to
address by developing an approach that could be used to define a set of interior design concepts that could
be used to get a sufficient understanding of the interiors of a room image, hence developing an approach to
define a CF for domain-specific annotations.

Image from work by Ghosh and Anupam [7] on auto-captioning with visual question
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Recalling the structured knowledge used in early AIA efforts, a taxonomy of interior design would encom-
pass all key aspects of the field, hierarchically categorized to collectively represent the domain. One approach
to identifying these key aspects for the CF could be from an interior design taxonomy. However, at present,
there is no established classification system for interior design concepts. The manual generation of such a tax-
onomy is highly iterative and labor-intensive as it would require extensive expert input and repeated revisions
to accurately categorize and refine a comprehensive set of concepts and relationships. Here, an opportunity
to develop such a taxonomy using an LLM was identified.

2.1.1 LLM-Driven Knowledge Engineering:

In the field of structured knowledge generation, the use of LLMs have been largely studied specifically for
knowledge graphs construction [41, 42, 43, 44]. Knowledge graphs are large-scale graph-structured repre-
sentations of information using named entities (nodes) and relationships (edges) and are extensively used in
computing systems as structured knowledge is easily machine-readable. The studies that automated knowledge
graph construction demonstrate the capability of LLMs to semantically comprehend named entities within a
corpus of unstructured text and extract them along with their relationships more meaningfully compared to
traditional algorithms.

A taxonomy can be regarded as a specialized type of knowledge graph, with entities (concepts) organized
in a hierarchical super-class/sub-class structure.

Particularly for taxonomy generation, Shah et al. [45] employed an LLM to construct taxonomies of user
intentions from log data comprising user requests expressed in natural language.

It was noted that these studies primarily relied on unstructured data to identify concepts and relationships,
without much leveraging the pre-trained domain knowledge of the models.

The objective of this thesis was to develop a taxonomy of interior design in order to extract key concepts of
interior design for the CF, specifically tailored for room analysis, rather than directly structuring unstructured
documents. Here, GPT-4 was used to generate an interior design taxonomy, with unstructured documents
serving as reference data rather than the primary source for structuring.

Another motivation for this approach to generating a CF for the annotations was that it provided an
opportunity to investigate the potential of LLMs for taxonomy construction, thereby contributing to the
understanding of their capabilities in the field of knowledge engineering and automation research.

2.2 VLMs for Interior Design
Perhaps, due to interior design being a domain about aesthetics and visual appeal, much of the research works
in this area have been focused on image generation and rendering with generative capabilities [46, 47, 48, 49].
A high concentration of studies on image or visual media generation related solutions highlights a lack in
innovative explorations of the plethora of generative AI capabilities in interior design. Yanhua [50] in their
article state that there remains a gap in comprehensive understanding of how these technologies can be
effectively integrated into design practices. To this end they put together an analysis of various applications
of AI in interior design within current research. These include generating alternative design solutions, making
sustainable design recommendations, and synthesizing large datasets to understand user preferences. This
analysis indicates that automatic analysis of images for interior design insights is an untapped application of
AI in this domain, which is the focus of this study.

The study by Hou et al. [51], however, is a good example of looking at the use of generative AI in interior
design from a different lens. They utilised an LLM to effectively translate user textual inputs into interior
color design prompts which were then used as instructions to image rendering system.

This thesis research is yet another innovative application of LLMs and VLMs within the domain of interior
design, aiming to derive domain-specific insights by leveraging their image analysis capabilities.

There have been several studies that show proficient image analysis capabilities of VLMS [40, 52, 7, 53],
showing promise for its application for interior design analysis task.



10 Chapter 2. Related Work

Although several studies explore the knowledge of pre-trained LLMs and VLMs in various domains such
as law [54, 14] and medicine [55, 56], but there is none for interior design. This gap also points to the lack
of datasets within the domain against which the model results can be evaluated, making this research heavily
reliant on evaluations by domain experts. By generating interior design insights and having them evaluated,
this thesis research takes a step towards understanding the interior design expertise and capabilities of these
models, specifically GPT-4, which is the suite of models used in this study.

2.3 AI Output Evaluation
Image annotation tasks have traditionally relied on established datasets of input-output pairs for evaluation
purposes. These evaluations typically employ quantitative metrics such as precision, recall, F1-score, etc., to
assess the performance of annotation systems against the ground truth dataset [2].

However, in the domain of interior design, there is a notable absence of a validated dataset of image-
annotation pairs to enable such large scale quantitative evaluation. Thus, in order to gauge the AI’s image
analysis potential, expert-evaluations were the only way.

Sometimes, human-evaluations are used to complement the evaluations with ground truth datasets. The
criteria used differ based on the specific use-case and type of output. For example:

• Tariq et al. [57] developed a domain-specific LLM specialised in prostrate cancer and evaluated its
performance for question answering using a user evaluation on the criteria - correctness according to
clinical guidelines, completeness of the response covering all aspects of the ground truth answer and
relevance of the response to the question.

• Otani et al. [58] in their review about human evaluation for ’text-to-image’ mention that overall quality,
correctness of object location, consistency across multiple image generation are popular criteria.

• Wu et al. [59] in their work about image annotation ’like humans’ specifically studied the annotations
for distinctiveness and relevance.

• Karpinska et al. [60] survey multiple open ended text generation studies and put together the most
commonly used criteria for this task - fluency, gramaticality, overall ”quality”, relevance, coherance and
likeability.

Given the lack of studies specifically focused on domain-specific image annotation tasks like the one
undertaken in this research, the evaluation criteria were developed by drawing inspiration from the criteria
used in related studies. Correctness to evaluate how well the annotations matched the precise details of the
room image and completeness to ensure that the annotations are not missing any necessary details, were
deemed most relevant to the use-case of this research. The criteria of evaluation was therefore defined by
building upon these.

While the other criteria are valuable in different contexts, they seemed too nuanced or irrelevant for the
scope of this study among other reasons such as criteria like overall quality and relevance carry high risk of
ambiguity for the interior-design domain.

2.4 Prompting Strategies
Several works have explored and collated techniques for good prompts. Brown et al. [61] demonstrated various
approaches for in-context learning of an LLM. These include Few-shot prompting, where model is given two
or more demonstrations of the task as part of the prompt; One-shot prompting, where the model is given
only one demonstration of the task and output in the prompt and zero shot prompting , where the model is
prompted with no demonstrations of the task or output.

While such works highlight the efficacy of example-based prompts, the niche downstream tasks in this
current study would have demanded meticulous preparation of such examples. Moreover, the domain-specific
nature of the tasks made it resource-intensive to define appropriate examples. Hence, zero-shot prompting was
predominantly employed in this study.



2.4. Prompting Strategies 11

Outside of the work by Brown et al. [61], Wei et al. [62] illustrate how generating a chain of thought, a
series of intermediate reasoning steps, can enhance an LLM’s reasoning abilities. They introduce the concept
of chain-of-thought prompting, where the LLM is instructed on ‘how to think’, enabling the model to reason
its way to a desired result. Furthermore, Zhou et al. [63] explored least-to-most prompting a strategy to
break down complex problems into simpler sub problems. Lampinen et al. [64] showcase that explanations in
prompts enhanced the LLM’s learning capabilities on complex tasks.

These prompting strategies informed the emphasis on breaking down instructions into simpler steps across
various stages of this research.

Moreover, Bsharat et al. [8] designed 26 guiding principles for better prompts which were referred for
defining the prompts throughout this study. See Figure 2.7.

Figure 2.7: Guiding principles for prompt design by Bsharat et al. [8]
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These previous literature informed this study’s emphasis on breaking down instructions into simpler steps
across various stages of this research. Among the different ways in which the output of a generative AI model
be manipulated, prompting is highly resources and time efficient yet effective [65, 66],given the right prompting
strategies, in the above-mentioned literature. This research thus explored the potential of generating interior
design annotations of images using an LLM and a VLM by manipulating the model output via prompts.

2.5 Humans in the Loop
HITL refers to the strategic incorporation of manual human intervention at various stages of an artificial
intelligence development process [23, 67]. As generative AI tools producing human-like outputs proliferate,
the importance of implementing relevant HITL strategies becomes increasingly critical to ensure these tools do
not steer away from human values and needs. This approach reflects a commitment to the principles of Human-
Centered AI, which emphasize the need for human oversight, ethical considerations, and the complementary
strengths of human and artificial intelligence [26, 68].

An HITL approach in the era of generative AI is crucial for many reasons including Quality Assurance
and Error Correction, ethical supervision, contextual understanding of the use-case, continuous improvement
[69, 70]. In this study, which focuses on AI performing niche expert-level tasks, the HITL approach is primarily
utilized to ensure that AI outputs reflect human expertise. This has been done via a set of interviews,
workshops and consultation sessions throughout the thesis study. By keeping humans involved in the AI
development process, researchers can ensure that human expertise and intuition continue to play a vital role,
preventing over-reliance on AI and maintaining a balance between artificial and human intelligence. [69, 70]

A survey by Wang et al. [71] examines various ways HITL methods have been employed in recent research in
natural language processing (NLP) tasks. The methods generally involve gathering feedback from stakeholders
on raw training data for machine learning, on intermediate outputs for iterative improvement, or on the final
outputs of ML models. Since some form of an interface is generally required for collecting feedback for AI
generated data, the authors emphasize the importance of human-computer interaction (HCI) principles in
designing user-friendly feedback interfaces, as these impact the quality of collected feedback and, hence, the
performance of downstream tasks. Notably, their survey observes a tendency in research to favor numerical or
quantitative feedback over natural language feedback. While numerical feedback is easier to incorporate into AI
systems, it often provides limited information compared to natural language feedback. Therefore, the authors
recommend future research to adopt a combination of quantitative and qualitative feedback mechanisms,
particularly for complex feedback scenarios. This recommendation has been adopted in this study.

Amershi et al. [72] conducted a comprehensive survey on user feedback loops in interactive machine learning
through rapid, focused and incremental evaluations of model outputs allowing users to interactively examine
the impact of their actions and adapt their subsequent inputs to obtain desired outputs. By synthesizing
these interactive machine learning studies, they highlight some key learning about HITL that informed the
expert-evaluation design of this work:

• The feedback systems must account for human factors like frustrations and interruptibility as they have
the potential to bias the feedback provider.

• People generally tend to want to provide more unstructured feedback than just data labels.

• People tend to give richer feedback if they have an understanding of the workings of the system they
are evaluating. They highlight that users are not always satisfied by “black box” learning systems-
sometimes they want to provide nuanced feedback to steer the system.

This research is heavily focused on utilsing the capabilities of LLMs and VLMs through Prompts. There
is, however, little to no existing literature on having humans-in-the-loop within the development stages of a
generative AI system, specifically in prompt design. Zamfirescu-Pereira et al. [73] highlight the challenges
in having non-experts, in this case people who do not work with LLMs, directly design the prompts. They
highlight that the non-experts were generally unsure of what modifications they could make to prompt tem-
plates, that they expected human behaviour in the outputs, and that they exclusively chose polite language for
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prompting. It is clear that gen-AI prompting, although a task in natural language is not an evolved skill-set
among general population.

As a way to tackle this and to fill this gap in the literature, this study takes a more collaborative approach
with interviews and workshops to translate expertise into effective prompts. This study therefore is one of
the firsts to incorporate expert collaboration in the prompt design stages without requiring their expertise in
prompt engineering.

Chapter Summary
In this chapter the key gaps in research that this work addresses, has been elaborated. Notably, there
is no established method or framework for obtaining standardised, consistent annotations from VLMs,
which is tackled in this thesis by creating a conceptual framework(CF) for the annotations. By using
an LLM to generate a taxonomy of interior design and derive the CF, this study also discovers to
what extent an LLM could be used for such a knowledge engineering task. It was also identified that
such an image-to-text application of gen AI employed in this work, is under-researched within the
domain of interior design. The thesis also draws insights from related works on AI evaluation and
prompt engineering. Furthermore, there is limited research on human-in-the-loop considerations for
intermediate phases of AI development like prompt-design, which this research work seeks to address.



Chapter 3

Method Design

Informed by the sub-research questions, a methodology to apply LLMs and VLMs to generate interior design
image annotations was designed. A three-stage process with further steps within was defined. This section
maps out the methodology which is proposed as an answer to the overarching research question RQ 1.

Figure 3.1: Methodology showing the three stages and steps within

14
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3.1 Stage A - Defining a conceptual framework for the annota-
tions:

3.1.1 Why is a CF needed for the annotations?

• To capture all necessary information: Defining a framework for what the annotations must contain
will ensure that all relevant aspects of the target domain get addressed in the annotations. In the case of
the interior design domain, it would help guide the AI in generating annotations that cover all elements
of the room, thereby leading to richer and more useful annotations.

• To steer the inductive bias: AI models have inductive biases. These are inherent assumptions and
tendencies that an AI model uses to make generalizations and make predictions of the output [74, 75].
In this context, this means that without specific guidance, the AI might generate generic descriptions
that align with its training on diverse datasets. For example, a simple prompt was passed to a VLM1 to
generate interior design insights for two different images of rooms, as shown in Figure 3.2. However, the
aspects the AI focused on for each image were different, highlighting challenges in achieving reliability
and consistency in the annotations.

Figure 3.2: Output of a VLM for two room images using the same prompt. The aspects focused
on Room Image 1 is different from those of Room Image 2. (See Appendix A.1 for full
outputs)

By defining the key concepts of the required information, the AI’s inductive bias could be steered
towards focusing on the specific aspects of interior design that are most relevant to the task at hand
and to IKEA’s business need. This ensures that the generated annotations are consistent and rich in
domain-specific details, capturing the full scope of interior design insights.

1The VLM used for this mini experiment was GPT-4.



16 Chapter 3. Method Design

3.1.2 Key steps within this stage:

Extracting Interior Design Taxonomy using an LLM:

A taxonomy is a hierarchical structure that organizes all the concepts within a domain [76, 77]. It can be
seen as a blueprint of the domain. As mentioned in Section 2.1, a taxonomy of interior design could be useful
to identify a key set of interior design aspects that could form the conceptual framework for the annotations.
Due to the absence of an established interior design taxonomy, the ability of LLMs to generate structured
knowledge could be utilised to generate such a taxonomy. This step involved using GPT-4 to extract all
key aspects of interior design through a taxonomy. In order to enhance the domain knowledge of the LLM
unstructured interior design knowledge sources were also considered to be used as reference data along with
the prompts2. This step required collaboration with taxonomy experts to improve instructions to the VLM
and assess the results.

Defining the CF with interior design experts:

Another source of domain information is the expertise of professionals i.e., interior designers. Conducting tasks
that involve designers brainstorming and discussing key concepts of interior design or having them analyze
interiors of a room are effective methods for deriving implicit concepts. These activities allowed experts to
articulate their thought processes and reveal the key elements they consider important, which can then be
integrated into the annotations’ CF.

Consolidation and Validation:

Since two sources of key interior design concepts were considered, the last step within this stage involved
consolidating the insights from the LLM and human experts to create a final CF for the annotations (The
final step in Stage A. See Figure 3.1). A validation of the resulting framework from the interior designers
would help ensure that it is accurate and complete.

3.1.3 Input & Output of the Stage:

The inputs to this stage were unstructured knowledge sources (e.g., IKEA documents, articles) and the re-
sults of the consultations with experts (both taxonomy experts and interior designers). These inputs provide
the raw material and expert insights necessary for defining the key elements of interior design information
the annotations must contain i.e., the CF. The output of this stage is the CF, a set of interior design con-
cepts/aspects, for the annotations that will help guide the VLM to generate standardized, consistent interior
design insights.

3.2 Stage B - Generating Annotations Using a VLM:

With the generated CF for the annotations, the next stage was to generate the annotations for images using
a VLM. This stage predominantly involves constructing the prompts for GPT-4V to generate interior design
insights from images, for which the following steps were defined. Upon successful implementation, these steps
helped answering the sub question SQ 1.2.

2Using proprietary IKEA documents for this purpose also had the potential advantage of the taxonomy terminology
following that used within IKEA, hence making the taxonomy more business-relevant.
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3.2.1 Key steps within this stage:

Constructing the initial prompts:

The first step was to construct the prompts that guide the VLM to generate annotations based on the
predefined set of interior design concepts/aspects (CF). Various prompting styles and techniques were explored
to optimize the design of the prompts. Techniques such as chain-of-thought prompting [62], where the AI is
guided step-by-step through its reasoning process, will be considered. Experimenting with different types of
prompts helped determine an effective method for the task.

Expert collaboration for prompt design:

The involvement of domain experts yet again were imperative for this phase. It must be considered that
although prompts to the VLM are instructions in natural language, it may not be ideal to have experts
directly design these prompts as they may not be fully acquainted with the technical aspects of the AI.
Instead, their expertise were leveraged to inform the prompt design through alternative methods. Conducting
workshops where experts analyze a space and provide their insights was one such approach. The information
gathered from these workshops then informed the design of the prompts (one of the inputs shown in Stage B
of Figure 3.1).

Generating Data Samples for evaluation :

With the defined prompts, the final step in this stage was to generate a sample set of image annotations that
could be evaluated by the experts. The number of images for generating interior design annotations depended
on the availability of domain experts for evaluation.

3.2.2 Input & Output of the Stage :
The input for this stage was the collected images and set of interior design concepts, the CF for the annotations.
The output was a small dataset of annotated images, each annotation containing detailed interior design
insights generated by the aVLM.

3.3 Stage C - Checking the Validity of the Annotations :
The stage tries to answer the sub-research question SQ 1.3 by defining a process to evaluate the annotations
generated with the help of domain-experts. Human evaluations were the main source of feedback regarding
the AI’s interior design analysis performance, due to the absence of a dataset for ground truth.

3.3.1 Key steps within this stage:

Defining the evaluation criteria:

Criteria for evaluation must be chosen according to the requirements for the domain-specific annotations and
defined clearly to ensure they can be understood by the domain experts who are not familiar with technical
terms.

Conducting the Validity Check:

The validity of the annotations is recommended to be checked both quantitatively and qualitatively [71] (see
stage C of Figure 3.1).

• Quantitative evaluation involved asking interior design experts to evaluate each annotation against a
set criteria.
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• Qualitative evaluation involved asking open-ended questions about the overall performance and results,
capturing the more qualitative opinions of the domain experts. This step was defined in an attemped to
gather deeper insights into their perceptions of the AI’s ability to perform comprehensive image analysis
of bedrooms.

Analysing the Results:

The results were later analyzed to derive an understanding of the performance of the VLM as domain-specific
image annotators and identify areas for improvement (final output of stage C shown in Figure 3.1). This
analysis also helped determine whether the method was successful in generating valid annotations, in turn
helping determine if the proposed process can be deemed as an answer to the research question.

3.3.2 Input & Output of the Stage :

Input to this stage was the set of images with corresponding interior design insights as annotations. Other
requirements for checking the validity of the annotations were the evaluation criteria and an interface, a feed-
back platform for effective quantitative evaluation.
The output of this stage were results of the evaluation, leading to an answer to the research question.

With the stages and steps laid out, this methodology was implemented This method is proposed as an an-
swer to the research question (see Section 1.2). This means that a successful implementation of this proposed
process would mean that this is indeed an effective method to generate domain-specific annotations using a
AI. The implementation and results of the process is explained in the following chapter.

The methodology was designed such that each stage directly addresses a sub-research question in the
same order that it has been presented in the Section 1.2. The auxiliary sub-research question regarding
the Humans-in-the-loop was addressed in every stage of the methodology through collaboration with
experts in the form of interviews, workshops, consultations.

Chapter Summary
This chapter elaborated on the methodology designed to systematically address the research question
of this study. The approach was structured into three stages:

1. Defining a conceptual framework for the annotations.

2. Generating the Annotations Using a VLM.

3. Checking the Validity of the Annotations.

Each stage was broken down into executable steps, detailing the respective inputs and outputs.
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Recap of Sub Research Questions
To help readers follow along better, this recurring section recalls the research questions asked and
explains if and how they have been answered so far.

SQ 1.1: How can a CF be derived for the annotations to ensure all necessary information
is included in them?
Not yet answered. The steps in stage A were defined to be a potential answer to the question.

SQ 1.2: How can prompts for a VLM be effectively designed to generate interior design
image annotations?
Not yet answered. The steps in stage B were defined to be a potential answer to the question.

SQ 1.3: How can the validity of the generated annotations be checked?
Not yet answered. The steps in stage C were defined to be a potential answer to the question.

Auxiliary SQ 1.1: How can a human-in-the-loop approach be effectively integrated
throughout the process?
Not yet answered. Opportunities for where HITL practices could be incorporated were identified
when designing the methodology.



Chapter 4

Realization

In the previous chapter, the design of the methodology has been explained. This chapter will elaborate how
each of those steps were implemented, documenting the decisions made along the way to the desired outputs
at each stage, and eventually leading to the answer of the research question.

4.1 Stage A : Defining The Conceptual Framework
Answering SQ 1.1

This section details the implementation of the first stage - the approach taken to generate a CF for the interior
design annotations. To recall, Figure 4.1 zooms in on the first stage from the overall methodology. This stage
elaborates the various ways in which the domain knowledge of interior design was captured from multiple
sources.

Figure 4.1: Snippet of Stage A from the Overall Methodology shown in Figure 3.1

4.1.1 Identifying key concepts of Interior Design Using LLM - An LLM-driven
Taxonomy Experiment

As discussed in Section 2.1.1, the potential of an LLM to generate a taxonomy for interior design could be
utilised for developing the CF. This potential led to a sub-exploration of LLM-driven taxonomy generation
using prompts and unstructured documents (to enhance its understanding of the domain). To recall, the
LLM used was GPT-4-1106-preview. This sub-exploration contributes an understanding of the possibility of
automating taxonomy generation process with GPT-4.

20
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Gathering Knowledge Sources:

Proprietary IKEA documents that were relevant to this domain and use-case were gathered 1. These were
chosen by gauging how comprehensively they covered the domain of interior design and if they contained
applicable information for the specific use-case of room interiors analysis. For example, it was considered if
the document held information regarding renovating a space, if it held information regarding understanding
the interiors of the space, etc.

Below is the list of documents that were used for this exploration :

Proprietary IKEA Documents:

1. Scrape of the content of over a 100 ’How-To’ articles from the IKEA US website.[78]. These
articles cover a wide-range of interior design topics like decorating tips, maximising small
spaces, storage solutions, Lighting design, eco-friendly design, etc.

2. A document detailing Home Furnishing and Interior Design Ideas used by the IKEA experts.
It details steps that interior interior designers could use to creatively design a space for
a client. It therefore contains descriptive information regarding various aspects of ID that
contribute to the aesthetics and functionality of the space. (This is an internal IKEA document)

The rationale for using these unstructured documents was that when directly input with the prompt, the
LLM would interpret their content as part of the instructions to follow, thereby equipping it with domain-
specific knowledge to produce more ”informed” outputs. Ideally, a comprehensive guide detailing expert
methods for space analysis would be optimal as a context for the LLM. However, in the absence of such
specialized resources, the use of less specific, unstructured data such as the documents mentioned above
provide a valid alternative. An informed assumption was made here that the pre-training of the GPT 4 model
with large amount of data and it’s contextual understanding capability would potentially compensate for gaps
in the provided unstructured information.

Prompting trials to test taxonomy generation ability of GPT-4:
Multiple trials of prompting were made to generate a taxonomy specifically for interior design room analysis

with the unstructured documents as reference data for the LLM.
Despite the availability of guidelines for prompt design, the process of developing an effective prompt

remains largely one of trial-and-error until the desired outcome is achieved.
Nonetheless, these prompt were in general informed by the best practices outlined by Bsharat et al. [8].
The following bullet points summarise the most distinct prompt trials:

1. Generating a taxonomy without providing any contextual documents. This was to compare and analyse
the impact of the unstructured knowledge sources in the output. See Figure 4.2 for an example of this
trial.

2. Attaching the proprietary IKEA documents in the prompt and instructing the LLM to extract the key
concepts that is relevant for room interiors into a taxonomy. (The large context window of GPT-4-
1106-preview enabled the documents to be directly attached with the prompt). See Figure 4.3 for an
example of this trial.

3. Instructing the LLM to first summarize the documents, then to generate a taxonomy with the summaries.
This approach was motivated by GPT-4’s strong text summarisation capabilities [79]. If the summaries

1For this study, proprietary IKEA documents were utilized with explicit permission from the company as part of
their ongoing AI research initiatives. While non-proprietary interior design resources, such as publicly available books
and articles, could potentially contribute to this task, their inclusion would have necessitated obtaining permissions from
the respective copyright holders. Furthermore, even documents in the public domain, open for anyone to use, might
present legal ambiguities. Therefore, to ensure ethical and legal compliance, this study only utilised the authorized
proprietary documents.
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proved sufficient to produce similar taxonomies, it could be utilised to significantly conserve the context
window and processing power, allowing for the inclusion of more information or documents within the
context. See Figure 4.4 for an example of this trial.

4. Chain-of-thought multi-stage prompt breaking down the task of taxonomy generation, designed with
insights from interviews with a taxonomy specialist (The process of developing this prompt has been
elaborated in the below section - Taxonomy-COT Prompt Design.

NOTE All prompts in this stage often included an instruction for the response to be given in JSON format2,
as it is a suitable representation format for hierarchical structures like a taxonomy.

The temperature parameter, which determines the randomness of the model’s output 3, was experimented
with and a range between 0.5 to 0.7 was found to provide an ideal balance of detail and relevance.

2JSON is a information-exchange format in which data is represented in key-value(s) pairs where a key is a labelled
group and the values are the potential pieces of data associated with that label. These values can be simple (like a
number or text) or more complex (like lists or other groups of data), allowing for a clear and flexible representation of
structured information.

3A low temperature value gives more consistent outputs, while a high value generates more diverse and creative
outputs. The temperature parameter value is given within the rande of 0.1 to 1.0. [80]
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Figure 4.2: Example Taxonomy generation
trial - without including the pro-
prietary IKEA documents

Figure 4.3: Example Taxonomy generation
trial - using the proprietary
IKEA documents as reference
data”



24 Chapter 4. Realization

Figure 4.4: Example Taxonomy generation
trial - using summaries of the
IKEA documents as reference
data

Figure 4.5: Example Taxonomy generation
trial - Chain-of-thought de-
signed using expert insights.
(Full prompt is given in Figure
4.7)



4.1. Stage A : Defining The Conceptual Framework Answering SQ 1.1 25

Taxonomy-COT Prompt Design
This section elaborates how the chain-of-thought prompt was created with the help of taxonomy expert.
Interviewing Taxonomy Expert:

An interview was conducted with a Knowledge Engineering specialist within IKEA, who manually
builds knowledge structures like taxonomy, ontology, knowledge graph, etc. The interview broadly tried
to capture their taxonomy process with a few unstructured questions. The interview was preceded by
a detailed explanation of the goal of the research. A detailed information sheet (See Appendix B.1)
was handed to them and verbal consent was received for their participation and the usage of their
responses anonymously.
The questions for this interview were designed with the aim to understand the process of creating
taxonomies in detail (See Appendix B.2 for interview guide). Key questions explored the role and
perspective of a taxonomist, and initial steps and criteria for understanding and categorizing concepts
within a domain. The interview also covered criteria and methods for validating taxonomies, and the
importance of collaboration with domain experts and stakeholders.

Developing a ’chain-of-thought’ for taxonomy building:
Unlike traditional analysis methods, this interview was analysed with a targeted approach focused

on extracting actionable insights specifically relevant to taxonomy generation. The primary objective
was to identify instructions, guidance, or steps that could be directly translated into effective prompt
design for AI-driven taxonomy creation. Hence, a targeted analysis was performed on the interview by
first semantically coding it (see Appendix B.3 for the codes), similar to traditional qualitative analysis
methods and then inferring them with added focus on the semantic codes that reflected instructions
or guidelines for taxonomy generation.
The following comprises key insights from the interview:

• A taxonomist is a ”pedantic” person who tries to model a domain.

• Generic steps to develop a taxonomy:

1. Map out the domain with edge-cases.

2. Identify all ”things” (concepts) within the domain.

3. Establish a logic for categorisation and sub-classification.

4. Categorise and sub-classify based on the logic.

5. Critically analyse and revise for coverage and mutual exclusivity.

• The key criteria for a good taxonomy is ”necessary and sufficient” i.e., there are no overlaps
among the concepts at the same time the mapped concepts sufficiently cover the domain for the
use-case.

• Involve stakeholders ”as much as you can and then some”.

A set of steps for taxonomy generation emerged as an outcome of this targeted analysis. Figure 4.6
shows an overview of the steps identified.
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Figure 4.6: Steps for building a taxonomy derived from the interview with expert

Drafting a multi-stage prompt with chain-of-thought insights:
The steps identified and the terminology from the interviews informed the development of a chain-

of-thought prompt specifically designed to create a taxonomy for bedroom interior design analysis.
See Figure 4.7.The prompt was structured in a multi-stage format. First, the LLM was instructed to
recollect relevant knowledge, enriched by the unstructured IKEA documents, and compile a knowledge
pool to facilitate easier concept extraction. Next, the AI was asked to explain how it would apply the
defined steps of taxonomy building. This step aimed to gather comprehensive information that the
AI could then use to construct and finalize the taxonomy tailored to this specific use case. The final
stage used this information to present a finished taxonomy.
This prompt was implemented to derive a taxonomy for bedroom interior analysis with GPT-4. A
sample output has been shown in Figure 4.5.
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Figure 4.7: Multi-stage, Chain-of-thought prompt designed using insights given by taxonomy
expert. The words/phrases highlighted in bold text were directly taken from the
interview i.e., expert terminology.
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Consultation & Analysis of resulting Taxonomies :

As a HITL practice, the most distinct taxonomies from the prompt trials were collected and analysed in
collaboration with a taxonomy expert within IKEA, who qualitatively assessed the validity of the outputs as
a sufficient interior design taxonomy. The following are some observations:

• Change in the level of detail of input knowledge did not significantly enhance the taxonomy’s detail.
For example, taxonomies generated from summaries of the documents were similar to those produced
from the entire document set. A plausible explanation for this could be that the source documents did
not contain sufficiently granular information to warrant a more detailed taxonomy.

• The impact of the unstructured documents was more prominent with the COT prompt trial. Unlike other
trials, the outputs generated with COT frequently omitted ’Furniture,’ a key super-category for this
use case, according to the taxonomy experts. Instead, it prioritized categories such as ’Mattresses’ and
’Bedframes’ at the top level, which are more appropriately considered sub-categories. This observation
could be linked to the fact that IKEA’s How-To articles [78] (one of the unstructured document used) had
many product suggestions related to mattresses and bedrooms. While this suggests that GPT-4 used the
unstructured document more with the COT prompt, it highlights that the unstructured documents do
not sufficiently align with the type of content ideally that significantly enhance the pre-trained domain
knowledge of the model to develop an interior design taxonomy.

• Expert’s observations about the categorisation and organisation of concepts:

– Overlapping concepts diminishing mutual exclusivity. Example: Subcategories of Decor are often
similar to those of Personalisation.

– Inconsistent/incorrect categorisation logic. Examples: Style sometimes appears as a super cate-
gory and sometimes as sub-category; Concepts like Color-choices,Decor, and Accessories would be
categorised under Personalisation.

– Ambiguity in categorisation and sample values. Example: Color Scheme having Furniture and
Textiles as sub-categories.

– Poor nomenclature. Example : ‘CompactLivingSolutions’, Decor and Accessories,Personal Taste,
‘MaterialandFinishes’, etc.

Overall, the general opinion of the taxonomy expert towards the LLM’s outputs was that although it seems
to identify various important aspects of interior design, it lacks in efficient categorisation and organisation of
the taxonomy.

These trials give us an understanding of the AI’s capability to generate a taxonomy for interior design in
one go with prompting (Discussed further in the reflections section below).

Although this step of the stage was to efficiently define a conceptual framework for the annotations
leveraging the LLM’s capability to process unstructured corpus of text, it was pursued with a focus on
taxonomy generation. This was due to the potential of such an experiment(if successful) to significantly
enhance knowledge engineering processes beyond the domain of interior design. LLM-driven taxonomy
generation is an untapped field of research to which this sub-exploration contributes the following key
insights:
- GPT-4 is able to identify key concepts of interior design but falls short in organising them to form a
gap-free non-overlapping taxonomy. This opens up an opportunity for future research for an iterative
expert-supervised taxonomy generation process with the LLM identifying key concepts from large
corpus of texts and the experts tweaking the organisation of these concepts. This also highlights the
inherent iterative nature of taxonomy building.
- Future iterations should also consider using more detailed and contextually relevant unstructured
documents to see if they contribute more effectively to the taxonomy generation process.
This exploration was not pursued further because the CF for the use-case of this study only required
a list of key aspects that sufficiently encompasses interior design information of a bedroom. The LLM
was in fact able to identify several key aspects for the CF.
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Creating a list of key concepts from the results of the LLM :

Nonetheless, the concepts of interior design analyzed through these trials were valuable in identifying the
essential aspects of interior design. From the taxonomies generated by the LLM, the most prevalent and
distinct top-level categories of interior design were selected. These categories formed the the key topics that
needed to be addressed in the annotations.

These key aspects were compiled into a list (See Figure 4.8). Even though the examples provided by the
LLM in the taxonomies clarified what exactly these categories were, to further avoid ambiguity, the LLM was
asked to define these categories.

This list formed the conceptual framework for the annotations, to ensure that the model consistently
considered the necessary aspects of interior design.

However, it was crucial to validate this list with domain experts. This validation was conducted through
two methods: 1. A workshop where domain experts analyzed a room, and the implicit categories they used
were extracted and compared with the above list from the LLM; 2. By direct consultation with experts to
validate if the list sufficiently covered all the key aspects given the use-case.

It must be noted that deciding on a list of key aspects as the conceptual framework for the annotations,
i.e., the information the annotations must comprise of , was a strategic decision based on what is
necessary for the use-case within IKEA. A list of aspects (a one-level taxonomy) was a more streamlined
and less convoluted way to collect the data which would be flexible for multiple use-cases within
IKEA, some of which might require simple or minimal annotations (for example, creating simple
image metadata). Moreover, a larger taxonomy would have required more time and effort from a
limited number of experts.
Hence defining the CF for an AI’s image annotation task is therefore use-case specific. Multiple factors
such as the processing method of these insights, their applicability, and the cost of maintenance must
be considered while defining the framework for the annotations.

4.1.2 Deriving key concepts from the minds of human experts :

Workshop with Interior Designers:

In addition to textual knowledge sources, the expertise and insights of interior design professionals are other
sources for understanding the domain of interior design. Instead of directly asking the experts to jot down a
set of interior design concepts, a more effective approach was to have them perform the same task as the AI
i.e., analyzing the interiors of spaces using images of rooms. This method was deemed to provide rich insights
for both defining the necessary CF for the annotations as well as informing the prompt design for the VLM
in the next stage (which will be elaborated upon in a later section).

To this end, a workshop was conducted with 5 interior design experts from IKEA. The experts were
presented with an image of a room and were asked to drop sticky notes of what they notice about the room as
an interior designer. Post this activity, a small discussion session was conducted where the experts elaborate
on their analysis points. This was useful to clear out any ambiguity in the sticky notes. The experts performed
this task for 3 different images of bedrooms. See Appendix D.1 for a snippet from the infinite canvas board
used in the workshop.

It must be noted that, similar to the interview with taxonomists, an information sheet was provided prior
to the workshop to introduce the research, their consent for participation was received, and permission for
recording the session was obtained.

Workshop Analysis for Key Interior Design Aspects

Since the goal of the workshop (for this stage) was to extract key aspects of interior design that the experts
implicitly analysed the interiors of a room image with, the workshop artifacts (Sticky notes containing insights
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Figure 4.8: List of Key Aspects of Interior Design Consolidated from the LLM Driven Taxonomies

about the room images) were synthesized to form common themes/categories. The following are the aspects
of interior design that emerged from the workshop analysis (Figure 4.9).

Here one can note that there is significant overlap in the set of aspects that was derived using the LLM
in the previous section. The aspects in red can also be found in the list obtained from the LLM. From these
lists we can already see a conceptual framework for the annotations forming. We can note that with both the
results of the LLM and that of the workshop, the annotations must contain information about a set of key
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Figure 4.9: List of Key Aspects of Interior Design Consolidated from the Workshop

aspects of interior design.

4.1.3 Consolidating the Lists and Consultation with experts :
To finalise the conceptual framework for the annotations, the results from the LLM taxonomy experiment
and the workshop were combined into one list of aspects of interior design. Figure... A follow-up consultation
session was conducted with the interior designers to ensure that the consolidated list covered all aspects of
interior design.

During this consultation the interior designers were informed of the exact task the AI would be performing
and they were presented with the set of key aspects of interior design insights gathered from both the LLM
processing IKEA proprietary documents and the workshop.

They were asked if these aspects encompass everything interior design about the room and if they would
add modify or remove any aspect.

Upon consultation, the following changes were made to the key aspects :

• Convenience - is a subjective aspect that cannot be understood by simply looking at the image. For
example, a layout that might look inconvenient to an expert might be convenient to the inhabitant of
the room. Hence, it was removed from the list.

• Ergonomics - is more relevant to the design of each article in the room and less to the overall interior
design of the room. Hence, it was removed from the list.

• Accessories - has a lot of overlap with Furniture and Personalisation. Everything that falls under
Accessories fall under these two aspects as well. Hence, to avoid redundancy, this aspect was removed.

• It can be hard to distinctly categorise articles in a room into either materials or textiles, for example,
flooring and wall-papers can be either materials or textiles. It was identified that materials as an aspect
can encompass both hard textures as well as cloth textures in a space. hence Materials and Textiles
were combined into on single aspect - Materials and the definition was modified accordingly.

• Sound management was an aspect that did not appear in the workshop but was in the taxonomies
produced by GPT-4. Hence, the experts were specifically consulted regarding this category to know its
relevance and they agreed that this would be an important aspect to analyse the interiors of a room for.
Hence, the aspect of sound management.

Upon applying the above modifications to the consolidated list, a final list of 10 key aspects was obtained
that would be form the conceptual framework that the VLM will follow to generate the annotations. Figure
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4.10 shows the final set of aspects along with definitions and example. This was then used as a guide to
generate the domain-specific annotations of room images using a VLM which is elaborated in the next section.

Figure 4.10: The final set of aspects that form the conceptual framework for the image annotations
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Stage A Summary
This section explains how the conceptual framework for the annotations was defined, forming the first
stage of the methodology. Initially, an LLM (GPT-4) was leveraged through prompt engineering to
derive a key set of interior design concepts. Unstructured proprietary documents were fed to the LLM
to potentially enhance its pre-trained domain knowledge of the LLM. This was conducted as a sub-
exploration to tap into LLM-driven taxonomy generation. The findings from this exploration were
discussed, and the most recurring concepts were compiled to form the conceptual framework for the
annotations. This conceptual framework essentially comprised a list of interior design aspects.
These aspects were then validated with domain experts through two methods: First, by analyzing a
workshop where domain experts examined a room, and then, through direct consultation with experts
to ensure the list sufficiently covered all key aspects of interior design for the given use-case of image
analysis. Following the consultation, a list of 10 interior design aspects was finalized to generate
standardized image annotations in the next stage. The list also included definitions and examples
generated by the LLM to avoid ambiguity.

Recap of the Sub-Research Questions
SQ 1.1: How can a CF be derived for the annotations to ensure all necessary information

is included in them?
By first gathering key interior design aspects from LLM generated taxonomies for the domain.
Although the taxonomies fell short in organisation and mutual-exclusivity the concepts identified
can be useful in forming a foundation set of key aspects for the CF. These concepts can then
be validated by synthesizing an image analysis workshop with interior design experts, followed
by a direct consultation with them. This way a CF containing 10 key aspects of interior design
was defined.

SQ 1.2: How can prompts for a VLM be effectively designed to generate interior design
image annotations?
The CF has been obtained which is the input for next Stage. The upcoming section (Stage B)
explores how this question was addressed.

SQ 1.3: How can the validity of the generated annotations be checked?
Not yet addressed.

Auxiliary SQ 1.1: How can a human-in-the-loop approach be effectively integrated
throughout the process?
The prompt design and conceptual framework was closely informed by domain expertise through
multiple touch points in the form of interviews, workshop and consultations.
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4.2 Stage B - Generating Annotations with VLM
Answering SQ 1.2

Figure 4.11: Snippet of Stage B from the Overall Methodology shown in Figure 3.1

With the CF, the interior design aspects that the annotations must contain insights about were defined.
GPT-4V, specifically GPT-4 Vision Preview, was then used to generate interior design insights for room
images thereby generating image annotations. To recall, Figure 4.11 shows the snippet of this stage B from
the Overall methodology design chart shown in Figure 3.1 This section will elaborate how this stage was
implemented.

4.2.1 Gathering Images for Annotation Generation:

A subset of approximately 80 images were taken (random selection) from the LSUN-Bedrooms Images dataset
[1]. This is a publicly available dataset that comprises images of bedrooms of real people. Out of the subset,
20 images were for the prompt design phase, for testing through trial-and-error and 60 images for creating a
sample set of image-annotation pairs for validation with domain experts)

4.2.2 Initial Prompt Attempts :

Multiple initial attempts with different prompting strategies were made to instruct the VLM to generate
interior design annotations for the set of 10 key ID aspects. For example, an image of a room and the list
of aspects along with definitions and example values 4 was passed to the AI, instructing it to fill the list
with corresponding interior design insights (refer to the Figure 4.12). In another attempt, the definitions
were converted into questions such that the answer is interior design insights for the specific aspect (refer to
the Figure 4.13). In this attempt with questioning, the response of the VLM was descriptive despite adding
examples of the values. Perhaps because the prompt did not specifically mention to follow the format of the
examples. Hence, another prompt was used as a second stage to convert the descriptive answer into set of
terms that capture the key insights (shown in Figure 4.13 ).

Moreover multiple minor tweaks were made to the prompts by following tips from the guidelines given by
Bsharat et al. [8] to see if they make the responses more detailed, articulated. Overall it was observed that
there were no obvious differences between the results generated with these prompting trials. This is probably
because the task the AI was performing was ultimately the same, i.e., to generate key insights for the room
in short phrases. The insights generated were mostly 2-3 single terms for each aspect. Even if the AI took
different paths to get to the output for different prompting styles, it was not reflected in the results as can be
seen by comparing the results shown in the two Figures 4.12 and 4.13).

An attempt was also made to use the documents used in the previous stage (Refer Section 4.1 for details
of the documents) as contextual knowledge for the VLM. However, the results were not significantly different
from the other attempts. This lack of enhancement could have been due to the documents not containing
much details about the variety of objects and aesthetics that could be found in different rooms. Hence, perhaps
there was little for the model to use from these documents.

4These were the definitions and example values generated by the LLM in the previous stage



4.2. Stage B - Generating Annotations with VLM Answering SQ 1.2 35

Figure 4.12: An initial attempt to prompt the VLM by directly instructing it to generate insights
for all the interior design aspects defined. (Full prompts and outputs can be found in
Appendix C.1.1)

4.2.3 Multi-Stage Prompt:
In another attempt, a two-stage prompt approach was developed and tested. This was inspired by the initial
question-answering style prompts, where the VLM provided descriptive analysis on different aspects before
condensing them into key points.

First Stage:

In the first stage, GPT-4V was asked to describe the image based on specific interior design aspects from
the conceptual framework. Each time the prompt focused on only 2-3 aspects to ensure the VLM could
provide a more detailed analysis. Although GPT-4 Vision Preview has a response token limit of 4096 tokens
[24] (approximately 3500 words), it typically generated only around 800 to 1000 words in the other initial
attempts. Hence limiting the number of aspects per prompt allowed the VLM to allocate more response
tokens to each aspect, leading to more thorough and specific descriptions. Figure 4.14 shows two examples
from this attempt.
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Figure 4.13: An initial attempt to prompt the VLM by forming questions for all the interior design
aspects defined. (Full prompts and outputs can be found in Appendix C.1.2)

Second Stage:

In the second stage these descriptions were instructed to be converted into key insights in the form of short
phrases (See Stage 2 in Figure 4.14 ). Additionally, to push the AI for more detailed insights, a string (word)
count was specified, instructing the VLM to generate lists of 1-5 word strings for each aspect.

One might wonder if these descriptions from the first stage could be directly as insights. Descriptive,
verbose insights for 10 different aspects of interior design would mean a bulky text accompanying the
bedroom image, which would make it less efficient in for further processing. Condensing the information
into ”bullet-points-like” insights would make the annotations more applicable for diverse use-cases and
also facilitate easier evaluation of results. Moreover, the LLM itself in the previous stage demonstrated
this preference by providing single terms and phrases as example values for the aspects.

This two-stage prompting approach was tested on 10 images, with aspects decomposed into groups of 2 or
3. Figure 4.14 shows two instances of the results of these two stages. The model performed well in capturing
the room’s aesthetics descriptively. Even with manual reviews by the researcher, who is not a domain expert,
it was evident that the descriptive analyses were clear and comprehensive. In the second stage, although
still in short phrases and rarely reaching the 5-word maximum, the insights were notably more descriptive
and detailed compared to previous attempts. For example, the insight ”bright cheerful color choices” for
Personalisation (can be seen in Example 1 of Figure 4.14). This improvement could be attributed to both the
decomposition of the task into fewer aspects and the more detailed analysis in the initial stage enhancing the
AI’s chain-of-thought.

This 2-stage prompting approach gave the best outputs, in the sense of details and comprehensiveness,
among all attempts. However, there were still some ambiguous insights, such as ”minimal approach” in color.
To further improve and define the final prompts to generate the synthetic annotations with, the next step
involved incorporating domain expertise to enhance the prompts and address edge cases.
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Figure 4.14: Two examples from the multi-stage prompting attempts

4.2.4 Insights for prompts design from workshop with the interior designers:

The workshop, in which interior designers analyzed and described images of rooms, proved useful in developing
the conceptual framework for the annotations, as described in previous section (Subsection 4.1.2. This exercise
directly aligns with the task that the AI had to perform, i.e., generating interior design insights by analysing
an input image of a room. The significant overlap between the aspects generated by the LLM and those from
the workshop indicated that the workshop contained valuable information about how designers analyze images
based on these aspects. Therefore, the workshop was analyzed to extract guidelines that could inform the
2-stage prompts. A content analysis5 [81] was performed on the workshop data.

The insights generated by the experts were grouped based on the aspects in the CF. These groups were
then reviewed to infer guidelines the designers used when analyzing the images. Inferential summaries were
generated for every group, which could serve as a basis to enhance the prompts for the respective aspects. This

5Content analysis is a research technique for making systematic, credible, valid, and replicable inferences from texts
or other media [81]. There is not a specific set of steps for this technique, but most involve coding pieces of data to
facilitate categorization, then grouping them and making inferences by finding patterns in these groups.
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method ensured that the prompts incorporated expert-level insights and analysis patterns used by professional
interior designer experts. The inferential summaries for the groups of Storage and Colour are shown in Figures
4.15 and 4.16

Figure 4.15: The content analysis of the workshop with interior designers for the aspect - Storage

Figure 4.16: The content analysis of the workshop with interior designers for the aspect - Colour

From the inferential summaries, it was noted that experts rarely stated things as they were; instead,
they evaluated the room, focusing on how various aspects could be improved rather than merely noting their
existence. To replicate this evaluative approach of interior designers, prompts included instructions about
assessing the space for the aspects and providing improvement suggestions. However, it was identified that
not all aspects require such improvement insights. For instance, providing improvements in architectural
elements is impractical given the scope of the domain.

Sound management was one aspect that the interior design experts did not directly address during the
workshop 6. Since there were no direct insights for this aspect, a cumulative understanding of the inferential
summary along with the definition helped in designing the prompt for Sound management. For example, it
was inferred that the interior designer predominantly looked with a critical perspective and often suggested
improvements. This insight coupled with the definition of the aspect helped develop a full prompt explaining
how the Soundaspect must be analysed.

6However, as discussed in the previous section, the experts agreed that it is an important aspect of interior design
during the final consultation, so it was included in the conceptual framework.
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4.2.5 Final Prompts design :
Using insights from the analysis of the workshop with interior designers, two-stage prompts were drafted
for each interior design aspect of the conceptual framework. Through multiple trials and errors, additional
conditions were incorporated into the prompts to minimize errors and improve reliability. The following are
the common conditions included in the final prompts:

• Stage 1 - Describing the image based on a specific aspect:

– The task of analysing the image for a specific interior design aspect was broken down using the
inferential summaries analysed from the workshop. This was helpful to enhance the chain of
thought of the VLM and provide specific topics to address in the description that would reflect the
way a human expert would perform the task.

– Most off-the-shelf VLMs are constrained to provide positive responses. Due to this initial insights
generated were as if the rooms needed no improvements, contrary to how human experts generated
these insights. To address this, phrases like ”Be critical whenever necessary” were added to the
prompt.

– To prevent the AI from generating information not present in the image (hallucinations), phrases
such as “Look at every part of the image” and “Do not make any inferences beyond what is incredibly
clear and obvious” were included.

– The VLM was assigned the role of “interior designer with expertise in <interior design aspect>”
to ensure efficient use of its pre-trained knowledge about the subject.

• Stage 2 - Extract key insights from the descriptions from stage 1:

– The VLM was instructed to summarize the description from Stage 1 and represent it in a given
format of phrases.

– In cases where the VLM encountered issues, it was instructed to provide an exception message:
“Error”.

These common conditions were applied to all prompts for each aspect. Each aspect was meticulously
tested and improved multiple times with 10 images from the dataset, each time tweaking the phrasing of the
instructions. The prompts were finalised once further tweaks did not show any significant improvement in the
outputs.

Figure 4.17: The 2-Stage prompt used to generate the insights for the interior design aspect - Storage.
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The Figure 4.17 illustrates the final prompt used for the aspect Storage. Such a prompt was developed
for all the 10 aspects. Due to the multiple tweaks and conditions, the final prompts were much more detailed
than the initial attempts. Moreover, as the prompts for each aspects are different, the task was decomposed
to generating insights for only 1 aspect per prompt, unlike previous attempts where prompts were defined for
groups of 2 or 3 aspects.

4.2.6 Generate a sample set of annotations for 60 images:

Keeping the availability of experts for evaluation in mind, The finalized prompts were repeatedly run for 60
room images from the dataset. Although a dataset of 60 images and corresponding annotations is small when
compared to the scale at which this capability could eventually be used, it provides a starting point to assess
and analyse the off-the-shelf VLM’s performance. The 2-stage prompt for each aspect was applied to all 60
images, resulting in a dataset comprising 60 images with corresponding outputs for the 10 aspects of ID. An
example of annotation data for one bedroom image can be found in Appendix E.1.

Stage B Summary
This section elaborates how the second stage of the methodology was realized to generate synthetic
image annotations of interior design insights. After multiple trials, a multi-stage prompt where the
VLM first descriptively analyses the image given a specific aspect and this description is then passed
back to the model to be converted into ”bullet-points” like insights in the second stage. Detailed
prompts were drafted for all the 10 aspects within the contextual framework, with this multi-stage
approach. These prompts were enhanced by insights from the workshop with interior design experts.
These 2-stage prompts were run for 60 images from a public dataset of bedroom images, to form a
samples set of images with standardised annotations of interior design insights.
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Recap of the Sub-Research Questions
SQ 1.1: How can a CF be derived for the annotations to ensure all necessary information

is included in them?
By first gathering key interior design aspects from LLM generated taxonomies for the domain.
Although the taxonomies fell short in organisation and mutual-exclusivity the concepts identified
can be useful in forming a foundation set of key aspects for the CF. These concepts can then
be validated by synthesizing an image analysis workshop with interior design experts, followed
by a direct consultation with them. This way a CF containing 10 key aspects of interior design
was defined.

SQ 1.2: How can prompts for a VLM be effectively designed to generate interior design
image annotations?
Through a set of multi-stage prompts focusing on one aspect at a time, enhanced by insights
derived from domain-experts’ analysis of rooms (workshop).

SQ 1.3: How can the validity of the generated annotations be checked?
Not yet answered. How the sample set of images and corresponding interior design insights
were evaluated is explained in the following section.

Auxiliary SQ 1.1: How can a human-in-the-loop approach be effectively integrated
throughout the process?
Stage A : The prompt design and conceptual framework was closely informed by domain
expertise through multiple touch points in the form of interviews, workshop and consultations.
Stage B : Domain expertise captured from the workshop was translated into insights that could
be incorporated into prompts.
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4.3 Stage C : Checking the Validity of the Annotations
Answering SQ 1.3

The annotations generated for the set of images were then checked for their validity with human experts.
Figure 4.18 gives a closer look at this stage from the overall methodology chart shown in Figure 3.1. This
section elaborates how this stage was implemented.

Figure 4.18: Snippet of Stage C from the Overall Methodology shown in Figure 3.1

4.3.1 Defining the Evaluation Criteria:
As discussed in Section 2.3, calculating traditional AI metrics such as accuracy require a ground truth dataset.
Due to the absence of a validated dataset for interior design annotations, the annotations had to be directly
evaluated by humane experts. Specific criteria that experts could evaluate the annotations on had to be
defined.

Out of the most common criteria used by other studies in human evaluation of annotation data, complete-
ness and correctness [57, 58] inspired the definition of the evaluation criteria for the use-case of this study.
These criteria aligned best with the scope of this study as having experts evaluate whether the generated
insights are correct and thorough would provide an understanding of the practical applicability of this process
for automating interior design analysis in various use cases at IKEA.

It stands to reason that experts might find it easier to pinpoint what is wrong or missing rather than assess
the overall correctness or completeness of the annotations, making the evaluation process more straightforward
and efficient. Hence, the criteria of Incorrectness and Incompleteness were defined. Moreover, highlighting
specific incorrect and incomplete elements provides more actionable insights for refining and improving the AI
model.

Hence, the criteria established for the evaluation are :

Incorrectness: A value in the annotation is considered incorrect if it is clearly and demonstra-
bly false based on the visible content of the image. For example, an annotation mentioning a
blue sofa when it is clearly a red sofa, the annotation containing a window where there is none.

Incompleteness: The annotation is deemed incomplete if it misses values that clearly impact
the understanding of the room. For example, not mentioning a prominent beach-themed style,
omitting a large bed in the center of the room, etc.

4.3.2 Quantitative Evaluation:

Building the platform:

The evaluation required experts to examine each image and identify incorrectness and incompleteness in the
corresponding annotation. Given that each annotation consists of interior design insights for 10 different as-
pects, and these specific insights need to be checked and compared to the image, this task is inherently tedious.
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Hence, an evaluation platform was built using Python and the Streamlit7 library, with special considerations
to make the process user-friendly for the evaluators for example, side-by-side image and annotations panels
for easy cross-checking of the insights. A screenshot of the platform can be seen in Figure 4.19.

Figure 4.19: Evaluation Platform

Platform Description

• Expandable Top Panel: The top-most panel, which can be expanded, contains a brief explanation
of the platform and the evaluation criteria.

• Side Panel: The side panel displays the list of images available for evaluation.

• Image and Annotation Display: When an image is selected, it populates in the bottom left panel,
and the corresponding annotations appear in the bottom right panel. The annotations are displayed in
distinct sections, with interior design insights for each of the 10 aspects presented separately.

• Indicating Incorrectness: Experts can indicate the incorrectness of an insight by turning off the
toggle buttons next to each value.

• Indicating Incompleteness: Experts can indicate the incompleteness of an aspect by selecting the
checkbox at the bottom of each section. Collecting feedback on the incompleteness for each aspect, rather
than the entire annotation, was designed to provide a deeper understanding of the AI’s performance on
the incompleteness criterion.

• Save Results: The feedback can be saved by pressing the save button before moving on to the next
image.

• Allocation of data for evaluators:
Each evaluator was allocated approximately 30 images to increase the number of samples evaluated
while keeping the workload minimal for the experts. Moreover, 7 images were the same across different
participants to calculate their inter-rater reliability8.

On-boarding and conducting the evaluation:

2 Interior Design Experts were sought to perform the evaluation task. It is worth noting that these experts
had over 10 years of Interior Design experience. They were on-boarded onto the platform through an online

7Streamlit is a python library used for creating custom, user-friendly web applications from Python scripts using
pre-made easy-to-use components.

8inter-rater reliability is the degree of agreement among the evaluators



44 Chapter 4. Realization

meeting, during which they were explained the task, walked through the platform, and introduced to the
evaluation criteria. They evaluated 2 images during the call to familiarize themselves with the platform and
clear any doubts.

Since the platform was hosted on a cloud service, the experts could access it at their convenience and
perform the evaluations in parts. They completed the evaluation within one week.

With the proliferating developments that apply gen AI, human feedback and evaluation is becoming
increasingly crucial for AI performance validity checking against our expectations and values. While
simpler methods such as pen-and-paper sessions with interior designers to evaluate the image anno-
tations could have been employed for the evaluation, it would have been tedious for the experts to
evaluate all images in one sitting. Moreover, supervising them during such sessions might have caused
them to feel intimidated, especially since this study involves AI, an area outside their expertise.
As an AI researcher, I strongly believe that evaluation processes, given how frequently they are
required, should be considerate towards the evaluators. Ensuring that the process is straightforward
and non-tedious for the evaluator should be top priority. This is a subtle but crucial aspect of the HITL
concept that is often overlooked. Most evaluations focus on maximising the feedback counts and less
on the quality of the experience for the feedback-givers [72]. By allocating extra effort in this research
to create a specific feedback platform such that the interior designers can evaluate the sets of im-
ages in parts with convenient side-by-side comparisons, I wish to emphasize this subtle aspect of HITL.

The platform was built using the features available in the Streamlit library, within the constraints of
the time allocated for its development. The user experience of the platform is an important factor in
the quality of inputs. Some suggestions for enhancing it would be through features such as progress
tracking, auto-saving feedback, and displaying higher-quality images, etc.
To minimize the effort required for evaluations, only binary feedback on incompleteness was solicited,
without requiring detailed explanations of what was missing. While this streamlined the evaluation
process, it also limited the depth of feedback. If feasible, a key recommendation for future iterations
would be to allow for more detailed feedback options, even if optional, to capture more specific insights
that could be valuable for refining the AI models.

Results :

The experts were able to evaluate a total of 55 image ids. The evaluations of the both the experts were
conjoined and a descriptive statistical analysis was performed. The results of the evaluation for the two criteria
- incorrectness and incompleteness is shown in Table 4.1 and 4.2.

About 9% of the AI-generated values were found to be evaluated incorrect. About 5% of the AI-generated
aspects were assessed to be incomplete. The distribution of incorrect values and correct values is shown in
the chart (see Figure 4.20).

To get a deeper understanding of the AI’s performance at the interior design aspect level, A frequency
chart of incorrect values for each aspect was plotted (see part (a) of Figure 4.21) and part (b) of Figure 4.21
shows the percentage of incorrectness per aspect. The percentage chart was prepared as percentages provide a
normalized measure that allows for easy comparison across different categories, regardless of the total number
of instances in each category. The charts show that the experts most disagreed with the AI on Architectural
Elements and Style, while they most agreed on Colors and Sound Management.

Similarly a frequency chart for incompleteness was also plotted (part (a) of Figure 4.22) to visualise how
many times an aspect was marked incomplete for the images compared to the total number of aspects for which
insights were generated by the AI for the 55 images. Part (b) of Figure 4.22 shows this frequency separately,
indicating that most incompleteness was identified for aspects - Architectural Elements, Function of space and
Lighting.

Out of the 10 aspects, we can loosely categorize some as more objective and others as more subjective.



4.3. Stage C : Checking the Validity of the Annotations Answering SQ 1.3 45

Interior Design Aspects No of Insights
Marked Incorrect

Total insights generated
per aspect

Function of Space 25 188
Furniture 48 429

Style 54 312
Lighting 26 544

Architectural Elements 55 276
Sound management 8 330

Storage solutions 55 385
Colors 16 385

Materials 22 385
Personalisation 21 426

Total 330 3660

Table 4.1: Evaluation Results : Incorrectness

Interior Design Aspects No of times an
aspect was marked

incomplete

No. of times insights
were generated per

aspect
Function of Space 5 55

Furniture 2 55
Style 2 55

Lighting 4 55
Architectural Elements 6 55

Sound management 2 55
Storage solutions 2 55

Colors 2 55
Materials 2 55

Penalisation 2 55
Total 29 550

Table 4.2: Evaluation Results : Frequency of Incompleteness

For instance, Architectural Elements, Materials, and Storage tend to be more objective, while Style and
Personalisation are more subjective. This observation is made because the charts were plotted to explore
potential differences in the evaluation of these aspects. However, as the charts show, no definitive conclusions
could be drawn about any distinct patterns in how interior designers assess correctness or completeness between
these two categories of aspects.

Inter-Rater Reliability:

There were 7 images from the sample that were evaluated by both experts. The inter-rater reliability
coefficient, Cohen’s kappa , was calculated using the evaluation results of these 7 images to understand the
level of agreement between the two experts. Cohen’s kappa (K) is a statistical measure used to calculate the
degree of agreement between two raters [82].

Incorrectness was calculated to be 0.55 and incompleteness to be 0.56. Using the table by Landis and
Koch [9] (see Table 4.3) the Cohen’s Kappa Coefficient values for the both the criteria map to a moderate
agreement between the experts.
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Figure 4.20: Overall Results

Figure 4.21: Incorrectness Analysis per aspect (a) no of incorrect insights (b) percentage of incor-
rectness per aspect

Figure 4.22: Incompleteness Analysis per aspect (a) no of times an aspect was marked incomplete
(b) frequency of incompleteness per aspect

4.3.3 Qualitative Evaluation:
To gain an overall qualitative understanding of the AI’s performance as a domain-specific image annotator, a
post-evaluation interview was conducted with both interior design experts who evaluated the annotations. A
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Kappa
>0.8 Almost Perfect
>0.6 Substantial
>0.4 Moderate
>0.2 Fair
0-0.2 Slight
<0 Poor

Table 4.3: Cohen’s Kappa Interpretation Table by Landis and Koch [9]

semi-structured interview format was chosen with questions to help capture the experts’ opinions and insights
that quantitative criteria might have missed.

Interview Guide:

At the beginning of the interview the experts were given a brief description of the results of the quantitative
evaluation in order to give them a closure to their efforts. They were then given a brief introduction to the
interview and A verbal consent was requested and received to record the interview and use the insights in the
report. Since the same interior design experts who participated in the workshop were also the evaluators, this
interview did not require a specific information sheet. They were already aware of the research details and
how their information would be processed. See Appendix D.1 for Information Sheet used for the Workshop.
Nonetheless, the key points about information processing were reiterated verbally during the interview.

They were then asked questions regarding their general experience with the evaluation, their understanding
of the criteria - incomplete and incorrect, and their observations on the AI’s handling of both subjective and
objective aspects. The experts were also asked about how the AI’s insights compared to those of a human
interior designer and their overall impressions of the AI’s knowledge of the field. See Appendix F.1 for complete
interview guide.

Interview Analysis:

A thematic analysis was performed with the transcripts of the interview. The transcript was semantically
coded. These codes were grouped based on similarity of context and then emerging themes were identified.
See Figure 4.23.

Incorrectness :

• Criteria Understanding: The experts looked for obvious mismatch of insights in the annotations and the
image for identifying incorrectness, indicating that they correctly grasped the definition of the criteria.

• Architectural Elements with incorrect technical details and contradictions within the insights for Style
were highlighted as significant issues in the AI’s annotations.

• Hallucinations related to subjective aspects were also identified as a recurring reason for incorrectness.

Incompleteness :

• Criteria Understanding: Incompleteness was identified based on obvious omissions, indicating that they
correctly grasped the definition of the criteria.

• The experts indicated that they rarely felt annotations were incomplete.

Terminology & Language :

• Technical Language: The experts found some of the language used in the annotations to be overly
technical, particularly for the aspects Sound management and Lighting.

• Repetitive Terms : They are identified that the terms used in the insights were repetitive and there was
a lack of creativity in the annotations, which is unlike a human domain expert.
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Figure 4.23: Thematic Analysis of Post-Evaluation Interview

• Non-IKEA Terminology: The use of non-IKEA terminology and irrelevant technical details caused some
confusion among the experts. They were uncertain about the relevance of these details.

Following are few quotes from by the interior designers to further support the above analysis:

”For example, I remember the part about sound proofing, that was like way, way too tech-
nical for what we are normally used to considering in the work we do” — An evaluator of
the AI’s outputs.

“Not English I mean, but the wording so to say, but the words are very complicated, we
don’t hear those words often” — An evaluator of the AI’s outputs.

“but I think also the language is not that language that we are, you know, connecting home
furnishing to. It’s (the annotations are) much more technical language and also a lot of
words that are not IKEA. We use simple words to express things, but it used complicated
terms a lot” — An evaluator of the AI’s outputs.

Domain Knowledge :

• Mid-level expert domain knowledge: The experts rated the AI’s domain knowledge as moderate. There
was a perception that the AI provided insights from a layman’s perspective, and its understanding was
considered to be at a mid-level i.e., not entirely incorrect at the same time not to the level of an expert.
The following quote exemplifies this opinion from the interior designers.

“I think it felt a bit more like a customer or someone with little interior design knowledge
was evaluating a space and saying this room is cozy or if I would ask my aunt for example,
how would you describe this room?” — An evaluator of the AI’s outputs.

Positive Performance :
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• Overall Good Performance: Despite the issues, the experts acknowledged the AI had a good under-
standing of the interiors overall.

• Objective Elements: Better performance was noted in objective elements such as Sound management
and Lighting. The AI’s interpretation of colors was positively received.

Feedback Experience :

• Tedious Process: The experts found the evaluation process to be repetitive and daunting, indicating
that the task was inherently tedious.

• Platform Satisfaction: Despite the tedious nature of the task, the experts expressed satisfaction with
the feedback platform compared to traditional methods. They appreciated the platform’s design and
found it facilitated a smoother evaluation experience.

• Prior Information: Experts noted the necessity of being informed about the post-evaluation interview
earlier as they would have paid more attention to specific examples during the quantitative evaluation.

4.3.4 Overall Interpretation of the Results:

Quantitative & Qualitative Results Alignment:

The quantitative results for incorrectness indicate specific areas where the AI’s performance is lacking, partic-
ularly in Architectural Elements and Style (Part (a) of Figure 4.21. This aligns with the qualitative feedback
from experts, which also highlighted issues in these aspects. The low incompleteness in the quantitative
evaluation aligns with the qualitative feedback stating that experts rarely found something incomplete. This
could perhaps also be attributed to the tedious nature of the task as indicated in the interviews. It can be
challenging to evaluate about 30 annotations with each 10 aspects of interior design insights. It was perhaps
easier for experts to pinpoint what was wrong rather than identify all that was missing.

Subjective vs Objective Aspects:

As mentioned earlier, although there is not a clear distinction, certain aspects could be identified as more
objective than others. The experts in the post-evaluation interview indicate that the AI performs better in
generating objective insights. However, the quantitative results do not specifically show any differences in
results between subjective and objective aspects. This opinion of the experts could then have been due to
the fact that there were more insights generated for objective aspects than subjective ones. Because of this
majority and having a clearer visual confirmation of the objective insights, experts may have remembered
them more prominently. Further investigation is needed to confirm this interpretation.

Implications of Moderate Inter-rater Reliability :

The moderate inter-rater reliability indicates that while there was some consistency in the experts’ evaluations,
there were also areas of disagreement. This raises questions about the extent to which the quantitative
evaluation can be considered as ground truth. Since this exploration aims to assess how well the AI’s results
align with those of any interior designer, the moderate inter-rater reliability does not directly undermine our
analysis of the AI’s competency in this task. However, if the evaluated results are to be used as a ground
truths, for example for creating image-annotation datasets, this moderate reliability needs to be investigated
to establish a clearer understanding of what is considered true or false by the experts. A better understanding
of the application of the data might help experts align on how strict or lenient they should be during the
evaluation. This insight was also reflected in the interviews, where experts indicated an uncertainty of the
relevance of the insights generated by the VLM.

Another point to consider is that the moderate inter-rater reliability between the two highly experienced
experts could suggest either that the domain itself is inherently subjective, leading to low agreement between
any two experts, or that the differences in agreement are specific to the particular experts involved in this
research. To explore this further, assessing inter-rater reliability with a larger group of experts would provide
more insight into this speculation.
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VLM’s Interior Design Analysis Ability:

The experts perceived the AI’s insights as being from a ’layman’s perspective’, with a mid-level understanding
of the domain. They expressed a positive feedback towards the overall performance of the VLM in generating
interior design insights, which aligns with the low incorrectness and incompleteness rates from the quantitative
results. However, given their opinions about the emotional aspects of the terminology, it can be interpreted
that the VLM’s insights lacked a ’human-ness’ (An example quote can be found below to support this inter-
pretation). Although they could not recall many specific examples of the technical and complex terminology,
the fact that they repeatedly mentioned this issue suggests a clear gap between the language and terminology
the experts would have used and what the AI used in its insights. They did highlight that if an interior
design expert performs such an annotation task for many images, they would inevitably tend to provide varied
insights using more creative terms. This analysis gives us an understanding of the pre-trained interior design
knowledge of the VLM, specifically GPT-4. We can interpret that that while the AI can generate broadly
correct annotations, it lacks the finesse required for expert-level performance.

“Then I also miss maybe this soft feeling of home furnishing, the being more emotional
part” — An evaluator of the AI’s outputs.

Stage C Summary
In this section, the process followed to evaluate the synthetic image annotations generated in the
previous stage, has been explained. The criteria for evaluations were established - ’Incompleteness’
and ’Incorrectness’. 2 experts were sought for this.
The process was two-fold:

1. Quantitative Evaluation : The evaluations on the set criteria was gathered from the experts via a
feedback platform.

2. Qualitative Evaluation : A post-evaluation interview was conducted with the same experts to get
a deeper understanding of their opinions about the performance of the AI model.

Results of both quantitative and qualitative evaluation were analysed and elaborated. The quanti-
tative evaluation resulted in 9% incorrectness and 6% incompleteness for the insights overall. These
results analysed in combination with the post-evaluation interview with the experts led to a richer
understanding of the AI’s competency in this task of interior design analysis. It was analysed that
while the AI was able to produce overall correct insights the terminology and language used did not
match the way the interior designers would have analysed the space with.
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Recap of the Sub-Research Questions
SQ 1.1: How can a CF be derived for the annotations to ensure all necessary information

is included in them?
By first gathering key interior design aspects from LLM generated taxonomies for the domain.
Although the taxonomies fell short in organisation and mutual-exclusivity the concepts identified
can be useful in forming a foundation set of key aspects for the CF. These concepts can then
be validated by synthesizing an image analysis workshop with interior design experts, followed
by a direct consultation with them. This way a CF containing 10 key aspects of interior design
was defined.

SQ 1.2: How can prompts for a VLM be effectively designed to generate interior design
image annotations?
Through a set of multi-stage prompts enhanced by insights derived from domain-experts’
analysis of rooms (workshop).

SQ 1.3: How can the validity of the generated annotations be checked?
Given the absence of a ground truth dataset, this answer was obtained through human expert
evaluations. The validity was determined using two criteria ’Incorrectness’ and ’Incompleteness’.
A combination of quantitative and qualitative evaluations was applied to incorporate a rich
human-feedback into the loop.

Auxiliary SQ 1.1: How can a human-in-the-loop approach be effectively integrated
throughout the process?
Stage C: User experience considerations on the feedback platform to ensure that the inherently
tedious evaluation process is as easy as possible for the evaluators.
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Discussing Key Learnings

Although this research focused on leveraging the image annotation capabilities of GPT-4, the study structure
facilitated learnings across various facets of AI development along the way.

The following section elaborated key topics and insights. They also include limitations and recommenda-
tions for future research.

5.1 GPT-4’s Domain Expertise

5.1.1 GPT-4 as a taxonomy ‘copilot’
Despite the varied prompt-design strategies tested for the generation of a taxonomy for the use case - bedroom
interiors analysis, results stayed quite similar. The results were regularly assessed by an IKEA taxonomy
expert who deemed them inadequate due to a lack of mutual-exclusivity between concepts/categories, and
poor organisation in the hierarchical structuring. The concepts that most reoccurred in the results and most
suitable for task were selected for the conceptual framework CF, to be collaboratively improved by the domain
experts (interior designers) through a workshop and qualitative consultation session. The minimal modification
to the initially GPT-4 identified set of concepts indicate its proficiency in identifying key concepts within a
domain. Hence, as mentioned earlier in this document, further research could be valuable for improving the
LLM’s taxonomy outcomes by re-framing the LLM as an interactive, iterative, ’copilot’-style tool, to be used
by taxonomists to help them with limited elements of the taxonomy-creation task, such as basic concept
identification.

5.1.2 GPT-4V can be an Interior Design Image Annotator, but not an expert
Interior Designer

The implementation of the proposed methodology for generating interior design image annotations led to an
understanding of the pre-trained interior design knowledge of the models used (GPT4/GPT-4V)

Despite not producing a robust taxonomy, this work (by combining LLM + co-creation/evaluation work-
shop with interior designers), produced a set of 10 core ID concepts that according to the ID experts sufficiently
encompass all the necessary interior design information of a room. This set of concepts could prove invaluable
to IKEA in other endeavors (business planning, marketing planning, product categorization, budget allocation,
content strategy, etc), where understanding IKEA’s core subject-matter is key. Since most of the concepts
identified were derived using GPT-4, we can infer that GPT-4 has a foundational understanding of the domain
that can be leveraged for various domain-specific applications.

The scores from the quantitative evaluation show that the pre-trained model, when combined with suffi-
ciently robust prompting, can be effective at interior design analysis, at least from the standpoint of describing
pictures of rooms with a generic understanding of interior design concepts. At the same time, the experts
expressed through the post-evaluation qualitative interview that they consider the AI to have a ’mid-level
interior design’ skill-set with a ’layman tone’ in the outputs. Therefore, automated image annotation with
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interior-design insights using GPT-4V, in its current state-of-the-art, is applicable for use-cases that do not
require the insights to closely exhibit the expertise of interior designers but require only true and detailed
insights that cover all interior design aspects of a room image. Some examples of such use-cases are product
recommendations personalised for customer rooms, domain-specific image metadata generation, creation of
datasets of domain-specific image annotations that can be used as ground-truths or fine-tuning datasets other
ML or gen AI models. It must however be considered that the annotations were validated for a sample size
of 55 images due to the availability constraints of domain experts. Hence, future application of this process is
recommended to involve regular validation routines. Another point to note was that resolution of the bedroom
images from the dataset were lower than an average customer room image. It can be thus speculated that
when applied to higher resolution images this process could produce better results. Despite these limitations,
the results are an initial contribution to the understanding of GPT-4’s image analysis ability specifically for
interior design concepts.

5.1.3 Two-stage prompts for richer domain-specific image annotations
The prompting strategy of first instructing the VLM to interiors found in the given bedroom image for a
specific ID aspect, then summarising this description into phrases of insights, gave more detailed hence richer
output. It is well-known that decomposition of tasks to more manageable steps improved the outputs of
LLMs and VLMs. Such a two-stage prompt therefore helped focus on one cognitive process per stage. If
directly prompted for key ’bullet-points’ like insights, there is the risk of the model focusing on the most
prominent features or insights it can quickly derive, potentially overlooking subtleties. However, in the two-
stage approach, the initial description gives the model a more thorough understanding of the context, allowing
it to generate more nuanced and detailed insights during the summarisation phase. The very recent study by
Sun et al. [83] justifies this approach of ”prompt-chaining” over a single prompts containing all the steps which
in this case would have been one single prompt containing both the first stage and the second stage. This
prompting strategy could be applicable and beneficial for various image analysis tasks beyond the domain
of interior design. It could also be a future direction for the LLM-driven taxonomy exploration with the
chain-of-thought prompts broken down further into more discreet multi-stage prompts prompts.

5.2 Humans in the Loop

5.2.1 A Step Towards Better Collaboration with Non-prompt-designers
Prompt design, being the backbone of this exploration, was heavily informed by the collaboration with experts.
As highlighted by Zamfirescu-Pereira et al. [73], the skill-set required for effective prompt design is not yet
common enough to enable direct assistance from domain experts in crafting prompts. This study took a
step towards utilizing expert collaboration for domain-specific prompting through qualitative methods such as
interviews and workshops. The collaboration with interior design experts provided valuable insights that were
incorporated into the prompt design, enhancing the specificity and relevance of the AI-generated annotations.

However, it is acknowledged that closer co-designing of prompts with experts might have been more efficient
and effective. This level of collaboration would have been easier if the experts had a deeper understanding of
prompting strategies. Hence this work promotes initiatives that offer domain-experts skill development in gen
AI prompting techniques. Fostering a better understanding of prompt design among domain experts would
make it more accessible and intuitive for them to contribute directly to AI training and application.

5.2.2 Better Feedback Platforms Make Happier Human Evaluators
Human evaluation is crucial in any AI development process. Given the novelty of applying a VLM to generate
detailed interior design analyses and the absence of other ground truth sources for image annotations containing
interior design insights, domain-expert evaluations played an especially pivotal role in this study. While the
absence of a ground-truth dataset seemed like a limitation, it proved to be an opportunity to explore novel
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approaches to human-in-the-loop AI, which could be used broadly in AI projects by other researchers in the
future.

The human evaluation process involved experts assessing AI-generated annotations for images, with each
annotation covering ten distinct aspects of interior design, a potentially tedious and time-consuming task for
human evaluators.

Recognizing the importance of user experience in gathering high-quality feedback [71, 72], a custom feed-
back platform was built to enhance user-friendliness and mitigate evaluator fatigue. Experts could easily
view the AI-generated annotations alongside the corresponding images and they could pause and resume their
assessment at their convenience. All leading to experts expressing a clear preference for this platform over a
more manual methods of providing feedback which was inherently a tedious and mundane task.

5.2.3 Importance of Quantitative + Qualitative Evaluations of VLM Outputs

For assessing the capability of the VLM for generating interior design insights, two primary evaluation criteria
were employed: incorrectness and incompleteness. These criteria were chosen due to their prevalent use in
similar studies and their applicability for this use case. The quantitative evaluation yielded promising results,
with GPT-4V demonstrating low rates of incorrectness (9̃%) and incompleteness (5̃%) in generating interior
design insights. However, the qualitative feedback gathered from post-evaluation interviews with experts
revealed a more nuanced perspective that the quantitative criteria alone failed to capture.

The quantitative results if looked at alone, indicate that the AI system was capable of producing relevant
content that largely aligned with expert knowledge. However, in the post-evaluation interview, they expressed
that the AI fell short in capturing professional interior designer terminology and creativity.

While the criteria of incompleteness and incorrectness were sufficient for assessing the basic capability of
the VLM to generate accurate interior design insights, their results alone would have misled the researcher
into concluding that the VLM had overall expert level interior design analysis capability. We have observed
that this is, in fact, not the case as the interior designers expressed in the interviews that the output do
not match ”tone”, the ”creativity” and the ”human-ness” with which they would have performed the interior
design analysis.

Hence, if the use-case demands for a detailed understanding of a domain expertise of a gen AI model,
future research should consider collaborating with domain experts to develop more nuanced, domain-specific
evaluation criteria.

More importantly, this study highlights the value of integrating both quantitative criteria and qualitative
insights in AI evaluation. As noted by Wang et al. [71], such a combined approach is particularly beneficial
for complex feedback scenarios. The findings of the study provide empirical support for this recommenda-
tion, demonstrating how qualitative feedback can uncover critical insights that quantitative measures might
overlook.

It must be noted that this research was limited to one iteration of evaluation. An ideal extension to this
study would be incorporation of continuous feedback loops with domain-experts to refine the VLM generated
data and the evaluation criteria.

Nonetheless, this study contributes to the growing body of research advocating for more comprehensive
evaluation methods in AI [58, 60], particularly in domain-specific applications. While quantitatively mea-
surable criteria provide a valuable baseline assessment, qualitative expert feedback is crucial for uncovering
subtle yet significant aspects of AI performance. It is strongly recommended for future research in domain-
specific synthetic data generation by generative AI to consider adopting this combined approach to evaluation,
ensuring a more holistic understanding of AI capabilities and limitations.
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5.3 Considerations Regarding Bias

5.3.1 AI Bias
Biases in AI is are inevitable. In fact, in some sense, pre-trained LLMs and other ML algorithms function
by way of inductive biases [74, 75], which determine their output predictions. In this study, the conceptual
framework and the constraints given in the prompts, attempted to steer the model to have an inductive bias
towards providing desirable outcomes.

Since the main goal of this study was to evaluate the extent to which model aligned with the human
domain expertise, the research did not focus on evaluating other the full gamut of potential counterproductive
or harmful biases. However, the AI models, all from the GPT-4 series, had been pre-trained by OpenAI and
had undergone extensive validation to control for common harmful bias [84, 85]. Nonetheless, if future research
builds upon this study’s findings, iterations of evaluations are recommended specifically to mitigate unwanted
biases.

Another source from which biases might have emerged is the dataset of images used. Upon a cursory
assessment of the images, they appeared to primarily depict bedrooms from Western countries. Therefore,
future iterations of this research ought to make additional attempts to incorporate evaluations on a more
measurably diverse image dataset.

5.3.2 Human Bias
The final evaluations in this study were performed by only 2 human experts, despite the sizeable volume of
annotations that they were asked to review, such evaluations of AI outputs can be a tedious task that and
could potentially induce an ‘evaluation fatigue’ [86]. As a result of this tricky effect, the evaluators in this
study might have provided less critical feedback than necessary.

Additionally, every annotation for evaluations contained about 5 to 7 ’bullet-points’ of insights for each of
the 10 aspects per image. Considering the second of the two evaluation criteria - incompleteness, there is a
chance that the evaluators felt a ’false sense of completeness’ upon seeing a visibly long list of bullet-points,
which might have given the appearance of thoroughness simply due to its length.

For future research, a few recommendations to alleviate these factors can could be - by increasing the
number of human evaluators, by providing more proactive evaluation guidelines (for example, guidelines that
explicitly state that the length of a list is not necessarily correlated with its completeness), by providing extra
blank spaces for the evaluators to modify values in the output or fill missing values, etc.

5.4 Answering the Research Question
It is evident that the answer to the research question “How can LLMs and VLMs be applied to gen-
erate domain-specific synthetic image annotations for interior design with human-in-the-loop
approach?” is multi-layered.

The evaluation results indicate that the GPT-4 model can provide correct and thorough interior design
insights for 10 different interior design aspects, with a small error margin. Therefore, the method of defining
a conceptual framework for the annotations, generating domain-specific image annotations, and expert eval-
uations—all within a human-in-the-loop approach—can be considered a viable answer to the question. The
emphasis on beginning the process by defining a conceptual framework for annotations is a key contribution,
addressing the lack of guiding principles for generating domain-specific insights with gen AI without a reference
dataset, and making this method adaptable beyond interior design.

This method can be implemented to produce automatic interior design insights for use cases that do not
particularly require expert-level analysis. For example, within IKEA, this process could be used to generate
metadata about customer room images, a task currently performed by manually by employees themselves.
Another application is to generate domain-specific synthetic datasets of image annotations, which could be
useful for further research and for fine-tuning smaller models.
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However, this method has unveiled that while the model can generate correct interior design insights, it is
unable to yet match the expertise of a human expert. Nonetheless, this research helped us realize that in order
to get outputs that align closely with domain expertise, such as those needed for interior design consultations,
a deeper understanding of the domain itself and its specific expectations is necessary among the researchers
and developers. This highlights the importance of incorporating more experts in the loop.

This research utilized the GPT-4 suite of models, but the methodology can be replicated with other
similarly performing LLMs and VLMs. Although similar performance cannot be guaranteed without proper
testing, given that the study predominantly utilized the pre-trained capability of GPT-4, it can be inferred
that a similarly performing LLM or VLM with comparable benchmark scores could potentially produce similar
results. The same might also be said about adjacent domains such as art and fashion design. More importantly,
seeking an answer to this research question has unlocked various insights and future considerations across the
life-cycle of generative AI applications like collaborative prompt design, more qualitative evaluations.



Chapter 6

Conclusion

This work explored the potential of using an LLM and VLM, specifically GPT-4, to generate image annotations
containing interior design insights. Through a structured three-stage methodology that included domain-
expert collaborations, prompt designing, and expert evaluations, the research sought to understand how these
advanced AI models could be applied to analyze and annotate images in a standardized way such that the
annotations consistently contain the required information regarding various interior design aspects.

In pursuit of the CF(CF) for the annotations, a sub-exploration of LLM-driven taxonomy was conducted.
This exploration of generating taxonomies for a specific use-case with prompt engineering, revealed that, al-
though GPT-4 is adept at generating key concepts within interior design with the pre-trained domain knowl-
edge, it falls short in delineating and organising these categories into a satisfactory taxonomies. Nonetheless,
this process helped form the base for the 10 key aspects of ID as the CF for the contents of the annotation.
Such defining of a CF is a part of the methodology that can be adapted to other domain-specific image
annotation tasks as well.

A two-stage prompt strategy (First stage - description based on an ID aspect; Second stage - summarising
these descriptions into phrases) emerged most effective to capture detailed interior design information from an
image with GPT-4V. These prompt were informed by insights derived from a workshop with interior designers
performing the same task of room image analysis. This way of translating expert thought process for a task
into prompts without them having any prompting knowledge opens possibilities to co-develop AI-systems
with domain-experts via prompt engineering. Perhaps this approach would help start a conversation with
Zamfirescu-Pereira et al. [73] about how ”Johny can help with prompt engineering even if he can’t prompt
himself”.

The generated sample set of annotations were evaluated with experts. The low Incompleteness of aspects
and Incorrectness of specific insights for about 60 images, both under 10%, combined with the experts’
qualitative feedback regarding the lack of finesse in the insights, indicated that GPT-4V can be utilised
for automating interior design analysis for use-cases that only require a generic understanding of interior
design. The quantitative and qualitative evaluation together led to an enriched understanding of the interior
design image analysis capability of the AI model. The moderate (0.5) inter-rate reliability between the two
domain-experts with over 10 years of ID expertise left us wondering about the subjective nature of the domain
itself. This insight urges future research to define evaluation criteria of such gen AI tasks with improved
understanding of the domain in close collaboration with experts.

Other recommendation for future research were made along the way including iterative ”co-pilot”-like usage
of GPT-4 for taxonomy generation, closer co-designing prompts with domain-experts, testing the process with
a diverse dataset and increased number of expert-evaluators, application and exploration of this process in
other adjacent domains like fashion design, culinary arts, etc.
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A.1 Full Outputs of Interior Design Insights Generated by VLM
without a conceptual framework
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Figure A.1: Output of Interior Design Insights Generated by VLM without a conceptual framework
- Image 1
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Figure A.2: Output of Interior Design Insights Generated by VLM without a conceptual framework
- Image 2



Appendix B

Defining a Conceptual Framework

B.1 Interview With Taxonomists

Using Gen AI to help organise Interior Design Knowledge Information Sheet - Interview
Hello,
I invite you to this interview for a master thesis study in collaboration with IKEA. I am Sandhiyaa

Balasubramanian Yamuneswari pursuing the Interaction Technology Master’s Program at the University of
Twente. Please read the following details about the study carefully to make an informed decision on whether
to take part in this interview. Please ask questions if you have any.

Overarching Research Aim
Exploring the potential of Generative AI, particularly Large Language Models (LLMs) and Vision-Language
Models (VLMs), to support and enhance the room image analysis process in interior design. To achieve
this, I will be exploring the potential of LLMs for transforming unstructured interior design knowledge, into
structured taxonomies. Then I will explore the potential of VLMs in using them to derive structured interior
design insights from room images. These insights could be useful for enhancing workflows related to the
generation of structured insights for Interior Design.

Purpose of this Interview
The aim of this interview is to learn about taxonomies and your workflows for generating structured-content,
to elicit best practices in the field in which the interviewee works, and to understand how professionals like
you collaborate cross-functionally. Some of the information gathered may be used for designing automated
processes for taxonomy and ontology generation, and some of the data collected may be utilized by generative
AI.

The Interview Session
Participating in this interview involves approximately 1 hour of your time answering questions regarding
taxonomies, and the process of a taxonomist for gathering subject knowledge, collaboration with domain
experts, organizing information and validating the resulting taxonomies.

Possible Risks & Benefits
The interview topic should not cause any discomfort. Moreover, the research has been reviewed by the Ethics
Committee of the University of Twente, ensuring that the study will be conducted ethically and with the
utmost respect for participants. There is no compensation for participating in the study.

Data Privacy & Confidentiality
If consent is given, the interview will be recorded and transcribed. If not, the responses will be manually
noted down. The transcription and notes will be analyzed as part of the research process. The transcriptions
maybe be stored locally and securely until the research is complete, after which they will be promptly and
permanently deleted from any form of my (the researcher’s) storage. The recordings and the transcriptions,
however, maybe be stored securely by INGKA. The responsibility of the artifacts of the workshop will then
completely belong to INGKA. The transcription tool used will be locally run, ensuring that it will not be
shared in any third-party platforms. To uphold confidentiality, all personal details will be anonymized. The
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final will not contain any personally identifiable information, and anonymous quotes may be utilized to support
specific conclusions. Upon request, or as appendices in the final document, anonymized transcripts may be
made available, trimmed of any proprietary company information. The final thesis report will be publicly
accessible, and there is a possibility of its use in research publications within academic circles

Participation
Participation is completely voluntary. You have the right to refuse participation, the right to refuse any
question and you can withdraw from the study at any point without any consequence and without providing
any justification. After the interview, should you decide that you do not want your responses to be included
in the study, you have the option to request the removal of your interview results and any

analyses derived from your answers any time before April 2024. The results will then be integrated into
the research, after which it will not be feasible to retrieve the portion of results influenced by your interview
and remove it.

Researcher Contact
If you have any further questions, feel free to ask me now, or contact me afterwards at ¡ikea email id¿

Additionally, you can contact the Secretary of the Ethics Committee of the Faculty of Electrical Engineer-
ing Mathematics and Computer Science at the University of Twente through ethicscommittee-cis@utwente.nl.

Once you have read the above information and have decided to take part in the study, please convey your
consent verbally by answering to the following two questions:
Are you sufficiently informed and do you agree to take part in the study? Do you mind if I recorded this
meeting?
Thank you

B.2 Interview with Taxonomist - Guide
Interviewing Taxonomists : ( An interview guide with open-ended questions to get subject
matter expertise of taxonomy making )

Note : A detailed information sheet is provided before beginning the interview and the interviewee’s
consent is asked for verbally

Brief : I would like to understand this field of knowledge structuring better. I am working on having
a Generative AI model capture facts and categories from guides and other unstructured material, and have
it come up with a taxonomy of these categories, specifically for interior design. I would like to understand
Taxonomies making process so I could instruct the AI better for this task.

Are you sufficiently informed and do you agree to take part in the study?
Do you mind if I recorded this meeting?
Questions:

• Who is a taxonomist?

• Could you briefly talk about taxonomies? Just to get an expert perspective on this.

Understanding the domain

• What are your initial steps when you are presented with a subject to create a taxonomy for?

• What’s your process for looking for relevant documents for the subject?

• When presented with unstructured information, how do you initially approach understanding the con-
tent?

• What criteria do you use to identify key concepts or entities within the information? Do you use any
tools for this?

Conceptualization Categorizaton
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• How do you determine the categories and hierarchical structure of concepts within a taxonomy?

Validation criteria and methods

• What do you call an effective or a complete taxonomy?

• What are some validation methods you use to check the effectiveness and completeness of a taxonomy

• What are the kinds of biases that could arise in a taxonomy? Is there a way to already know a true
taxonomy for a specific subject?

Collaboration with stakeholders

• At what points do you collaborate with domain experts

• How do you incorporate feedback from various stakeholders into the taxonomy creation process?

Thanking for the participation and closure.

B.3 Interview with Taxonomy Expert - Semantic Codes

Quote Semantic code
”The taxonomy is fundamentally a classification
system ”

Definiton of taxonomy - classification
system

”get pedantic about this.” Pedantic Nature of Task
”get pedantic about this. Come up with the weird
edge cases.”

Meticulous classification of concepts
within domain.

”Look the domain what shape is it? Where is this
edge?”

Identify shape and edge-cases of domain

”You basically start with all things.” Begin with all the concepts within a do-
main

”And then you say well, what are sub subclasses
of things? OK, these are subclass. What are sub-
classes of this one? Ohh those now.”

Continuous sub-classification

”coming up with a in a sense, a consistent set of
rules for how you’ll do it”

consistent logic for subdiving classes

”by stress testing the model . just just stress. Test
it from every possible angle. Get others to stress
test it.”

Stress testing the evolving model of tax-
onomy

”Are there actually any gaps between them?” Revise to identify gaps and fill them
”that gives you is necessary every one of those block
areas must be covered and it’s sufficient because it’s
absolutely no overlap between them.”

Good taxonomy criteria : coverage and
no overlap

”As much as you can and then some. Because
there’s there’s only too much from the perspective
of they get bored of it and fed up with it and don’t
want to participate.”

Importance of collaboration with SME

Table B.1: Semantic codes of quotes from the interview with a taxonomy expert from IKEA
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Interior Design Insights Annotations
Generation

C.1 Full Prompts and Outputs for examples of initial attempts

C.1.1 Direct Instruction to the VLM to generate insights for all the defined
aspects

C.1.2 Question style prompting to the VLM to generate insights for all the
defined aspects
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Figure C.1: An initial attempt to generate interior design insights with VLM using direct instruc-
tions for all aspects in the conceptual framework. Definitions and examples were in-
cluded.
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Figure C.2: An initial attempt to generate interior design insights with VLM using Question and
Answer style of prompting for all aspects of the Conceptual Framework. Examples were
included. This attempt also included a second stage to convert descriptive answers into
key insights
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Workshop With Experts

D.1 Information Sheet
Using Gen AI to help organise Interior Design Knowledge

Hello, I invite you to this research activity as a part of a master thesis study in collaboration with IKEA. I
am Sandhiyaa Balasubramanian Yamuneswari pursuing the Interaction Technology Master’s Program at the
University of Twente. Please read the following details about the study carefully to make an informed decision
on whether to take part in this workshop. Please ask questions if you have any.

Overarching Research Aim Exploring the potential of Generative AI, particularly Large Language
Models (LLMs) and Vision-Language Models (VLMs), to enhance workflows related to Interior Design

Purpose of this Activity
The aim of this workshop is to learn about Interior Design principles as practiced within IKEA, to elicit best
practices in the field and the company, and to understand how professionals like you make interior design
decisions.

The Session
Participating in this workshop involves approximately 1 hour of your time answering questions related to your
interior design expertise and engaging in discussion regarding your answers with your co-participants of this
workshop. An infinite canvas, Miro, will be used to facilitate this session.

Possible Risks & Benefits
The topic of this workshop should not cause any discomfort. Moreover, the research has been reviewed by the
Ethics Committee of the University of Twente, ensuring that the study will be conducted ethically and with
the utmost respect for participants. There is no compensation for participating in the study.

Data Privacy & Confidentiality
If consent is given, the workshop will be recorded and transcribed. If not, the responses will bemanually-
noteddown. Thetranscriptions/noteswillbeanalyzedaspartoftheresearch process. The transcriptions maybe be
stored locally and securely until the research is complete, after which they will be promptly and permanently
deleted from any form of my (the researcher’s) storage. The recordings and the transcriptions, however, maybe
be stored securely by INGKA. The responsibility of the artifacts of the workshop will then completely belong
to INGKA.
The transcription tool used will be locally run, ensuring that it will not be shared in any third-party platforms.
To uphold confidentiality, all personal details will be anonymized. The final will not contain any personally
identifiable information, and anonymous quotes may be utilized to support specific conclusions. Upon request,
or as appendices in the final document, anonymized transcripts may be made available, trimmed of any pro-
prietary company information. The final thesis report will be publicly accessible, and there is a possibility of
its use in research publications within academic circles.

Participation
Participation is completely voluntary. You have the right to refuse participation, the right to refuse any
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question and you can withdraw from the study at any point without any consequence and without providing
any justification. After the workshop, should you decide that you do not want your responses to be included
in the study, you have the option to request the removal of your answers and any analyses derived from your
them any time before June 2024. The results will then be integrated into the research, after which it will not
be feasible to retrieve the portion of results influenced by your answers and remove it.

Researcher Contact
If you have any further questions, feel free to ask me now, or contact me afterwards at
sandhiyaa.balasubramanian.yamuneswari@ingka.ikea.com

Additionally, you can contact the Secretary of the Ethics Committee of the Faculty of Electrical Engineer-
ing Mathematics and Computer Science at the University of Twente through
ethicscommittee-cis@utwente.nl.

Once you have read the above information and have decided to take part in the study, please convey your
consent verbally by answering to the following two questions:
Are you sufficiently informed and do you agree to take part in the study? Do you mind if I recorded this
meeting?
Thank you

D.2 Snippet from Workshop

Figure D.1: A snippet from the workshop with interior design experts. The experts performed the
task of analysing images to give their interior design insights. This snippet is for one
image. The experts performed this task for 3 images
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Image Annotations

E.1 Sample data of image and corresponding annotation

Bedroom Image Function of space Style Colours <other 6 aspects> Storage

’bedroom’,
’personal grooming’,
’storage’,
’relaxation’,
’light work’

’warm’,
’inviting’,
’traditional’,
’modern’,
’neutral’

’Various shades of brown’,
’Light beige on the floor’,
’Medium and dark browns on surfaces’,
’Accents of green present’,
’Earthy and neutral color scheme’,
’Potential to balance with muted blues’,
’Potential for subtle oranges’

... <insights of
other 6 aspects > ...

’Drawers in nightstands’,
’Multiple drawers in dresser’,
’Additional drawers in tall chest’,
’Tray on dresser for organization’,
’Potential under-bed storage’,
’Potential storage bench at foot of bed’,
’No visible closet or wardrobe’

Table E.1: Sample data of image annotation for 4 aspects of interior design
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Post Evaluation Interview with the
Experts

F.1 Interview Guide
Introduction
Thank you for taking the time to review and evaluate the interior design insights generated by our AI tech-
nology. Your expert evaluations have been instrumental in understanding this technology’s capabilities.

Based on your evaluations, I have analyzed the results and compiled the data. (Describe the quantitative
evaluation results)

Now, I’d like to ask you a few questions regarding your experience evaluating the AI-generated insights.
This interview is part of my thesis, so I need your official consent to record this meeting and use the insights
from this meeting in my report.

I would like to point out that, to uphold confidentiality, all personal details will be anonymized. The final
will not contain any personally identifiable information, and anonymous quotes may be utilized to support
specific conclusions.

Could you please verbally confirm if you consent to this?

QUESTIONS:
General Experience

• How was your experience evaluating? Did you encounter any challenges?

Incorrectness

• In order to understand if I conveyed the criteria well, how did you make the decision to mark something
incorrect?

• The data shows that aspects like ’Architectural Elements’ and ’Style’ had a higher percentage of incorrect
values. Can you elaborate on your observations regarding these aspects?

• Can you recall any patterns or commonalities among the incorrect values?

Incompleteness

• In order to understand if I conveyed the criteria well, how did you make the decision to mark something
incomplete?

• Asking the same for Incompleteness, the charts indicate high frequency of incompleteness in aspects
like ’Architectural Elements’ and ’Function of Space’. Can you recall why that is the case? Do you
remember any observations regarding the incompleteness of these aspects?

• Similar to incorrectness, can you recall any patterns or commonalities among the incorrect values?

• Did you face any challenges in making decisions about an aspect’s incompleteness?
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Aspect Specific Insights

• How did the AI handle subjective aspects like ’Style’ and ’Personalisation’, ‘function of space’? Were
there any instances where the AI’s interpretation matched or clashed with your professional judgment?

• And the Objective aspects like ‘Architectual elements’, ‘materials’, etc?

• Do you recall any interesting observations about any particular aspect?

Other Insights

• Imagine if a human interior designer performed this same task of Interior Design analysis of a room, for
they key aspects, providing insights in the same way of bullet points, how do you think their insights
would differ from the AI generated insights?

• What do you think about the AI’s knowledge of the field of Interior design?

Open Feedback

• Are there any other observations you would like to highlight regarding the AI’s performance or the
evaluation process?

Closing:

- Thank you so much for your time and valuable feedback. This is the last collaboration for my thesis
specifically, but if we learned anything from the results it is that the collaboration with domain experts is a
crucial on-going part of the AI development life cycle. So, I believe the need for your feedback and insights
is only going to increase henceforth. Hopefully this process is interesting to you as well. Thanks for all your
input so far and have a lovely rest of the day!

F.2 Post Evaluation Interview Semantic Codes
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Participant ID Quote Semantic Code
Participant 1 ”The overall experience to me, I evaluated the im-

ages was a bit daunting to be honest. It felt like
very repetitive.”,”Repetitive and Daunting Experi-
ence”

Repetitive and Daunting Ex-
perience

Pariticipant 1 ”It hadn’t like a lot of items in each subsection, and
a lot of the times it felt like very technical.”

Technical Language

Participant 1 ”It would have been easier to perhaps look at the
image and actually write things down.”

Enthusiasm to offer richer
Feedback

Participant 1 ”For example, I remember the part about sound
proofing or something like that, but that was like
way, way too technical for what we are normally
used to considering in the work we do.”

Overly Technical Aspects

Participant 1 ”When I don’t see the things in the picture, I
marked it incorrect.”

Visual Confirmation for Cor-
rectness

Participant 1 ”If it said something like traditional or cosy, and
then it was, the picture was more modern like the
style was modern, then we marked it as incorrect.”

Insight mismatch for incor-
rectness

Participant 1 ”If we said sloping ceiling or window, but I didn’t
see anything, then I said it, there is no sloping ceil-
ing or window.”

Obvious omissions for incom-
pleteness

Participant 1 ”There was that those were marked right, like there
was a it it was always written ohm.”

Correctness in Improvement
Suggestions

Participant 1 ”In the case of incompleteness, I can’t really re-
member, but it could have been, for example, this
that one I remember very well where there was like
a sloping ceiling.”

Recalling difficulty for specific
examples

Participant 1 ”I think it felt a bit more like a customer or some-
one with little interior design knowledge was eval-
uating a space and saying this room is cosy or this
room is if I would ask my aunt for example, how
would you describe this room?”

Layman Perspective

Participant 1 ”I think it performed better in objective elements
than in subjective.”

Better Performance in Objec-
tivity
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Participant ID Quote Semantic Code
Participant 1 ”I think AI complicating things a bit more than a

person have done.”
AI Over-complication

Participant 1 ”I think it would have probably cooked about more
emotional aspects and subjective things rather
than saying, oh, there’s a bed here because I think
certain things are obvious.”

Hallucinations related to emo-
tional and subjective aspects

Participant 1 ”I think it would also be nice to have, you know,
like the feedback session, it it can be like 5 days
afterwards, that’s fine.”

Indication of post evaluation
interview required

Participant 1 ”If it said something like traditional or cosy, and
then it was, the picture was more modern like the
style was modern, then we marked it as incorrect.”

Style contradiction

Participant 1 ”I’m not sure. Yeah, how that would affect. The
outcome of this, but otherwise. Yeah.”

Uncertainty about application
of the results

Participant 1 ”I would say maybe also five or six, yeah.” Mid-level domain knowledge
rating

Participant 1 ”No, not excellent. Excellent. That’s super happy
with this.”

Satisfaction with feedback
platform in comparison to
traditional methods

Participant 1 ”Maybe that’s the only thing that maybe, as I said,
I don’t, I don’t know how relevant that is.”

Uncertainty about relevance of
details

Participant 1 ”It doesn’t make so many mistakes or you know, ” Overall good performance
Participant 1 ”I was very good at quite good at lighting, even if it

was a bit low number here, but actually understood
that it was lacking light or those kind of things.”

Positive Performance on
Lighting

Participant 1 ”It performed poorly when it came to the time
lower the country or sometimes they would say
there’s a there’s a picture feature fixture in the ceil-
ing and there wasn’t anything because you could
actually not see this thing.”

Incorrect Identification of Ar-
chitectural Elements

Participant 1 ”And I also felt with sound, although it was very,
very technical, it was also quite good as well mark-
ing or, you know”

Positive Performance on
Sound

Participant 1 ”It sounds more like a task when you’re at school,
and maybe you’re a 10 or 8 years old and you have
to analyze things and then you’re just writing bul-
let points and then you repeat a lot of things be-
cause maybe your brain is not so evolved your your
rational thinking or whatever or analytical think-
ing.”

Repetitive terms used in anno-
tations

Participant 1 ”if you have a set of 20 spaces to analyze, you will
get bored of saying the same thing with all the
time”

Lack of creativity of an expert
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Participant ID Quote Semantic Code
Participant 2 ”I think also the language is not language that we

are, you know, connecting home furnishing to its
much more technical language.

Technical Language

Participant 2 ”Then I also miss maybe this soft feeling of the
home furnishing. Yeah. Yeah, being more emo-
tional part.”

Lack of emotional touch to the
language.

Participant 2 ”Also a lot of words that not IKEA, you know more
this simple two things to express things I think that
was very complicated in some way actually even if
you’re quite good at English anyway.”

Non-IKEA Terminology

Participant 2 ”Lighting was very more technical. I could say
there was a lot of phrases and things around that,
was also not maybe relevant.”

Irrelevant technical details

Participant 2 ”I can remember a lot of times where, for exam-
ple, window solutions I would say that there was
some pattern or some roller blind and there wasn’t
anything.”

Incorrect architectural ele-
ments

Participant 2 ”I think also this sound and those kind of things
also lighting was very more technical.”

Insights for sound and lighting
too technical

Participant 2 ”I felt that I very not very often actually felt this
is not completed.”

Rarely felt incompleteness

Participant 2 ”I think the objective elements it performed better,
even though sometimes it miss certain things or
maybe the message was a bit blurry.”

Better performance in objec-
tive elements

Participant 2 ”I felt it was quite good at color then I think there
was a very many similar so to say, color, yeah, it
was very the only pictures was very similar in the
way.”

Good Color Interpretation

Participant 2 ”But I would agree.Maybe six or something like
it performs well in my technical very technical
things.”

Moderate domain knowledge

Participant 2 ”So I think it was not about, you know, sockets and
technical all this stuff. They are both in the roof,
both in the wall. It said there was, but there was
nothing.”

Incorrect Technical Details -
Architectural Elements

Participant 2 ”I really like this picture and this simple things.” Positive Feedback on the plat-
form

Table F.1: Semantic codes of quotes from the post-evaluation interview with interior designers from
IKEA
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