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Abstract

Cyber attacks are considered a big threat to the business continuity of organizations.
Preparing and testing systems and people for these situations to take place is challeng-
ing due to their disruptive effect on business operations. This makes the preparation for
realistic cyber resilience scenarios difficult to achieve. This study shows the possibility of
using a Digital Twin-like solution to support and improve system capabilities for business
continuity management processes and how it can enhance the cyber resilience of organi-
zations. More specifically, a literature review was conducted on the topic from which the
insights initiated a design study to develop a conceptual digital model architecture which
can improve and integrate with three business continuity management processes: disaster
recovery, disaster recovery test and business impact analysis. We call this conceptual so-
lution the Resilience Digital Model Architecture (RDMA), which we have described using
Enterprise Architecture models. By implementing the RDMA, organizations can get more
insights into their IT interdependencies and reduce disaster recovery time in a disrupting
cyber-attack scenario.

Keywords: Digital Twin, Digital Model, Business Continuity Management, Cyber Re-
silience, Cyber Security, Rapid Review, Literature Review
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Chapter 1

Introduction

With the rise of Industry 4.0, new technologies enable increased automation, efficiency, and
productivity in manufacturing operations [70]. The interconnectedness of cyber-physical
systems continues to create new opportunities for businesses and industries but also in-
creases the threat landscape of organizations leading to increased vulnerabilities to cyber-
attacks [70]. As organizations embrace transformative technologies and digital advance-
ments, they must also become more cyber-resilient and prepare for incidents to occur.
One of the prime technologies Industry 4.0 offers is the Digital Twin (DT). Consequently,
research into this field has expanded greatly in recent years. In this study, we want to ex-
plore how this technology can enhance cyber resilience in the context of business continuity
management.

Preparation for and recovery from cyber incidents have always been core topics within
cybersecurity. There is no assurance that organizations will not suffer major cyber attacks,
as the field of information systems is constantly evolving and vulnerabilities and exploita-
tions are continuously being discovered. By preparing for cyber incidents, organizations
can minimize the impact of these incidents and recover more effectively. Business Continu-
ity Management (BCM) governs the steps that need to be taken to ensure resilience within
an organization and especially focuses on minimizing the impact of an adverse situation
by preparing for adverse situations to happen. BCM assures this by developing a Business
Continuity Plan (BCP) as a preparation method that states procedures, roles, responsibil-
ities, recovery methods, and tasks that must be taken after an incident or discontinuity.
Within cyberspace, BCM enhances cyber resilience (CR) to deal with cyber attacks. As
the number of malware attacks increases across various fields [64], BCM is starting to
receive more attention in the context of cybersecurity. The new European Union guide-
lines for countermeasures against cyber threats, the NIS 2 directive [20], also emphasizes
the importance of business continuity and incident handling as minimal countermeasures
against potential threats [20]. Organizations are constantly looking for ways to improve
their CR with new technologies.

One such technology that has been at the centre of attention is the Digital Twin (DT).
This is one of the prime technologies Industry 4.0 offers. DTs and comparable solutions offer
real-time insights into the behaviour and performance of physical objects or processes and
have been popularized in recent years. DTs are seen as virtual representations of real-world
counterparts, which can be an object, system, or process [11]. This technology reaches
across a broad spectrum of industries, including manufacturing, healthcare, aerospace,
automotive, networking, and education. As businesses implement this technology, they are
not only confronted with the associated cyber threats due to the increased threat landscape
but can also explore the potential of leveraging the DT to enhance their cybersecurity [34].
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To create a distinction between types of DTs, Kritzinger et al. [42] classifies three types. A
fully operational DT is defined by a bi-directional automatic data flow between the system
of interest and the digital virtualization environment [39]. A Digital Shadow (DS) is only
connected through a one-way automatic information flow from the system of interest to
the digital virtualization environment [42]. Lastly, a Digital Model DM does not have any
automatic data flow between the systems, and can also be seen as a simulation environment
[42]. This research will explore the capabilities of the DT, DS and DM in the context of
BCM and CR.

Northwave Cyber Security (hereafter: Northwave) is a company that aims to aid
medium to large-size organizations with intelligent cybersecurity services to protect them
against malicious actors, including CR services. The CR services guide companies to eval-
uate their cyber risks, implement plans in case of an incident and provide various exercises
based on the recovery plans to make employees more skilled in dealing with adverse sit-
uations. The team offers a wide variety of exercises and tests from plan walkthroughs
to semi-live exercises. Northwave also maintains a Computer Emergency Response Team
(CERT) that provides round-the-clock support for European customers who experience a
cyber crisis.

In this study, we initially aimed to understand how a DT, DM, and specifically a DS
can be integrated with BCM processes to enhance cyber resilience. This motivated us to
conduct a literature review on the key contributions that have been made in literature on
this topic. Note that the review will focus on the DS specifically, as a DT poses security
vulnerabilities itself [34] due to the direct ability to adjust the real-world system through
the DT. This is something that Northwave finds important to consider. As we want to
mitigate these concerns, the DS can be considered safer as it doesn’t need a direct ability
to adjust the real-world system. However, as these classifications are currently not adopted
by all researchers as later will be explained in chapter 4.1, all DT-related technologies will
also be considered to enhance the contribution of this research. This can be seen as the
first phase of the study. In the analysis of the results of this review, some research gaps
were found. These gaps were then used for the second phase of this study. It also became
clear from the literature review results that the DM has the best potential to improve BCM
processes. In the second phase, one research gap was chosen to investigate in more depth.
The chosen gap indicated that there were no studies found in the literature review that
showed the integration of one DM with multiple BCM processes. While taking stakeholder
goals into account and considering the time constraints of the researchers, we utilized the
identified research gap to initiate another research involving the integration of a DM with
three specific BCM processes instead of BCM as a whole. These three processes are the
business impact analysis (BIA), disaster recovery and disaster recovery test. In each of
the processes, a problem investigation was executed with the help of Northwave and their
knowledge and experience with real-world cases.

1.1 Problem statement

Now that we have discussed the research context, we can describe the problem in more
depth. Considering the first phase of the study, we want to investigate the state-of-the-art
on how a DT-related technology can enhance CR in the BCM. Related work has been done
to explore this work in a more general approach. General opportunities and challenges of
the DT for cybersecurity have been identified by Holmes et al. [34]. Allison et al. [1] takes
a deeper dive into Incident Response (IR) and has proposed an integration of the DT capa-
bilities into the National Institute for Standards and Technology (NIST) incident response
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life-cycle and framework for cyber-physical systems. This covers a great amount of work
delving into technical implications that can be considered as a sub-discipline of BCM but
does not cover BCM as a whole. As such, the framework does not include risk assessments,
business impact analysis, or defining alternatives to critical functions as preparation meth-
ods for discontinuities. Another study by Cali et al. [13] examines the benefits of DT for
smart cities and energy systems, including benefits towards cybersecurity and CR. Lastly,
Faleiro et al. [24] explores the literature on the use and concerns of DT for cybersecurity,
and proposes challenges and future directions toward the topic. These articles give a great
understanding of the possibilities and challenges that DT technology presents. However,
with the rapid development of the technological field and the importance of BCM, the
literature lacks a holistic view of the possibilities of utilizing the DT or DS to enhance CR
through BCM as a whole. A theoretical framework on the scope of this study and the
relation between these concepts can be found in section 2.5. Considering the research gap,
the first phase of this study aims to understand the current literature on the possibilities of
using a DS to enhance CR in the context of BCM with a Rapid Review (RR) and additive
Semi-Structured Interviews (SSI).

Now transitioning to the second phase of the thesis, we want to explore the opportunity
to improve BCM processes with a single DM design. In this design science study, we
chose three specific processes as mentioned before. These three specific BCM processes
were chosen due to the insights from Northwave on the possibility of improving certain
aspects with a DM. To explore the problems behind these improvement possibilities, we
investigated the problem context in more detail. Meaning that we wanted to understand
the process in more detail and what the exact problem is. We will explain each of the
problems briefly.

1.1.1 Disaster Recovery

The purpose of disaster recovery in the context of cybersecurity is to restore critical IT
infrastructure and operations following a major disruption or disaster to ensure business
continuity. The primary challenge that organizations face in this process is the time re-
quired to set up an isolated environment for the application recovery process. This envi-
ronment is required to eradicate the threat actor from a specific application while being
able to run applications that have already been through this process in the production
environment. Reducing the amount of time needed to set up this environment is critical,
especially in a ransomware scenario where every hour counts. Organizations struggle with
the implementation of repressive measures to speed up the recovery process. Additionally,
organizations often lack a clear understanding of which IT systems are needed to enable
critical business functions, leading to delays in recovery as this can take time to figure out.

1.1.2 Disaster Recovery Test

In a disaster recovery test, the main goal is to ensure that the recovery of critical business
operations aligns with the organizational objectives of this process after a disruptive event.
The test can be considered a success or failure, based on the specific objective of the test. In
either case, the evaluation can point out improvement steps that can be taken in the future
to further improve the capability to deal with disruptions. In a cyber security context, a
separate realistic testing environment needs to be created based on script requirements to
leave the production environment unaffected. This process is time-consuming and resource-
intensive, often resulting in tests that are not fully realistic. The limited resources available
mean that only small parts of procedures are tested, which diminishes the effectiveness of
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the tests. A more accurate and realistic test could improve the capabilities to reduce the
recovery time in a real-world scenario.

1.1.3 IT Inter-Dependencies

The main objective of the business impact analysis is to understand the dependencies of
critical business functions and to specify organizational business continuity requirements
for these functions. The challenge within the business impact analysis centres around the
complexity of identifying dependencies within the IT infrastructure. As many IT systems
can be dependent on each other, it is a complex process to accurately assess them which
creates potential knowledge gaps in disaster recovery procedures and risk assessments. Or-
ganizations often lack a comprehensive database of their IT infrastructure dependencies,
making it difficult to understand vulnerabilities and recovery requirements. This lack of
understanding can delay recovery times and makes evaluation of risks less accurate.

To try and improve these problem contexts, our objective is to design a conceptual digital
model architecture with enterprise architecture models.

1.2 Research Goals

To solve the problems that we just defined, we first need to define the goals of the research.
In this section, we take into regard both phases of the research. To understand what has
been done in literature, we need to investigate the state-of-the-art in this domain. Next,
as mentioned in section 1.1, we will investigate the possibility of designing a generalized
digital model to enhance various BCM processes. Specifically, this model will be evaluated
for its use as a recovery measure, a business continuity testing environment, and a tool to
enable more accurate BIA by assessing IT interdependencies. The following research goals
will be addressed:

1. Identify key-trends of digital shadows to bolster business continuity management in
the context of cyber security enhancing cyber resilience.

2. Identify and model the key processes involved in cyber recovery, business continuity
plan testing and business impact analysis.

3. Identify system requirements for a digital model that facilitates and enhances cyber
recovery, business continuity plan testing and business impact analysis.

4. Develop a conceptual digital model architecture that integrates with business conti-
nuity management processes.

5. Design a framework for implementing the digital model into disaster recovery, disaster
recovery testing and business impact analysis processes.

1.3 Research Questions

From the introduction, which provides motivation and justification for the research, a re-
search question can be composed. The main question that we are aiming to answer is the
following.
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MQ. How can a digital model support and improve business continuity man-
agement processes to enhance cyber resilience?

Answering the main research question will require us to answer multiple sub-questions.
First, we need to understand what the literature discussed about the use of DT/DS/DM
in the context of BCM and research the state-of-the-art on the subject. Studying all three
types will broaden our knowledge of the subject. This research question is exploratory
in nature and will provide insights into the usefulness of each technology. Initially, the
digital shadow was the main aim of the study, as explained in section 1.1 of this chapter.
However, a transition from DS to DM was made after the results of this first question were
analyzed.

SQ 1. What are the key trends on how a Digital Shadow can enhance Cyber
Resilience in the context of Business Continuity Management for Organiza-
tions?

Next, we are looking to investigate the three specific problems defined in section 1.1 in
more detail.

SQ 2. Why would organizations want to integrate a digital model into busi-
ness continuity management processes?
SQ 3. What are the key processes and components in a disaster recovery,
disaster recovery test and business impact analysis?

Lastly, the following research questions will address the design of the digital model for the
problem context and propose an integration into the problem context.

SQ 4. What are the requirements and key components of a digital model to
enhance business continuity management processes?
SQ 5. How can a digital model improve and integrate with disaster recovery,
disaster recovery test and business impact analysis processes?

1.4 Structure

The report is structured as follows. Chapter 2 provides a detailed background, covering
essential concepts of Cyber Resilience, Digital Twin, Business Continuity Management and
Enterprise Architecture. Chapter 3 describes the methodology employed in the research.
Chapter 4 presents the literature review findings, highlighting general findings, key trends
and research gaps. Chapter 5 dives into the problem investigation, discussing each part
of the problem statement in more depth. Chapter 6 introduces the proposed solution,
detailing the requirements, design choices, functional models, and architectural models to
explain the solution and how it improves the problem context. Chapter 7 validates the
proposed solution through expert opinions. Next, chapter 8 offers a discussion on study-
related topics and study limitations. Lastly, chapter 9 concludes the research by answering
the research questions and giving suggestions for future work.
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Chapter 2

Background

Before we can collect, understand, and analyze the articles that we will be studying, we
need to understand the context and define the theories and phenomena that are being
researched. This chapter will dive into three topics of the Digital Twin, Cyber Resilience,
and Business Continuity Management, and end with a conclusion on how these concepts
interact.

2.1 Digital Twin, Digital Shadow and Digital Model

The technology artefact we want to understand in this study is the DT. With the rise of
Industry 4.0, the concept of a real-time virtual representation of a physical object, system,
or process has been popularized. A DT was first described as a virtual representation of a
physical object or system, which is used to simulate, predict, and optimize its performance
in real-time [39]. The technology can be an enabler for organizations to gain insights,
optimize performance, and make informed decisions [39]. This concept was introduced by
Michael Grieves and John Vickers of NASA in 2003, and it has since been widely adopted
in various industries, including manufacturing, healthcare, and transportation [39].

To get a comprehensive understanding of the DT concept, a systematic literature review
was conducted by Jones et al. [39], which identifies 13 characteristics that many papers
have adopted. These include Physical Entity/Twin; Virtual Entity/Twin; Physical Envi-
ronment; Virtual Environment; State; Realisation; Metrology; Twinning; Twinning Rate;
Physical-to-Virtual Connection/Twinning; Virtual-to-Physical Connection/Twinning; Phys-
ical Processes; and Virtual Processes. The rate at which data flows from the physical to
the virtual system or the other way around is called the twinning rate, and the fidelity of
a DT depicts how realistic and trustworthy a DT is to its real-world counterpart. [39]

In recent years, researchers have tried to decompose the DT to distinguish different
types and specify definitions. For example, some papers describe a DT as lacking a con-
nection between virtual and physical components, while other authors do specify this con-
nection [39]. The study by Kritzinger et al. [42] attempted to create a distinction between
these specifications and was later recognized among researchers. To break down the DT,
the concepts of a Digital Model (DM) and a Digital Shadow (DS) emerged as subsets of
the DT based on different levels of integration [42]. Many researchers and practitioners are
not using the subsets as their research topic since the classifications have not been fully
adopted and presumably because the term ’Digital Twin’ is known more publicly. With
this in mind, Kritzinger et al. [42] try to classify the DT as follows:

A DM is a digital representation of a physical object that does not have any automated
data exchange with the physical object. Changes in the physical object do not directly
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Figure 2.1: DT categorisation by Kritzinger et al. [42] visualized by Andrade et
al. [2]

affect the DM, and vice versa. The data exchange is done manually. [42]
A DS goes a step further than a DM. It involves an automated one-way data flow from

the physical object to the digital object. Changes in the physical object lead to changes in
the digital object, but not vice versa. As disconnecting the virtual-to-physical connection
can be easily done, the DT can often be adapted to create a DS. [42]

A DT is the most integrated form of these digital representations. It involves fully
automated and integrated data flows in both directions between the physical object and
the digital object as shown in figure 2.1. Changes in the physical object directly lead to
changes in the digital object, and vice versa. The digital object, as shown in 2.1, can
also act as a controlling instance of the physical object. Using the term DT for both the
overarching concept and the automatic bi-directional form can be very confusing. [42]

Gu et al. suggest using the definition Digital Manager instead of DT for this sub-
classification to distinguish these concepts [31]. For this research, the explanation by
Kritzinger et al. [42] will be used as it specifies types of DT better.

In the context of cybersecurity, a frequently used reference within literature written by Di-
etz and Pernul [17] describes how the DT can be used for Industrial Control Systems (ICS)
security. Within this study, they tried to identify different modes of security operations a
DT can have. They did not include the suggested classification types of Kritzinger et al.
[42] to differentiate between types of DT. However, the descriptions imply that the modes
correspond to some classifications. They modeled these modes of operations in figure 2.2
and identified three:

The historical data analytics and optimization mode uses both real-time and stored
historical data for various analytical purposes and optimizations. By using techniques like
machine learning and artificial intelligence, it can detect anomalies, predict maintenance
needs, and forecast system health. It also serves as a tool for security purposes, detecting
potential security threats using historical data analytics. [17]

Simulation mode provides unique security opportunities as it is based on a model of
a real-world asset [17]. They allow for repeated tests, compress time intervals, and reveal
a system’s behaviour under a range of conditions [17]. These simulations can be used to
detect potential vulnerabilities and misconfigurations and test new components in a virtual
environment [17]. Using the categorization by Kritzinger et al. [42], we can identify that
the simulation mode corresponds to a DM as the description does not show an automatic
data flow between the twins.
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Figure 2.2: Digital Twin Security Operation Modes by Dietz and Pernul [17]

Replication mode uses specification data and real-world information to emulate the
behaviour and state of the real-world twin [17]. It allows for the detection of threats and
attacks [17]. Identifying divergences between the state of the DT’s replication mode and
the real-world state can reveal possible attacks or system failures [17]. We can classify this
mode of operation as a DS or DM, because it can automatically retrieve and use real-time
data, but does not send any information into the system automatically. However, this is
not always true, as it can also be characterized as a review of historical behaviour, which
would classify it as a DM rather than a DS.

2.2 Cyber Resilience

In this study, we aim to examine the application of a DT in enhancing an organization’s CR.
To identify areas for improvement, it is essential to gain a comprehensive understanding
of CR and explore strategies for enhancement.

Resilience is a broad concept used in various fields. In general, resilience refers to
the ability of a system, whether it’s an individual, a community, or an organization, to
withstand disruptions and return to a stable state after a disruption [9]. It’s closely related
to the capability of an element to adapt to turbulence and discontinuities [9]. However, the
precise definition of resilience varies depending on the scope and context of its application
[10].

Now transitioning towards the digital world, we apply the same way of thinking for
CR. CR, also known as cyber resiliency, is a specific application of the concept of resilience
in the field of cybersecurity [54]. CR is defined by the NIST as:

"The ability to anticipate, withstand, recover from, and adapt to adverse con-
ditions, stresses, attacks, or compromises on systems that use or are enabled
by cyber resources" [54].

This definition needs to be understood and adapted properly, for which frameworks can
offer guidance. The concept has gained attention in the last decade, leading to the de-
velopment of various CR frameworks [60]. NIST Special Publication 800-160 [55] defines
the goals and objectives of CR for guidelines in cyber resilience engineering. These were
adapted by The MITRE Corporation in their Cyber Resiliency Engineering Framework
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[10], which illustrates the goals at the top and objectives on the bottom in figure 2.3.
The objectives serve to accomplish the goals. They also described various techniques that
can be employed to fulfil the objectives within their framework, though these details are
beyond the scope of this research.

Figure 2.3: CR goals (top) and objectives (bottom) [10]

The goals are explained as follows:

Anticipate: This involves maintaining a state of preparedness to prevent compromises
to mission/business functions resulting from adversary attacks. The key objectives are
to predict, prevent, and prepare for attacks. This requires organizational capabilities to
obtain and analyze threat intelligence, monitor the mission environment for adversary ac-
tivity, and prevent attacks from being executed. Prevention tactics include basic security
hygiene, system adjustments to reduce the attack surface, and preparing alternate cyber
courses of action conducted by cyber defenders. [10]

Withstand: This goal involves continuing essential business functions despite a successful
attack by an adversary. The goal is to fight through an attack or maintain functionality
amidst adversary actions. This requires maintaining minimal essential capabilities even in
a degraded or alternative mode and working to contain the threat and defeat adversary
activity. [10]

Recover: This goal is about restoring mission/business functions to the maximum ex-
tent possible after a successful attack. The objectives are to determine damages, restore
capabilities, and determine the degree of confidence that can be accorded to the restored
capabilities. Damage determination involves forensic analysis and coordination with exter-
nal organizations if necessary. Restoration can involve rolling back to a known acceptable
state or recreating capabilities. [10]

Evolve: The final goal involves changing missions/business functions and/or the sup-
porting cyber capabilities to minimize adverse impacts from actual or predicted adversary
attacks. This involves transforming existing processes and behaviour and re-architecting
systems in response to changes in the threat environment, the system environment, and
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the technology environment. [10]

While this framework provides a thorough explanation of the goals and objectives of CR,
Northwave adapts a different approach. Even though they agree with the CR definition
mentioned above by NIST [55], the Cyber Resilience Team focuses on the ability of orga-
nizations to endure and recover from threats effectively. In contrast with the framework
by NIST [55], Northwave splits CR into two sub-fields: the capability to withstand a cyber
threat and the capability to endure and recover from a cyber incident or crisis (stated as
"weerbaarheid" and "veerkracht" in Dutch) [53]. While Northwave as a company provides
clients with the capability to withstand difficulties and adverse situations [53], the CR team
focuses on enduring and recovering from a cyber incident. In their white paper about CR,
they define enduring and recovering as the:

"ability to face and cope with adversity, adapt to change, recover, learn, and
grow from cybersecurity incidents and crises"

The major difference is that the framework by the MITRE Corporation [10] puts the goals
in terms of phases in CR (where for example the preparation for recovery is put into the
anticipate phase), while Northwave separates CR into the two subjects of withstanding
and endurance and recovery [53].

Tracking back to the core definition of resilience, two main business goals can be rec-
ognized. The ability to resist or not be affected by an adverse situation, and the ability
to reduce the impact of an adverse situation when it does occur. This logical reasoning
resonates better with the separation of the concept by Northwave, rather than the four
goals of NIST [55] and the MITRE corporation [10].

2.3 Business Continuity Management

To scope down how CR can be improved, this study will focus on the context of BCM.
The use of the term BCM has had a long history of different definitions and implications
[32]. The first task one should answer to understand BCM is the implication of Business
Continuity (BC), which can be broadly addressed in ISO 22301 [36] as the

"capability of an organization to continue the delivery of products and services
within acceptable time frames at predefined capacity during a disruption" [36].

The 2010 study authored by Tammineedi [67], which is often referred to in literature, out-
lines a structured methodology for designing a BCM system offering a consistent approach
for organizations. This paper provides a deeper understanding of the British standard: BS
25999-2 [12], which for a long time was the main standard that was used in the BCM field
[32]. Later on, the International Organization for Standardisation (ISO): ISO 22301 [36]
replaced the original BS 25999-2 [12], and built upon the fundamentals of that the British
Standard Institution started [38]. In the ISO 22301 [36], BCM is defined as the

“the holistic management process that identifies potential threats to an organi-
zation and the impact those threats, if realized, can cause on business opera-
tions, and provides a framework for building organizational resilience with the
capability of an effective response that safeguards the interests of key interested
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parties, reputation, brand and value-creating activities” [36].

This definition is very broad and Galaitsi et al. [26] suggest it "seeks to protect against,
reduce the likelihood of the occurrence of, prepare for, respond to, and recover from disrup-
tions when they arise". The inclusion or exclusion of certain phases and areas is disputed
amongst researchers [26], although this definition or very similar definitions are accepted
and used widely among scholars [47]. In the Good Practice Guidelines (GPG) Edition 7.0
about BCM by the Business Continuity Institute (BCI) [68], they exclude the reduction
of the likelihood of the occurrence of an incident in their description of BCM.

From the perspective of one of the key stakeholders, Northwave, another definition is
given. They define BC as the "ability to survive and restart, or to continue providing
services/products (at a minimum acceptable level) in the face of a serious sudden event".
Northwave illustrates the definitions in figure 2.4, where it also shows the difference and
correlation between IR, Crisis Management (CM), and BC. While these phases are sepa-
rated in this figure, they should be considered highly correlated.

Figure 2.4: Three streams during cyber incidents [53]

According to Northwave, BCM is defined as follows:

"The organization’s ability to have a proper understanding of the impact inci-
dents/crises will have on key processes and to continue the delivery of products
or services at an acceptable, predetermined level after a disruptive incident"

This definition also implies that BCM excludes the reduction of the likeliness of cyber inci-
dents, and is mainly aimed towards the preparation for and recovery from cyber incidents.
BCM ensures awareness and resiliency when an incident takes place, providing personnel
and systems to be prepared for a speedy recovery of the business practices.

Within BCM literature, various frameworks have been developed that provide procedu-
ral guidance for creating plans that prepare for, respond to, manage, and recover a business
from any disruptions [25]. They are designed to be adaptable, usable, and beneficial based
on an organization’s existing asset and process landscape [26]. It is also suggested that re-
searchers mainly focus on the preparation for incidents, rather than the response to them
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[47]. However, few frameworks define the components and activities that take place in
BCM. The ISO 22301 [36] standard offers a framework that describes the key considera-
tions of BCM that need to be taken care of, but it does not provide a holistic overview
of the activities. The paper by Russo et al. (2022) [56] tries to tackle this problem by
developing a framework to describe the BCM components that are relevant to be able to
develop a BCP. Figure 2.5 presents a model including the components and how they in-
teract [56]. Russo et al. (2024) [57] additionally executed a systematic literature review to
develop a comprehensive framework for the multidisciplinary evaluation of organizational
maturity on Business Continuity Program Management to further develop and validate
their initial model. In the systematic literature review, Russo et al. (2024) [57] present
an updated model, including all the main components that were extracted in the review,
which is shown in figure 2.6. This model will be used as a basis which will be used to
describe where technologies can enable the components.

Figure 2.5: BCM Components in the proposed BCM methodology by Russo et
al. (2022) [56]

The initial phase (that can be found in figure 2.5) involves gaining administrative support
and forming BC teams while developing an understanding of the organization’s structure,
operations, and risks. The second phase identifies BC strategies to enable suitable re-
sponses for each business process or activity. The third phase focuses on developing and
implementing a BCM response, analyzing alternatives to critical functions, and defining a
robust response to manage incidents. The final phase exercises, maintains, reviews, and au-
dits BCM and BCP solutions. This enables the organization to assess the implementation
of its strategies and plans and identify areas for improvement. [56] [57]

These phases are based on the framework by Hiles [3], which describes these phases in
a model for the BCM life-cycle, shown in figure 2.7. One may notice that the life-cycle
includes a step from the fourth phase to the first phase, which is not included in the
framework by Russo et al. (2024) [57] in figure 2.6. The BCP-focused perspective of the
framework could explain this issue. It emphasizes the development of one BCP, which halts
before the creation of a new BCP development cycle. However, the life-cycle by Hiles [3]
does not clarify whether significant organizational change should prompt the development
of a new BCP, or if it should trigger a reassessment of the existing BCP, incorporating
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Figure 2.6: BCM Components by Russo et al. (2024) [57]

insights from the organizational change. Some might suggest that the framework by Russo
et al. (2024) [57] should include a process flow from phase four components back to phase
one components. This will not be validated or implemented within the scope of this study.

Figure 2.7: BCM lifecycle by Hiles [3]
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Russo et al. [56][57] explained the BCM components in the following way:

Phase 1

Understanding the organization: This involves a detailed analysis of the operational
environment, services, products, and dependencies. By investigating the organization’s
resources, processes, and interdependencies, an understanding of how the organization
functions can be understood. This also shows where potential vulnerabilities may lie,
which can be explored in the risk assessment. [56][57]

Risk Assessment: In the systematic literature review by Russo et al. (2024) [57], the risk
assessment component is found most often in literature. This process involves identifying
potential risks that could interrupt the organization’s operations. analyzing these risks in
terms of their potential impact, and assessing their likelihood is the most used approach.
This component is narrowly related to the business impact analysis component, as they
feed each other to gain more insight. [56][57]

Northwave noted that they always conduct a risk analysis and a business impact anal-
ysis together, never only one of the two.

Business Impact Analysis: Business impact analysis is a systematic process to identify
and prioritize critical business functions. It also determines the potential impact if those
functions become unavailable due to a disaster or disruption, providing insights into what
resources need to be maintained and within what time frame. [56][57]

Risk assessment and business impact analysis have a clear relationship as stated by
Torabi et al. [69]. Their results are jointly used to develop business continuity plans to
manage identified risks. In other words, the outputs of business impact analysis, such as
critical business functions (activities essential to business operations), dependencies (among
systems, people, data, access in buildings), risk appetite (how much risk are you willing to
accept), Minimum Business Continuity Objective (how much do you aim to produce during
disruption), and Maximum Tolerable Period of Disruption (how long can a disruption take
before irrecoverable losses), are used together with the results of risk assessment to prepare
the most suitable response plans. These can then be used as guidelines to understand the
impact of risks. [69]

Noticeably, Northwave defines different BC requirements which are based on Good
Practices Guidelines 7.0 by the Business Continuity Institute [68] than Torabi et al. [69].
Although very similar, two other requirements were added. As depicted in figure 2.8, there
are four requirements defined which will be used throughout this research.

• Maximum Tolerable Period of Disruption (MTPD) is the maximum duration of a
disruption to production or service after which the organisation considers the damage
to be unacceptable.

• Maximum Tolerable Data Loss (MTDL) is the maximum acceptable time that data
can be lost before the business is impacted.

• Recovery Point Objective (RPO) is the amount of data which, in a time period,
is acceptable to lose after recovery from an incident. This should be shorter than
MTDL to ensure it is not reached.

• Recovery Time Objective (RTO) is the time period after a disaster in which pro-
duction, services or activity must be resumed, or resources must be restored. This
should be shorter than MTPD to ensure it is not reached.

14



Figure 2.8: Business Continuity Requirements by Northwave

Phase 2

BCM Strategy: The BCM strategy is defined in many ways. Mostly, it includes defining
a comprehensive set of procedures designed to protect critical business resources. This
strategy is informed by the risk assessment and business impact analysis, and it outlines
which kind of procedures should be set up to enable an organization to respond to and
recover from disruptions. A strategy can outline what kind of plans need to be made like
the Crisis Management Plan, Disaster Recovery Plan, or BCP. The activity also constructs
a high-level recovery and business continuity strategy that guides what kind of IT strategy
and alternative to critical function will be used to minimize the impact of a cyber incident.
[56][57]

Although not explicitly described in either article by Russo et al. [56][57], we would
also expect this strategy to provide guidelines towards long-term improvements for alterna-
tives to critical functions, how often the BCP should be updated, and an exercising strategy.

ICT Strategy: Given the importance of IT in organizations, the IT Strategy is an integral
part of the BCM plan. It ensures that technological development and digitization are
incorporated into the organization’s BCM strategy. It focuses particularly on maintaining
the availability and integrity of critical ICT systems and data. [56][57]

Phase 3

Alternatives to critical functions: This involves identifying and implementing alter-
native solutions to ensure the continuity of critical business processes in the event of a
disruption. This could include designing optional secondary processes, selecting substitute
technologies, or outsourcing certain functions. [56][57]

BCP Design and Implementation: This stage involves drafting a detailed specifica-
tion of the BCP. The BCP contains all the steps and procedures the organization needs
to follow to recover from a disruption. Scenarios of unexpected situations, whether in-
cidents, disasters, or crises, should be described in the BCP. With these scenarios, the
initiation, contingency actions of teams, and use of technological systems should be pre-
defined. These unexpected situations should only be handled when the assessed cost of the
risk is higher than the potential cost it will take to handle this situation. Furthermore, a
BCP should be simple, clear, unambiguous, and comprehensive. [56][57]
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Northwave mentions that the implementation should not be part of this component, as
they argue a BCP is only actually implemented when it is tested and exercised. They define
the implementation as a finalized status of the BCP, where the plan should be designed,
exercised, and adapted.

Phase 4

BC Training: This component involves developing and implementing awareness and
skill-building programs to ensure that all staff members are prepared to execute the BCP
when required. This component focuses more on the capabilities of a staff member to
execute procedures that are required in a BCP, rather than exercising with a BCP or
testing whether certain pre-defined goals can be acquired (like a certain recovery time in
a scenario). [56][57]

Northwave also defines resilience training as the "training of certain skills and be-
haviour".

BCP Testing, Maintenance, and Analysis: This is an ongoing process where the
BCP is regularly tested, updated, and improved to ensure its continued effectiveness and
relevance to the organization’s evolving needs and circumstances. This process is crucial for
identifying gaps in the plan making necessary adjustments and raising awareness amongst
the BC teams. Successful tests will make BC teams confident in their strategy. The
description by Russo et al. also uses the terms exercising, testing, and simulating as ways
to conduct this component. [56][57]

Northwave describes exercising as "the simulation of a situation to let people act within
the scope of the exercise and learn to orient, work together or experiment" and testing
as "the testing of a workflow and/or procedure to evaluate on which components the
participants are sufficiently exercised or insufficiently exercised". Examples within the
context of Northwave are tabletops, simulations, semi-live exercises, and disaster recovery
tests.

2.4 Enterprise Architecture

Enterprise Architecture is a strategic discipline that investigates and models business pro-
cesses, information systems, and enterprise goals. This involves the principles, methods,
and models that guide the design and implementation of enterprise systems. These enable
organizations to respond effectively to changes in business environments and technological
advancements. Primary processes are the visualization, analysis, and documentation of
enterprise structures and processes that facilitate business improvement processes. [62]

To create understandable and insightful representations of these structures and pro-
cesses, various institutions created EA modelling languages. EA modelling languages are
formal notations used to represent enterprise architectures, which can assist with decision-
making [62]. These languages provide the tools to map complex systems and their inter-
dependencies.

Enterprise architecture frameworks provide the methodologies and tools necessary to
create and maintain these blueprints. These frameworks offer a structured approach to
documenting and analyzing an enterprise’s architecture, ensuring consistency, clarity, and
comprehensiveness. They facilitate communication among stakeholders, support decision-
making processes, and promote best practices in architecture management.

One of the most prominent EA modelling languages is ArchiMate. ArchiMate is an
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open and independent modeling language for enterprise architectures, developed and main-
tained by The Open Group. It offers support for a multi-layered approach that addresses
different parts of an enterprise. It is designed to provide a clear and comprehensive way
to describe, analyze, and visualize the relationships among business domains, based on
the TOGAF framework as shown in figure 2.10. In their approach, three main layers and
three main aspects are involved. This is the core framework, where ArchiMate includes
the following core layers according to the specification [5]:

Business Layer: This layer represents the business processes, organizational units, busi-
ness functions, and business objects that make up the operational landscape of an orga-
nization. It captures how the business operates and how different elements within the
business interact with each other.

Application Layer: This layer focuses on the software applications used within the
organization. It maps out the various applications and how they support different business
processes, and it identifies the interactions between different software applications.

Technology Layer: This layer is concerned with the technology infrastructure of the
organization. It details the hardware, communication networks, and software platforms
(like databases and operating systems) that underpin the application layer and facilitate
the business layer.

Across these layers, the framework defines three core aspects that describe the type of a
certain structure according to the specification [5]:

Active Structure Aspect: This describes the structural concept of an organization, in-
cluding the business actors or application components.

Behaviour Aspect: This captures the behaviour of an organization, such as business
processes or application functions.

Passive Structure Aspect: This represents the objects (business, data, or technology)
that the behaviour acts upon.

As an extension to the core framework, ArchiMate added a strategy layer, implementation
& migration layer, and motivation aspect in their full framework, which is depicted in
figure 2.9. In this research, we will mainly be using the complete framework to explain the
processes behind the problem contexts and proposed solution architecture.

The ArchiMate framework has many components that explain a certain behaviour. In-
teraction between these components can also have different meanings, which are explained
by various types of arrows indicating a certain relationship. A detailed explanation of each
component and relationship can be found in their specification [5]. For the purposes of
this report, a summary and overview of these components and relationships can be found
in appendix E.

2.5 Conclusion

Concluding, BCM and CR are interrelated concepts, where the DT might offer enhance-
ments that play a critical role in the era of Industry 4.0. CR, the capacity to withstand,
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Figure 2.9: ArchiMate Full Framework [5]

Figure 2.10: Correspondence between ArchiMate Language and the TOGAF
ADM [5]

endure, recover from, and adapt to cyber threats or incidents can be strengthened using
BCM. BCM focuses on managing the minimization of the impact of business interruptions
using various activities. It does not necessarily focus on prevention or reduction of the
likelihood of incidents but rather focuses on the results in the case of a disruption. To con-
ceptualize these interactions, the theoretical framework shown in figure 2.11 was created.
Understanding these concepts and their interactions is important for the decision-making
process for effective strategies to deal with potential cyber threats. In this study, we will
be focusing on minimizing the impact of a CI. In other words, we want to evaluate how a
DT can enhance BCM activities in a cyber context to enhance CR.

In the theoretical framework, we use the explanation of Northwave on the concept of
CR as mentioned in section 2.2 to explain how this relates to BCM. Although CR can be
explained as a capability to show a certain behaviour, and BCM is aimed towards a process
that manages certain abilities, their goals can be aligned. BCM governs the processes that
need to be taken that enable the ability to endure and overcome discontinuities like cyber
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Figure 2.11: Theoretical framework of the study context relating BCM, CR, and
the DT technologies

incidents or for example fire hazards. Differently, CR is focused solely on cyber threats
with goals to withstand, endure and overcome these threats. The overlap is in the ability
to endure & recover from a cyber incident or cyber crisis. This ability can then be divided
into many sub-abilities as shown in the framework. Finally, as this the main area of interest
for this research, we are studying the possibility of using the DT, DS, and DM to enhance
the ability to endure and recover from cyber incidents.
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Chapter 3

Methodology

Having established the background context of the research topic, we now turn our focus
to the research design and methodologies of this study.

3.1 Research Design

As stated in the introduction, the objective of this research is to explore the possibility of
using a DM to enhance BCM processes and, consequently, improve CR. To begin this
project, we conducted a literature review to explore the key contributions in existing
research. This review offered a comprehensive understanding of the research context and
highlighted gaps that served as the problem context for the second part of our study.
Together, these two parts contribute to addressing the main research question MQ.

In summary, this research is structured in two main parts:

Literature Review: The first phase involves a descriptive study to assess
the current state-of-the-art in the field. This review identified research gaps,
which led to the next phase of the study.

Design Study: The second phase involves developing a conceptual digital
model aimed at improving three specific BCM processes.

The methodologies employed in both phases of this research will be detailed in the following
sections.

3.2 Literature Review

In the literature study, a primarily descriptive methodology was adopted. Specifically,
the research was conducted in the form of a Rapid Review according to the methodology
authored by Cartaxo et al. [14]. The research aims to explore what literature exists
about how DTs, DSs and DMs can enhance BCM processes. Instead of a systematic
literature review, the study opts to perform a rapid review due to time constraints and
the specific context within Northwave. Rapid reviews provide quick evidence to address
practical problems efficiently, which aligns well with the objectives and constraints of the
researcher. As the research subject is quite new, grey literature was also involved in the
rapid review.
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3.2.1 Rapid Review

In software engineering, rapid reviews (RRs) serve as quick secondary sources of evidence
for practitioners. In contrast with comprehensive systematic literature reviews, RRs are
designed to address practical issues promptly and often arise out of immediate needs [14].
In this study, an RR was selected over a systematic literature review because the specific
focus of the study is on the practical problems facing a cybersecurity company. The RR
methodology was chosen with time limitations in mind so that prompt insights can be
provided to effectively address the identified problem. Unlike systematic reviews, which
require a careful and time-consuming approach, RRs have a streamlined process that allows
for rapidly collecting relevant information and informing decisions [14]. In this regard, RR
methodology suits well Cartaxo et al.’s [14] objectives and constraints.

Parsifal, a web-based software application, was used to facilitate the structured execu-
tion of the RR. Parsifal is tailored to support researchers engaged in Software Engineering
Systematic Literature Reviews [48]. Furthermore, Mendeley served as a library for organiz-
ing papers and references, and Notion was used as a comprehensive project management
toolkit.

Research Objectives and Research Question

The PICOC (Population, Intervention, Comparison, Outcome, Context) method has been
applied to define the research question and search criteria for this research described by
Wohlin et al. [74]. As this study specifically examines the DS technique, there is no direct
comparison with other intervention methods. Therefore, the comparison field is not ap-
plicable in this context. This research aims to evaluate whether organizations can achieve
CR by implementing the DS intervention within the context of BCM. It is important to
note that this research is conducted within the broader context of BCM, which emphasizes
the importance of maintaining uninterrupted operations and mitigating potential disrup-
tions caused by cyber threats. Therefore, the target population for this study consists of
‘Organizations’ operating in various industries. The primary focus of this research will
be on evaluating the possibilities of the intervention method known as ‘Digital Shadow ’
in enhancing ‘Cyber Resilience’ within a company in the context of ’Business Continuity
Management and Cybersecurity ’.

Based on the PICOC methodology, the research question has been formulated as fol-
lows:

SQ.1: How could a Digital Shadow enhance Cyber Resilience in the context of
Business Continuity Management for Organizations?

Search Strategy

The search strategy aims to cover a broad amount of literature speedily [14]. This means
that the search query and database selection will need to be optimized to extract a narrow
amount of results while still covering most of the important papers [14]. The risk that some
relevant papers will be excluded, will be taken as a consideration and limitation. Next to
this, Northwave also recommended searching for grey literature on this subject. Within the
cybersecurity industry, companies and institutes can provide valuable and new insights,
where research can lag behind or primarily show positive results due to publication bias
[74]. The research question covers multidisciplinary fields, and therefore Scopus, and Web
Of Science were selected as academic databases. Next to this, Perplexity has been selected
as the search engine to search for grey literature.
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Perplexity AI is an artificial intelligence (AI) tool that serves as both a chatbot and
an intelligent search engine [50]. It employs advanced natural language processing and
machine learning techniques to comprehend and address user queries conversationally [50].
Its purpose is to deliver accurate and informative responses by searching the internet for
real-time, relevant information [50]. However, it is important to acknowledge that while
Perplexity AI can be a valuable tool in the literature search process, it is essential to
validate any article citations generated by the AI using reliable sources and to critically
review the generated text.

Generative AI tools continue to be developed, and continuous reviews of newly devel-
oped AI tools are hard to keep up with. Perplexity AI is one of the newest tools that is
not comprehensively reviewed in academic research. The objectives of the tool promise
to be very interesting for a grey literature search strategy. Especially in the context of a
RR given its timely nature. In this paper, Perplexity AI will be tested as a grey literature
review search method and results will be reviewed.

To develop the query, the PICOC methodology was utilized. With the PICOC method-
ology, the target population, intervention method, and enhanced outcome are used [74].
Synonyms for each of the definitions were added to the search query to enhance results.
As mentioned in chapter 2.1, the concept of DS is not used widely yet. This is why the
term DT was used in the query, and the results of the DT and DM will be evaluated as
well. Various variations of queries have been tested to evaluate the amounts of results
and the type of results. After some iterations, a few topics were discovered that were not
relevant to the goal of this research. These topics were added to the exclusion criteria,
including mobile communication, virtual reality, and virtual environment. These topics are
conducted towards their research fields, with mobile communication focusing on communi-
cation technologies, virtual reality focusing on incident prevention education, and virtual
environment on the technical field of DT development. The following search queries were
used within the different libraries.

Scopus: TITLE-ABS-KEY(( "Organization" OR "Company" OR "Enter-
prise" OR "Entity" OR "Industry" ) AND ( "Digital Twin" OR "Digital
Shadow" ) AND (”Cyber Resilience” OR "Business Continuity" OR "Cyber
Security" OR "Cybersecurity" OR "Incident Response") AND NOT ( "Mobile
communication" OR "Virtual Reality" OR "Virtual Environment" ))

Web of Science: TOPIC:((Organization OR Company OR Enterprise OR
Entity OR Industry) AND (”Digital Twin” OR “Digital Shadow” ) AND (
“Cyber Resilience” OR "business continuity" OR "cyber security" OR cyber-
security OR "Incident Response") AND NOT ( "Mobile communication" OR
"Virtual Reality" OR "Virtual Environment" ))

Perplexity AI: "How could a Digital Twin enhance Cyber Resilience in the
context of Business Continuity Management for Organizations?"

The search queries that were used for Scopus and Web of Science are identical, although
their syntax is different due to each library utilizing a different querying language. On the
contrary, as Perplexity is a chatbot search engine, we needed to feed it questions to receive
proper results. After testing some queries, we discovered that the chatbot can confuse
synonyms and produce confusing results. So, to keep the query straightforward, while still
including every part of the PICOC methodology, the above-mentioned question was used.
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Figure 3.1: Rapid Review Methodology process
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As a final note, the term "Digital Twin" was used instead of "Digital Shadow", as the DT
is the most widely used term to describe the technology.

Inclusion and exclusion criteria were also defined to remove irrelevant papers as men-
tioned in the methodology [14]. First of all, the papers need to be written in English to
be able to be read and the papers need to be published in the last six years (from 2017
onward) to remove outdated material. The concept of the DT is very new, and due to the
continuous advancements in technology, the last six years should include the most relevant
papers. Papers that fall into the categories of retracted material, editorial material, or are
inaccessible to the University of Twente will be excluded. Next to this, exclusion criteria
exclude papers that are not in the context of this research and papers that do not use
the DT technique or do not enhance CR. The inclusion and exclusion criteria are listed in
table 3.1.

Inclusion Criteria Exclusion Criteria
English language studies Article not in the context of BCM
Studies published in the year 2017 onward Article not in the context of Cybersecurity

Article does not propose a DT solution
Article that are not accessible with the
University of Twente library
Editorial material
Retracted publications

Table 3.1: Inclusion and exclusion criteria used in rapid review

Selection Procedure

The resulting papers from the query that was defined in the previous phase need to be
examined to identify if they are relevant and contributing to the research question, or if
they can be excluded from the research [14]. Based on the defined inclusion and exclusion
criteria concerning the research goals, the relevance of a paper is evaluated and will be
included or excluded accordingly.

The selection procedure consists of three substeps to reduce the number of papers on
which data extraction will be conducted. Cartaxo [14] mentions that many papers might
be lost if the first round only includes reading the title. For this reason, we opted to read
the title, abstract, and keywords in the first substep to increase the accuracy of the review.
In the second substep, the papers were screened to evaluate their relevance in more detail.
In the last round, the paper was read whole, where the data was also extracted to increase
time efficiency.

The query resulted in 130 articles in Scopus and 52 articles in Web of Science. Next
to this, 22 results were considered from Perplexity AI. After putting them in a list, 45
duplicates were found resulting in 159 articles. These articles were assessed if they were
relevant to the research question in two rounds. The first round included reading the
abstract, title, and keywords and the second round included a screening of the article.
After the first round (reading the title, keywords, and abstract), 111 articles were rejected
and 48 were selected. After the second round (screening the article) 19 were rejected and 29
articles were selected to be read more thoroughly to extract data. Lastly, during the next
step, data extraction, every article was read completely and 6 more articles were rejected
as a consequence.
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Data Extraction

Following the selection phase, the data extraction phase involved reviewing and analyzing
the selected papers to identify key findings and insights [14]. Data was extracted from
the literature, including each study’s problem, objectives, solution, challenges, limitations,
recommendations, and contributions to various components of BCM.

Next to this, as mentioned in subsection 2.1, not every researcher has adopted the
classification by Kritzinger et al. [42]. To ensure we have a correct understanding of the
article and its contribution, we want to identify if the actual solution is a DM, DS, or DT.
This was a challenging task. As the classification differentiation focuses on the difference
between automatic and manual twinning, we needed to define where we extracted this data
from. While reading the articles, often conceptual models of systems did not show whether
a twinning connection was updated manually or automatically. This is why we classified the
types as follows. The classification was adopted when both virtual-to-physical and physical-
to-virtual connections were stated to be automatic or manual in text. If this was not the
case, the article was labelled as "Not explicitly defined in description by the author(s)".
Sometimes, the classification method is mentioned in the background knowledge subsection
of an article, however not adopted throughout the rest of the article. In these cases, the
text should still clearly state the connection types to be classified accordingly.

The next challenge was that some articles did propose a solution to the problem context
with a certain type of DT but only proposed it as an idea without a conceptual framework
to validate the approach. To differentiate these contributions, we identified whether an
article created a conceptual model or implementation of the solution architecture. The
articles that did not do this, were often literature reviews that propose a solution without
thorough research on the solution at hand.

3.2.2 Semi-Structured Interviews

Since the RR may not have captured all significant papers in the field, we employed Semi-
Structured Interviews (SSI) with experts on the topic as an additional methodology to
ensure that every relevant paper with high importance is included in this research. Figure
3.2 can be found in how the SSIs relate to the RR, showing that the SSIs were conducted
for the RR. These SSIs were conducted following the proposed framework by Kallio et
al. [40]. The SSI methodology is a versatile and flexible data collection method that can
be used in various contexts [40]. Due to the amount of literature that was found in the
RR, and the exploratory nature of this study, the SSI methodology is a sufficient way to
extract data from the experts. The goal of this methodology is to find important articles
that were not captured by the RR methodology on the topic of this research. this goal
doesn’t require a rigorous, detailed approach, making SSIs well-suited for the task. [40].

Retrieving and utilizing the previous knowledge

To be able to retrieve appropriate information from the SSIs, background knowledge about
the subject is needed to be able to set up adequate questions [40]. Two types of previous
knowledge were required before starting this methodology. First of all, a general back-
ground context on the processes and technologies of this research topic should be acquired
[40]. This was done before this study and described in chapter 2. The second knowledge
that should be acquired is the articles that were selected in the RR study [40]. This is why
this methodology was only started after both of these knowledge requirements could be
answered. This also ensured that there was sufficient knowledge on the topic to develop
the SSI guide.
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Figure 3.2: Literature collection process

Formulating of the preliminary interview guide

The development of the SSI guide was quite straightforward, as the goal of the SSI is clear
and simple. One challenge that needed to be addressed, was that the interviewee would
need time to read through the articles that were already discovered in the RR and would
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need time to search for articles that were not included in the RR. This is why the list of
references for the RR-selected articles was sent to the experts beforehand.

Pilot testing

After the development of the interview guide, the guide by Kallio et al. [40] states that the
guide needs to be tested before it can presented. The pilot testing of the interview guide
was done through the expert testing technique. This was executed as a discussion with a
colleague at Northwave. After the discussion, questions were adapted with the feedback
accordingly.

Presenting the complete interview guide

To extract data, three experts were interviewed in this methodology. Two of the partici-
pants were selected due to their academic experience with the topic at the University of
Twente, and one person as a business practitioner was selected at Northwave.

Data collection

First, the articles needed to be analyzed to decide whether they were relevant for this
study. If this would be the case, the data extraction method would be started in the same
manner as the RR. In total, two articles were extracted and both were accepted for data
extraction after analysis.

3.3 Designing a Digital Model Solution Architecture

The second part of this research paper addresses a design problem. Given this context, we
need to choose an appropriate research design methodology to add structure and scientific
foundation to the research. There are several design science methodologies for information
systems. Specifically, the Design Science Research Methodology by Peffers et al. [49] and
the design science methodology by Wieringa [73] are popular amongst researchers within
the field of information systems. Where Peffers et al. [49] provides a six-step iterative pro-
cess with a general structure focused on developing and implementing a solution, Wieringa
[73] proposes a more thorough four-step guideline with knowledge questions as a basis. As
this research is still quite exploratory, the methodology by Wieringa [73] was chosen as it
better suits design studies that try to answer exploratory problems. The design science
methodology by Wieringa [72] provides three main steps: problem investigation, treatment
design and treatment validation. It can be extended into the engineering cycle defined by
Wieringa [73] with the inclusion of treatment implementation and implementation evalua-
tion. The engineering cycle does not apply to this research, as the implementation phase
is out of scope.

The first step in the cycle is to understand the problem context. In addition to the
extensive data that was acquired from the literature review, we will be gathering additional
data in our research from semi-structured interviews with experts at Northwave, informal
conversations and studying cases through observations of past projects. Do note that these
are different interviews than those used in the literature review (mentioned in sub-section
3.2.2). The interviews and informal conversations will provide a more in-depth under-
standing of the problem context, allowing us to gain practical insights into the processes
and components regarding the topic of this study. The case studies will help us to evaluate
and understand how the processes are being applied and what results are created from the
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Figure 3.3: Design Science Research Methodology Cycle by Wieringa [73]

processes and components within BCM. In practice, the case studies with document anal-
ysis, semi-structured interviews and informal conversations will lay a basic understanding
of the problem context that will be investigated.

This step will give us a comprehensive understanding of the problem context, which
will allow us to design the solution architecture based on requirements. These require-
ments were acquired from the results of the problem investigation, in combination with
the literature review. In the process of modelling the proposed solution, we will be using
Archimate, which has been explained in the chapter 2.

Creating an implementation prototype of the solution will be out of the scope of this re-
search due to time constraints, and thus we will conduct the validation process with expert
opinions. This means we will be gathering insights from individuals with specialized knowl-
edge and experience relevant to the subject [73]. This process begins with identifying and
selecting experts who possess the requisite expertise, often determined by their professional
background, academic knowledge, or industry experience. Once selected, these experts are
engaged through structured methods such as interviews, surveys or focus groups. This
methodology helps ensure that the findings are robust, credible, and grounded in practical
and theoretical knowledge. The validation will be further explained in section 3.3.2.

3.3.1 Case studies

In this study, we aim to describe and explain the problem contexts thoroughly to gain a
holistic understanding of the challenges. Due to the explanatory nature of this study, we
will use the case study methodology developed by Yin [76]. Yin’s [76] case study method-
ology offers a structured framework to gain a comprehensive understanding of complex
problems. In the framework, researchers can take a case of a certain context of interest to
identify and explain phenomena. His approach uses triangulation, taking multiple sources
of evidence which adds to the validity of the methodology. We will adopt this framework
to get a better understanding of the problem contexts. Considering his approach, we will
also consider multiple sources of evidence in every problem context. The cases that were
chosen for each of the problem contexts are unrelated. This means we have taken a single
case approach for each respective problem context with a single unit of analysis. A single-
case approach can be representative of more cases and thus provide interesting results.
However, it should be noted that Yin sees it as a "trap" [76], to try and select a repre-
sentative case for generalization. He argues there never is a case that represents all cases,
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but these representative cases can be used to add to theory. Although a multiple-case
approach provides the study with even more credibility, this was out of the scope of this
research project. From the results of the case studies, generalization will be conducted on
the collected data to develop enterprise architecture models. [76]

Case Selection

Selecting an appropriate case is a critical step in ensuring the validity of the findings in this
study [76]. For each business process, a single case has been chosen that is intended to rep-
resent typical conditions and practices found across typical cases. The cases were selected
based on the expert recommendation, who identified the chosen case as an exemplifying
case context and results.

Northwave has conducted each of the BCM processes multiple times. Do note that this
was always done from a cybersecurity perspective. Considering this study is also conducted
in the context of cybersecurity, this is representative in this context. Due to the sensitivity
of the information included in the BCM processes, the cases and results will be described
with strict confidentiality. Details related to the client have been altered or omitted to
protect the privacy of all involved.

Data Collection

To comprehensively explore each BCM process for each case, a multi-method approach
will be employed to induce triangulation. This approach ensures a rich understanding of
the phenomenon by triangulating data from different sources. The three primary data
collection sources used in this study are documentation, SSIs, and informal conversations.
How the data will be analysed is described in sub-sub-section 3.3.1.

1. Documentation: By collecting documentation about the case, we will get a better
understanding of the problem context by identifying key components and processes. This
data source provides a foundational understanding and contextual background, which will
contribute to the semi-structured interviews where a deeper understanding will be gathered.

For both the disaster recovery test and business impact analysis, documentation on
the case has been reviewed thoroughly. Both had documents on the process itself and the
results of the process for a certain organization. Examples are project plans, interview
documentation, and project reports. Only for the disaster recovery, we were unable to
gain access to the case due to confidentiality.

2. Semi-Structured Interviews: SSIs are a core component of the data collection
process, providing in-depth insights into the experiences, perceptions, and practices. Sim-
ilarly to the methodology used in section 3, the SSIs that were conducted for the case
studies followed the proposed framework authored by Kallio et al. [40]. As mentioned
previously in section 4.1, the SSI methodology is a versatile and flexible data collection
method that can be used in various contexts [40]. However, contrary to the implementation
of the methodology in the literature review, the goal of this study context is to extract
data from experts in the field of BCM and disaster recovery on the processes and compo-
nents within these business functions. As these interviews can hardly be fully structured
beforehand due to the exploratory nature of the interview, the interviews will take place
in the semi-structured form [40]. For each of the problem contexts, we want to extract the
same information and use the same interview guide. In the following paragraphs, we will
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explain how the methodology was implemented.

Retrieving and utilizing the previous knowledge: In this methodology, background knowl-
edge was acquired in multiple ways. The same contextual knowledge was acquired for the
literature review methodology explained in sub-sub-section 3.2.2. In addition, knowledge
from the whole literature review, case documents, and informal conversations was acquired
and utilized before entering the interviews.

Formulating of the preliminary interview guide: For all three problem contexts, the same
interview guide was developed and used. It includes sections for introducing the inter-
viewee, extracting data related to the problem context, and gathering data on specific
requirements. The interview guide can be found in appendix C.
Pilot testing: Pilot testing of the data collection methods was conducted through infor-
mal conversations, which provided feedback on the clarity and relevance of the questions.
As mentioned above, the explanatory nature of the SSIs allowed for straightforward ques-
tioning to extract relevant data. With the option to ask additive questions during the
interview, it ensures a complete understanding of the components and processes can be
acquired.

Presenting the complete interview guide: To extract data, two experts were interviewed in
a total of three interviews for each of the cases. In this research, two experts were selected
to conduct the validation. One of which is an expert with multiple years of experience
in the field of CR. The expert has executed various types of projects related to CR and
BCM, including business impact analysis and disaster recovery tests. The second expert
has multiple years of experience as a member of the Northwave CERT assisting organiza-
tions that are dealing with cyber attacks. This expert also has experience with supervising
disaster recovery tests, next to his experience with many disaster recovery procedures at
clients of Northwave.

3. Informal Conversation: Informal conversations serve as a supplementary data
collection method that offers additional context and insights that might not emerge through
formal methods [76] [66]. Especially gaining background knowledge on the subject is often
captured from this type of conversation. Next to this, it was used to ask for clarification
on certain elements that arose from the analysis of the other two data collection methods.
These conversations are typically spontaneous and occur in day-to-day settings, or during
other knowledge-sharing meetings.

Data Analysis Techniques

The data analysis process in this study is designed to explore and integrate information
from multiple sources, including documents, semi-structured interviews, and informal con-
versations as mentioned in section 3.3.1. The analysis is tailored to these data collection
methods to develop conceptual models that accurately reflect the constructs and processes
of the problem contexts. After analysing the data from each of the data collection meth-
ods, the findings were integrated to develop grounded conceptual models. Triangulation
was employed to validate the findings by cross-verifying information from different sources,
enhancing the credibility of the conclusions [76].

1. Document Analysis The initial phase of the data analysis involved the exami-
nation of relevant documents related to the problem context cases. The purpose of this
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analysis was to establish a foundational understanding prior to the interviews. We em-
ployed content analysis as our primary analytical technique, focusing on identifying key
themes, patterns, and constructs within the documents [35]. The content analysis mostly
adopted a conventional approach, although insights from the literature review were used as
a basis for understanding certain concepts [35]. By analyzing these elements, we developed
an understanding of the problem context. These findings were noted down, and since many
concepts required complementary explanations, the data was not directly transferred to
the conceptual models. Instead, it was combined with insights from other data collection
techniques mentioned at the beginning of this section to induce triangulation [76].

2. Semi-Structured Interviews Following the document analysis, a semi-structured
interview was conducted for each problem context to get insight from an expert on the
problem context. In these interviews, the documents were used as a guideline for ask-
ing clear questions about the process [40]. With this preliminary insight, more specific
processes could be identified and understood. It was also asked what names certain com-
ponents should have if the names of processes were unclear. These were noted down either
on paper or directly into conceptual models. Next to this, the interviews were recorded
and transcribed to conduct further analysis of the content [40].

Given that only one interview was conducted per problem context, the analysis focused
on combining the findings from the document analysis. Pattern matching was employed
to compare the insights from the interviews with the concepts identified in the documents
[76]. This ensures that the insights align and that there are no discrepancies between the
two data collection methods.

Explanation building was also part of this phase, where the data from the interviews
was used to construct explanations for the phenomena under investigation [76]. These ex-
planations were iteratively refined as the analysis progressed, to remove any uncertainties.

3. Informal Conversation Informal conversations complemented the formal data
sources by providing additional context and clarification [76] [66]. These insights were not
always formally noted down fully, but for some conversations, recordings were made for
analysis purposes. The data gathered was integrated with the data from the documents
and interviews. Mostly, clarifications were directly implemented into the models, as the
results from the other two data collection methods sometimes led to wrong interpretations.
The informal conversations often provided added depth to the understanding of specific
issues and improved the models iteratively [66].

3.3.2 Validation

For the validation of the solution design, we employed a qualitative approach based on
expert opinions. Three experts were consulted varying in fields like CR and IR. Each
expert was provided with the reported solution detailing the requirements, design choices,
complete reference architecture, challenges and considerations. They were asked to care-
fully review this document, focusing on whether the proposed solution complies with the
stated requirements and noting the effects that they consider to be produced if the so-
lution design is implemented. During their review, the experts were encouraged to note
any corrections, observations, or additional ideas that emerged. This method allowed for
a thorough examination of the reference architecture, leveraging their expertise to ensure
its validity and applicability. The results will be collected and described in chapter 7.
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Expert Opinions

In this research, the two experts that were also consulted in the SSIs during the case
studies mentioned in sub-sub-section 3.3.1, will also be consulted to execute the validation
procedure. As both experts have much experience in the research context, they can give
realistic validation feedback for the proposed solution design.

3.4 Conclusion

In this chapter, we have described the overall research methodology and the research meth-
ods that will be used to answer our research questions. Table 3.2 provides a mapping of
each chapter and their corresponding research questions, design science research method-
ology phase, and research methods. This structured approach not only aids in tracking the
progress of the research but also demonstrates the logical flow and coherence of the study.

Chapter DSRM Phase Research Methods Research
Questions

1. Introduction - - -
2. Background - - -
3. Methodology - - -
4. Literature
Review

- Rapid Review:
Semi-Structured Interviews

SQ1, SQ2

5. Problem
Investigation

Problem Investigation
Case Studies:
Document Analysis,
Semi-Structured Interviews,
Informal Conversations

SQ2, SQ3

6. Proposed
Solution

Treatment Design - SQ4, SQ5

7. Validation Treatment Validation Expert Interviews SQ4, SQ5
8. Discussion - - MQ1
9. Conclusion - - MQ1

Table 3.2: Methodology structure aligned with chapters and research questions
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Chapter 4

Literature Review

4.1 Rapid Review Results

In this chapter, we will discuss the general findings, article contributions, challenges &
limitations and recommendations that were extracted from the RR. In the general findings,
we will discuss some notable and sometimes unexpected notions that can be said about the
body of literature in subsection 4.1.1. The article-specific contributions will be presented
as key trends in subsection 4.1.2. To give this subsection a clear structure and differentiate
between contribution areas, they were listed according to the BCM framework by Russo
et al. (2024) [57]. Afterwards, challenges & limitations and recommendations were noted
as collective results from multiple articles in subsection 4.1.3 and 4.1.4 respectively.

4.1.1 General Findings

In recent years, there has been a growing number of literature studies exploring the role of
the DT in the cybersecurity field. Figure 4.1 demonstrates that the amount of articles that
were found in the RR per year has been significantly increasing in recent years. This is
probably due to the increase of attention towards cybersecurity in cyber-physical systems,
as this is one of the main applications where DTs with a cybersecurity goal are used.

Figure 4.1: Number of articles published per year in RR results

Out of the 159 papers that were analyzed and evaluated in the queries, 136 were
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rejected based on the exclusion criteria. The majority of these papers were rejected because
they did not contribute to BCM and instead focused on incident prevention or incident
detection systems which, while important, did not align with the objectives of this study.
Furthermore, some papers were deemed irrelevant due to the study not being conducted
in the context of cybersecurity altogether, as they did not address the specific challenges
and concerns within this domain.

Among the papers that were selected, many presented novel implementation frame-
works for a DT, DS or DM to enhance CR. However, given the complex nature and broad
definition of these technologies, frameworks adjust to the context and goals of a study, re-
sulting in high variation. This includes the context in which BCM is used, such as incident
response, and the industries where it might be applied, like the Internet of Things (IoT)
for healthcare. Some of the frameworks try to reach high fidelity, while others prioritise
usability.

One significant finding is that almost all articles used the term DT throughout their
work. In reality, these could more accurately be classified as a DS or DM as explained
in subsection 3.2.1. This is clearly illustrated in figure 4.2, where the classification of DT
types by Kritzinger et al. [42] reveals that many articles actually developed or designed
a DM. Furthermore, many articles did not specify how the data flow was executed in
general (automatic or manual). This indicates that the terminology used within the current
literature, as discussed in subsection 2.1, remains unclear. It highlights the importance of
clearly defining and differentiating between these terms to ensure accurate communication.
A second notion that could be made is that some articles are only theorizing about the
capabilities of a DT, without showing a specific framework or implementation of their
proposed solution. As this is not necessarily an issue for these articles, since they are
often theorizing conceptually, we would like to differentiate these results to get a clearer
understanding of the implications. As we can find in figure 4.2, the articles that did not
propose a DT framework or implementation in their work did also mostly not describe the
type of data flow connection.

Figure 4.2: Classification of DT type in articles

Another finding is that 17 out of 25 articles include a notion of Operational Technology
(OT) or Cyber-Physical Systems (CPS), rather than just Information Technology (IT)
systems. These articles have mentioned the explanation of one or more OT devices in their
proposed DT, DS, or DM solution. This is logical due to the nature of the DT technology
and its focus on the virtualization of physical objects. Moreover, it can also be explained
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by the focus of many studies on critical infrastructure, where OT is often used to operate
machines. Nevertheless, it also highlights a potential research gap in understanding the
role of these technologies in enhancing the CR of IT systems, which form the backbone of
most modern organizations.

Another notable observation from the RR is the lack of literature exploring the potential
of DTs for system recovery. Given the inherent capabilities of DTs to simulate and test
various scenarios without risking real-world systems, one might expect that their usage in
system recovery or as an alternative to critical functions would be a point of attention in
research. However, this topic appears to be underrepresented in literature as there are no
studies that suggest contributions to the ’alternatives to critical functions’ component in
the BCM framework, and only few suggest how it can enhance recovery methods in the IR
component. This represents a significant gap in our understanding and utilization of DTs
and suggests opportunities for further exploration in future studies.

Despite the increasing interest in integrating DTs into BCM components, there have
been no studies performed on the holistic integration of the DT into BCM as a whole.
This absence of research leaves a gap for research area-wide understanding of how DTs
can enhance BCM practices, particularly in areas such as risk assessment, business impact
analysis, BCM strategy and BC training & testing. Furthermore, such a conceptual frame-
work could develop guidelines for the successful incorporation of DTs into BCM, giving
practitioners a reference procedure.

Three articles by Holmes et al. [34], Faleiro et al. [24] and Management Events [44]
provided literature reviews that give an overview of research done in the context of this
research and suggest potential benefits and challenges of the DT technology. Holmes et al.
identify challenges and benefits of DTs in cybersecurity that are found in literature, and
suggest future research based upon these findings. Many cybersecurity challenges were
identified that would be created by the DT, with main concern themes: Availability, In-
tegrity, Confidentiality, Data ownership and IP leakage, and Safety. But they also observed
many security challenges that could be solved through a DT, including themes: Improved
patch management, Improved risk management, Active Cyber Defence, Advanced Training
and Incident Response Capability, Anomaly Detection, Virtual Commissioning, Autonomy,
and Predictive Analytics. Faleiro et al. [24] look into the uses of the DT for enhancing
CR. They suggest four main use cases: Intrusion Detection Systems, Simulation Testing
and Training, Privacy and Legal Compliance, and Security for the Factory of the Future.
What should be noted is that the authors do include measures that can be associated with
security mitigation or prevention measures, which are not included in this study. Also, the
study by Faleiro et al. [24] was published in 2022, but conducted in 2020. It resulted in 13
articles, which is considerably less than the amount included in this study. The paper does
include benefits, which are also results in this study, confirming the capabilities of a DT in
the context of cyber resilience. Lastly, the article by Management Events states uses for
the DT enhancing CR including: Risk Assessment, and Security Testing and Validation.
These articles are not added to the overview shown in key trends, as they refer to certain
articles themselves that should have been captured in this methodology as well. The ideas
for future studies are noted in subsection 4.1.4.

4.1.2 Key trends

To be able to structurally group the key contributions of the reviewed articles, the frame-
work by Russo et al. [57] was used. The key contributions were mapped with the specified
components of the BCM framework and can be found in figure 4.3.

Noteworthy, in the analyzed literature there were no studies that presented contribu-
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tions to the utilization of DT, DS or DM in understanding the organization, alternatives
to critical functions, and BCP design and implementation. This gap in current research
indicates a need for further exploration into these topics. On the contrary, many articles
study made contributions to BCP testing, maintenance and analysis.

Figure 4.3: RR and SSIs papers distributed in BCM framework by Russo et al
(2024) [57]

Risk Assessment

In the study authored by Pirbhulal and Shukla [51], they develop a novel DT framework
in IoT-based healthcare applications. In this paper, the researchers propose to use the
DT for risk simulation to enable risk assessment. By using "the input data and system
model, a threat scenario is designed and integrated with the DT world" [51]. They learn
from this step to identify potential vulnerabilities, risks and threats which can enhance
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risk assessment processes as they argue. [51]
As also explained in sub-subsection 4.1.2, Sellitto et al.’s [59] article offers a methodol-

ogy to model a security-oriented DT of critical infrastructure. The DT, which is based on
an Enterprise Architecture EA blueprint, can be employed to simulate cyber threats and
assess countermeasures’ effectiveness. This method can be used to assess risks iteratively
by incorporating simulation results back into the EA model to assess improvements to sys-
tem security. This approach enables in-depth risk assessments without interfering with the
operational systems, thus enhancing the risk identification and mitigation strategy process
which can be used within the business impact analysis. [59]

Business Impact Analysis

Cali et al. [13] looked at the possible benefits of DT for the future of energy systems and
smart cities. They argue that proactive cybersecurity studies can be done on an energy
system using the DT of the operating grid model. These granular feeder DT models can be
leveraged to build NESCOR failure scenarios. These failure scenarios, compiled by the US
National Electric Sector Cybersecurity Organization Resource (NESCOR), are an example
of a comprehensive security assessment that includes business impact analysis [37]. These
scenarios can then be used to forecast failures, perform predictive studies, conduct tabletop
exercises and other applicable applications. [13]

In the paper authored by Pirbhulal and Shukla [51], the authors do not only propose
to use their DT framework for risk assessment explained in sub-subsection 4.1.2, but also
propose to use it for Business Impact Analysis. They use the same input data and system
model to create a threat scenario and assess the impact it could have on the business and its
recovery time. They argue that their "DT module then analyses the current performance
of the system and suggests improvements accordingly which can be applied to the physical
world" [51].

As mentioned in the previous sub-subsection, the paper by Sellitto et al. [59] demon-
strated how to analyze security risks and mitigation strategies using their EA modelling
method. Their solution "is an Enterprise Architecture model of the system specifically
targeted at providing a sound base for simulations in order to devise proper countermea-
sures without any outage of the physical infrastructure." [59] Like mentioned, their study
also highlighted the opportunity to evaluate various mitigation strategies. Although not
explicitly mentioned, this method could be integrated into a business impact analysis to
understand the value of each mitigation strategy. [59]

BCM Strategy

Cyber critical infrastructure (CCI) is of high risk to cyber-attacks and should aim to be
able to respond to attacks quickly. In the paper by Salvi et al. [58], the researchers aim to
make CCI more resilient by bridging incident prevention and IR in a conceptual framework
that addresses three organizational layers. The conceptual framework includes a DT which
provides hardening or cyber-physical systems, risk scenarios for policy requirements and
training for organizational requirements. This framework can contribute to the BCM
strategy by addressing the organizational workflows of different elements in BCM. [58]

ICT Strategy

Sellitto et al. [59] describe that Enterprise Architecture (EA) modelling languages have
little in common with the need to be able to model cybersecurity DTs. In their paper,
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they "propose a methodology to derive a digital twin of a critical infrastructure, aimed
at performing simulations for cyber security and visual threat modelling, starting from an
architectural blueprint of the system" [59]. With the newly created Cyber Security EA
View, it is possible to model the cyber security DT and execute cybersecurity analysis
using cyber-attack simulations with the MAL (Meta Attack Language). In a second paper
by the same authors, they extend this methodology to critical infrastructure and decouple
the process from design/construction to be able to include legacy systems [46].

Incident Response

The most prominent paper, which was not extracted from the RR, was the study by Allison
et al. (2023) [1]. It proposes an integration of the DT technology into the IR life cycle for
cyber-physical systems. The researchers do this based on the NIST IR Life Cycle [15]. They
use the three types of DT security modes for cybersecurity, mentioned in subsection 2.1,
to identify how the technology can empower the steps in the IR life-cycle. They recognized
that this integration can aid practitioners throughout the IR workflow, and contribute to
this field by analyzing IR workflows and finding appropriate DTs for the specific workflow
items. [1]

In the paper by Empl et al. [19], the researchers state that IoT assets are often poorly
secured and IoT devices often become part of a botnet. Organizations often use Security
Orchestration, Automation and Response (SOAR) platforms to handle events and deal
with incidents. In this paper they are investigating the use of SOAR for IoT, and how this
can be enabled by DTs due to its promising features and IR capabilities that they found
in the literature. While considering different options to secure IoT, they found that DTs
"provide a feasible, lightweight solution abstracting heterogeneous assets". They propose
a novel SOAR4IoT framework that uses a DT-based middleware to secure IoT assets. [19]

As explained in the paragraph about the paper of Dietz et al. [18] in sub-subsection
4.1.2, it is explained that the Cyber Threat Intelligence (CTI) can be shared among orga-
nizations with the DT security simulations. They argue that this is also applicable to IR
case scenarios. [18]

In terms of grey literature, Gregorio identifies that attack vectors are always changing
in critical infrastructure. Organizations have to move beyond preventive measures and "use
model-based system engineering (MBSE) techniques to create a digital twin for the SoS"
[30]. They argue that by using a "proactive risk management approach, system architects
can enable higher operational availability so that even when cyber attacks occur, the most
important operations within critical infrastructures can keep running". [30]

The article by Hitachi also suggests to use of a DT to test OT countermeasures [33].
As traditional security countermeasures can cause unexpected system downtime, they try
to solve this problem with a so-called ’Security Digital Twin’. With thin DT, they can
assess the side effects of security countermeasures before they are used in practice. This
can be done preemptively or during an incident. They propose a technical implementation
of this model in their article. [33]

The article about this activity by Maia et al. [43], demonstrates they developed the
SMS-DT, a platform that simulates and monitors industrial conditions within a DT-based
architecture to enhance cyber situational awareness in future-oriented factories. This plat-
form captures, analyzes, and correlates a vast range of events tracked by sensors and
systems across the factory. It includes components that simulate key aspects of industries,
like network analysis, energy optimization, and worker behaviour. Tested in a textile in-
dustry environment, the platform proved to intervene in giving a comprehensive view of
an incident, demonstrating its potential to enhance security operations to enhance IR. [43]
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Salvi et al.’s [58] article introduces a model for enhancing CR in CCI using DTs.
Their contribution is focused on showing how prevention and response strategies of cyber
incidents correlate on a multi-layer model, in which the DT is utilized as a security measure.
The model shows the utilization of fine-grained data analytics for the early detection of
threats and a system for causal analysis to identify root causes. Thus, facilitating rapid
cyber threat mitigation, both as an incident response and preventive measure. The use of
DTs creates improved situational awareness and promotes better coordination across teams
and organizations. This approach not only reduces response time and impact of a cyber
incident but also facilitates continuous learning, bridging the gap between prevention and
response. [58]

In the article authored by Becue et al. [7], they discuss the security operations of a DT
in the context of aerospace manufacturing and OT systems. The researchers propose an
implementation to use a DT that "If maintained in operation, a DT can support decision
making for how to react to unexpected attacks", thus enhancing the incident response
capabilities. The simulation capacity of the DT is used to facilitate the design of a secure
OT environment where threats can be identified and mitigated accordingly. [7]

BC Training

Manbachi et al. looked into the possibility to train people to work with cyber-physical
environments from a remote location [45]. During the COVID-19 pandemic, there was an
increasing amount of demand for a possibility to educate people to familiarize themselves
with cyber-physical systems remotely. This prompted the researchers to look at the general
education of employees using a DT in an online environment. To enable this, they devel-
oped a real-time platform called the Virtualized Experiential Learning Platform (VELP),
which provides a hands-on virtualization tool to interact with physical counterparts. Here
researchers can also conduct studies, and employees can be educated in industries like
smart grids. [45]

One of the applications of the DT identified by Pirbhulal and Shukla [51] is to use the
technology for advanced training in IoT-based healthcare applications. In the paper, the
researchers propose a novel framework to build a DT which can be used as a cyber range
in the context of IoT-based healthcare applications. The concept of a Cyber Range and
how it relates to a digital twin will be discussed in section 8.5. This could be used for both
the training and testing component of the BCM framework, which is left undefined by the
author. [51]

Also in the context of aerospace manufacturing, the cyber-range based DT was studied
by Bécue et al. [7] also proposed use for a training environment. They mention that
it can be used for training employees, and as an instrument for decision-making in IR
scenarios using DT and cyber ranges as mentioned in the previous sub-subsection. They
propose a novel design for a DT of cyber-physical systems in the aerospace environment.
An important contribution is their realistic attack scenario they presented. The technique
they present involves a highly heterogeneous OT environment. [7]

BCP Testing, Maintenance and Analysis

In the paper by Suhail et al. [65], the researchers try to expand on existing DT gamifying
techniques to develop a security-aware learning environment that can be used for auto-
mated security testing and enable explainable DT assessment for security analysts. They
propose ENIGMA, (sEcuriNg dIgital twins through GaMification Approach). ENIGMA
"leverages DT as an offensive security solution by launching overt attacks on DT instance(s)
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in a simulated, interactive, and controlled environment, hence called gamification" [65].
With ENIGMA, the researchers present a novel approach to enable cyber exercises to test
the security of a DT. They argue that "such DT assessments must be performed in an
isolated environment without negatively affecting the operation of DT replication mode,
where it is critical to register changes between the states of the twin and its physical coun-
terpart to avoid invalid interpretations". Hence, the DT in their framework that represents
a cyber-physical system is used to instantiate gaming scenarios environments. This assures
there is no risk to the critical infrastructure to be affected. Another key contribution in
this paper is the AI-enabled component in the attack/defence scenario of the gamification
approach. [65]

The paper by Epiphaniou et al. (2023) [21] identified that is hard to understand the
cyber effects that cyber attacks can have on cyber-physical systems and the interactions be-
tween the physical, electronic and cyber domains. Within their research, they try to tackle
this challenge by examining an AI-enabled DT to identify threat source characterisation.
Next to this, they identify "existing gaps when integrating standard security description
references for attack analysis (e.g. Cyber standards) with simulation standards" [21]. As
a result, they present a review of cyber modelling and simulation standards for cyber at-
tack analysis and a list of recommendations for cyber resilience assessment with a DT.
This study can contribute to the testing of a BCP and analyse the resilience level of an
organization. [21]

Shrivastava et al. identified many security preparedness exercises revolved around IT,
leaving OT less attended, while cyber-physical attacks have expanded [61]. While there is
a lot of information on the subject, there is a gap in structure for cyber-physical exercises
(CPX). As a solution, the researchers provide us with a CPX playbook that enables "an
ideal battleground for attackers (red teams), defenders (blue teams), evaluators (white
teams), forensics (yellow team), and infrastructure builders (green teams)" [61]. In this
paper, a DT was built of a SWaT testbed to enable the CPX. [61]

Another paper by Sipola et al. [63] identified that cyber exercises are a great way
to enhance the knowledge and skills of staff in the food supply chain sector. To create
a technical infrastructure to enable such an exercise, referred to as a Cyber Range or
Cyber Arena, they used the requirements from Karjalainen and Kokkonen [41]. One of
the requirements states that the arena should be as realistic as possible. They propose
that a DT can be used to enable high realism of the cyber arena, however, they aimed to
use a Digital Model as this was more appropriate for their research while still delivering a
good amount of realism. They argue that "such real-time approaches are not quite feasible
for cyber security situations, not least because of the often sensitive nature of the domain
data". In the paper, they presented a novel approach to develop a DM to create a cyber
arena with the use of standard web technologies following a web service architecture. [63]

In the paper by Zhou et al. [77], the researchers want to deal with the two main
challenges of virtual-real connected Industrial IoT (IIoT) cyber ranges. The first problem
is that industrial devices on the cyber range are expensive, which means that every instance
of such a cyber range will have repeatable high costs to create (including costs for experts
to set up the environment). The second challenge is that network attacks can cause damage
to the industrial site, and in such cases, scenario restoration costs a lot of time. To deal
with these challenges, they use a DT-based approach to create the cyber range. They argue
the two main benefits of using a DT-based approach for IIoT cyber ranges are "On the one
hand, the digital twin is needed to substitute the real devices to react to the attacks from
cyber ranges to avoid unnecessary damages because of their financial value. On the other
hand, to deploy cyber ranges freely without the limitations of the devices or locations, a
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digital twin-based cyber range is a promising approach ideally. Therefore, a framework for
a digital twin-based IIoT cyber range is proposed." [77].

One more paper researched the possibility of using a cyber range with a DT-based
approach. In the paper by Rebecchi et al. [52], the researchers have identified that there
is a large amount of 5G cyber security threats that need to be addressed. They want
to be able to conduct exercises in a realistic and safe 5G environment, be able to track
the performance of employees using this exercise and be able to develop exercises with AI
components. As a solution to these challenges and goals, they propose an architectural
approach of a so-called SPIDER cyber range, taking "full advantage of advanced network
orchestration, log-processing data pipeline, cyber risk assessment frameworks, and applies
advanced machine learning techniques in support of its hands-on learning objectives." [52].
With this approach, red teams and blue teams can emulate attack and defence scenarios
to train for real scenarios.

The research by Dietz et al. [18] identifies a gap in the utilization of digital twins
for enhancing cybersecurity through CTI. Organizations are hesitant to share CTI due to
potential negative repercussions and trust issues. Additionally, Industrial Control Systems
(ICS) are targeted more by cyberattacks and are often equipped with outdated security
measures, making them vulnerable. By integrating DT security simulations with standard-
ized structured CTI, organizations can use collaborative threat intelligence for preventing,
mitigating, and remediating security incidents. In technical cyber exercises, new intelli-
gence can be gathered and this technique will help organizations collaborate to use this
CTI. [18]

As described in the subsubsection 4.1.2, the initial paper by Selitto et al. [59] de-
scribed an EA DT modelling approach. In their paper, they also proposed a vulnerability
assessment and security test using a threat-oriented DT and security reasoning. With this
analysis, they demonstrated a use case and identified three attack scenarios, which they
could mitigate by changing the design method. With this context, in a second paper by
the same authors, Masi et al. [46] try to tackle the issue that simulation and assessment
of BCP of critical infrastructure is usually restricted to the design/construction phases
of a system. This is often due to the inability to halt a critical system to perform the
business continuity test. They mainly extended the methodology towards critical infras-
tructure, and decoupled it from the architectural development phase so it can also be used
for legacy systems. This contribution in their second article enhances the testing capability
of BCPs. [46]

Gu et al. (2023) [31] notes that there is no comprehensive and precise way to evaluate
cyber-physical resilience. In their paper, they present the cyber-physical resiliency metric
(CPRM), which can be used to evaluate resilience based on the problem description. They
specifically use it in their study for microgrids, which are seen as critical infrastructure.
They demonstrate how DT-based simulation can be used to measure this resiliency. This
can be related to BCP testing and analysis to measure the amount of resilience of cyber-
physical systems. [31]

Another paper by Awiszus et al. (2023) [6] also looks at cyber resilience assessment for
complex cyber systems. Their concern is coming from a legislator and regulator perspective
that finds it hard to evaluate cyber systems. In their paper, they show how networked
systems can be modelled to evaluate cyber infection spread from a DT-based paradigm.
Using network science and contingency theory, they introduce the artificial cyber lab as "an
experimental framework to analyze the impact of both security-related and topology-based
interventions" [6]. This can be used to analyze a BCP and its resilience.

In the work by Pirbhulal and Shukla [51], they discuss the option of testing and sim-
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ulation for a DT in a healthcare system. They explain how threat scenarios are designed
based on input data and system models, and then tested in a simulated DT environment.
The testing includes traffic generation to identify bugs and vulnerabilities, as well as attack
generation to consider potential threats. The results can be used as an impact assessment,
consisting of identification, evaluation, and prediction stages. The DT module analyses
the security performance of the system and suggests improvements which can be applied
to the physical world. [51]

The article authored by Cali et al. [13], mentioned the potential benefit of using the
DT to test NESCOR scenarios and evaluate the results. They argue that "Such a study
will lead to forecasting failures, ..., workforce advancements through tabletop exercises,
etc." In this way, a tabletop exercise scenario can be developed through previously earned
intelligence. [13]

Conclusion

Concluding this extensive subsection, it highlights the innovative methods introduced by
different researchers to leverage DTs, DSs, and DMs in the respective contexts of each
study. For instance, using DTs for risk simulation in IoT-based healthcare applications
[51], or the integration of DT technology into the IR life-cycle for CPS [1], shows the
multitude of solutions it can offer. As already mentioned at the start of this subsection,
these results show that some components received more attention in literature than others.
It suggests that the technology can be more useful as a training environment using the
simulation mode of operation (by Dietz and Pernul [17]) to test and train teams. On the
other hand, the results show a low amount of interest in the use of the technology for
the BCM components of understanding the organization, alternatives to critical functions,
BCP design and implementation, and crisis management. In the case of understanding
the organization and crisis management, this is quite logical due to the management-level
contexts of these components. However, the other two components which did not receive
much attention would be expected to have some degree of research. Especially the idea
that one might be able to use or restore a system from an uncompromised DT, DS, or DM,
as an alternative to a critical function is a research gap.

Also, interestingly, an integration of the DT into the design and implementation was
not found. However, as this is still a new research area, and no holistic study towards the
use of DT, DS, or DM was done towards BCM, this does not come as a big surprise. As can
be seen in figure 4.3, many papers contribute to BCP testing, maintenance, and analysis
components. These contributions for varying types of exercising and testing procedures
use a DT, DS, or DM in various ways. The requirements of the technology for the different
exercises lack a complete overview of requirements and guidelines. A conceptual framework
on the integration of DTs to BCP testing, maintenance, and analysis component is lacking,
which could be used by practitioners to understand why and how a certain type of DT
could be used for a specific type of BC exercise or test.

4.1.3 Challenges & Limitations

Next to the contributions to various BCM components, many authors also mentioned
challenges and limitations in their work. One significant challenge faced by researchers is
ensuring the cybersecurity of DTs. Given that DTs provide a connection from physical
systems to a digital environment, they present new vulnerabilities that cyber attackers
could potentially exploit [24] [13] [19] [34]. Ensuring the security of DTs is a complex
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task. Users of a DT need to continuously update their security protocols to respond to the
rapidly evolving landscape of cyber threats.

Another challenge in developing DTs is the high development costs [13]. The creation
of a DT takes a lot of resources because it is made for a specific system. The complexity
of such a system can vary, which needs to be explored and understood beforehand. In
general, there still needs to be an approach developed that makes DT development feasible
and economical [34].

Developing a standard process for creating a DT presents challenges due to the in-
herent complexity of systems [13] [63]. Cali et al. [13] identifies the lack of "common
technical specifications and protocols to ensure interoperability and compatibility among
different systems and processes". Without this, DTs might not fully optimize efficiency
and performance [13]. The main challenge that Sipola et al. [63] pointed out in their
paper about DT-enabled cyber exercises, was that the system was designed specifically for
one cyber range, the RGCE. The solutions employed in this range could be unique to it,
making adaptability to other environments potentially challenging. Hence, they recom-
mend studying if the cyber exercise could be generalized. Similarly, Suhail et al. [65] also
recommends generalizing their DT based on the context to reduce the complexity of the
task.

One of the major challenges in the development of DTs lies in accurately capturing the
actions and processes of systems. [13] [46] [18] Systems are often subject to a range of
parameters and conditions, which can cause changes in response to different events. For
some systems, these complexities can be difficult to model, which could cause potential
inaccuracies in the DT [13] [65]. These inaccuracies might affect its ability to effectively
represent and predict the behaviour of the system it represents.

4.1.4 Recommendations

Finally, many authors also made recommendations for new studies. The article by Man-
bachi et al. [45] focuses on the Virtualized Experiential Learning Platform (VELP), to
train people remotely. They recognized the opportunity to measure and assess the learn-
ing rate of employees through VELP to understand better how people interact with the
platform and to give feedback to people using it, which they recommend as a future study.
[45]

Empl et al. [19] recommend for future work to explore automated DT response strate-
gies through their SOAR4IoT platform, which they are researching as suggested in their
study. This can enhance their implementation to become more resilient. [19]

There is a call by Holmes et al. [34] in their literature study for more research work to
implement complex systems through a DT approach both feasible and economical. Next
to this, they recognize the DT to be an innovative study, which should be responsibly used
given its ethical impacts. They suggest future work to develop an ethical framework for
the DT. [34]

The study by Salvi et al. [58] also suggests the concept of "ontological reversal", not
only mimics but can shape physical reality by the usage of a DT. Future research should
delve into the impacts of using DTs for CR on organizations and society. [58]

The limitations of MAL and SecuriCAD are discussed by Sellitto et al. [59], pointing
out that they cannot capture a detailed-level system design. As part of future work, there
is an aim to define a way of grouping architectural assets to automatically determine the
specifications of DT components to be reused for a more efficient modelling process, and
to make the target modelling language parametric to avoid vendor lock-in. [59]
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The recommendations for improving enterprise architecture of DTs by Masi et al. [46]
include grouping architectural assets for reusable component specifications, making the
modelling language parametric to avoid vendor lock-in, and employing Enterprise Cartog-
raphy for better legacy system mapping.

To improve the evaluation of DTs, the study by Dietz et al. [17] suggests future research
should define quality criteria for DTs and their usage in security so that benchmark studies
can be realized. This will also include offering more advanced attack scenarios, merging
different high-fidelity domain models into one digital twin simulation, and investigating
aspects of recommender systems for systematic CTI generation. [17]

Allison et al. [1] note that they are researching automated DT response strategies, as
they propose this as future work. This could potentially impact the design of playbooks
through parallel execution and prioritization of information. [1]

Epiphaniou et al. (2023) [21] suggest to improve existing simulation standards as
they do not clearly specify the data acquisition, measurement, and visualization process.
Challenges exist in characterizing target assets, translating security requirements, threat
information, and impact metrics in simulation methods. Further work is needed to stan-
dardize adversarial capabilities and objectives in simulations. [21]

In conclusion, the results have highlighted the general findings, key contributions, limita-
tions, challenges and recommendations of the RR. In the next chapter, we will delve deeper
into the key benefits of integrating the DS into BCM.

4.2 Integration of DT, DS, or DM in BCM

In this chapter, we will discuss the key benefits that DT, DS, and DM could bring when
used within BCM. At the start of this study, we tried to focus specifically on the DS.
However, as can be noted in subsection 4.1.1, only two articles clearly describe the use
of DS by Maia et al. [43] and Epiphaniou et al. [21]. This is why we focus on all three
classifications of the DT in this chapter.

Three findings are discussed below, which are extracted from the papers presented in
the literature study. The specific benefits of each topic are mentioned here.

4.2.1 Realistic Risk Assessment and Business Impact Analysis

The DT, DM and potentially the DS can significantly enhance cybersecurity by simulating
risks in a virtual environment that mirrors real IoT-based applications [51]. This allows for
proactive studies of cyber-attack prevention and the development of strategies to enhance
cybersecurity. DMs can also be used to build failure scenarios, such as those compiled
by the National Electric Sector Cybersecurity Organization Resource (NESCOR), which
include business impact analysis [13]. These simulations could potentially show system
interdependencies, which are important to understand risks and recovery strategies. The
technologies enable the risk assessment and business impact analysis to be more realistic,
which can provide valuable insight which can be used in other BCM components.

The limitation of this finding is that the papers in which this is discussed lack a com-
prehensive study to demonstrate how this should be implemented. The authors only argue
on the potential without demonstrating that the theory is correct.
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4.2.2 Realistic BC Testing and Exercising Environments

In figure 4.3, it can be identified that many papers covered the BCP testing, maintenance
and analysis component within BCM. This emphasis is not without reason, since many
papers highlight the benefits of using a DT, DS or DM to enhance BC testing and exercising
in particular. The types of tests or exercises vary, and the way the DT, DS, or DM are
implemented depends on the goal of the training. Most of the papers focus on exercises for
blue teams and red teams [65] [63] [52] [61], while some papers mention table-top exercises
[13], general familiarization with a system [45], or no exact specific mention of a certain
exercise [51] [77] [18] [7].

Although the type of exercise may differ, many of the papers mention that the realistic
nature of a DT, DS and DM offers an immersive environment to train people and teams
[63] [77] [52] [51] [7] [18] [58]. Recognizing that relatively many articles researched the
functionality of the DT, DS, and DM for BCP testing, maintenance and analysis, it is
interesting to see that many of the articles actually propose the use of DM as depicted in
figure 4.4. Out of the articles that designed or implemented a DT, DS, or DM, six used
a DM [52][6][63][77][18][46], one used a DS [21], two a DT [13][65], and two did explicitly
define the type [61][51]. Lastly, one article did not propose a framework or implementation
of a DT, DS, or DM, and did also not specify a type [31].

Figure 4.4: Classification of DT type in articles that contribute to BC Testing,
Maintenance and Analysis component

In comparison with other cyber ranges, a DM-based cyber range can more realistically
simulate IT environments and the effects a cyber attack can have. This simulation envi-
ronment is a key benefit that other solutions do not offer. It should be seen as a kind of
sandbox where teams can test their response capabilities without affecting the production
environment of their IT infrastructure. However, it is also mentioned that the benefits need
to outweigh the risks of implementing a DT, DS, or DM [65] [18], which are mentioned in
chapter 4.3. So however it is implemented, these challenges should be considered and dealt
with properly to release the real potential of the technology. Next to this, many papers
state challenges that limit the fidelity of a system which is also mentioned in chapter 4.3.

An interesting benefit of using a DT for creating BC exercise and testing simulation
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environments, as mentioned by Suhail et al. [65], is its ability to provide reproducible DM-
based cyber ranges. Compared to the relatively costly development of testbeds, which are
the primary alternative to DM-based cyber ranges, the DT offers a cost-effective alternative
for simulating reconfigurable simulations of real systems.

4.2.3 Realistic and Testable Incident Response Strategy

Lastly, an essential advantage of the technologies is their ability to simulate and explore
various system states and scenarios that would be impossible to conduct on real-world
systems due to potential risks on system impact [1] [58] [18] [33][19]. This is particularly
valuable in situations where testing in a real-world environment could entail substantial
financial costs, or pose potential safety risks. Especially for a DM, researchers and prac-
titioners can safely model and analyze a range of conditions and events, from routine
operational situations to extreme events, to understand the implications of certain actions
that can be taken in the case of an incident response.

Another benefit of DTs lies in their ability to simulate ’what-if’ scenarios during system
recovery [1] [33]. This functionality allows organizations to experiment with different re-
covery strategies in a simulated environment without risking disruptions in the real-world
system. By doing so, potential issues can be identified and addressed before implementing
the recovery strategy in the actual system. This capability enhances the understanding of
system behaviours in cases of an incident and allows for better-informed decision-making
during recovery.

Lastly, in general DT, DS and DM offer benefits for informed decision making during the
IR life-cycle [1]. They allow for the simulation of various incident scenarios in a controlled,
virtual environment that offers a comprehensive summary of the asset’s security state [19].

4.3 Challenges, Limitations & Recommendations

In this chapter, the challenges and limitations that were encountered in this study will be
discussed, and the general recommendations that resulted from this study.

4.3.1 Challenges

One of the challenges that occurred during the research is that a lot of papers use the term
"Digital Twin" in a different way. Some explicitly mention that the DT is actually not
connected to the real world and still use the term DT throughout their article, while some
did not even explicitly show if their DT technology was connected to the real world. This
made understanding the actual contribution of the articles quite hard.

In the RR, papers which claimed that the DT technology could be used for BCM
components were included in the research. While most of the papers showed a novel
approach to the topic, there were some papers whose contributions to BCM components
were questionable. As mentioned in chapter 4.2, the papers that identified the use of
DT for risk assessment primarily argued why a DT could be beneficial for the component
without any validation to back up the claim.

4.3.2 Limitations

While developing the query to extract articles from the databases, it is a challenge to assess
whether all relevant articles are included to extract all relevant information for this RR.
Due to time constraints, some synonyms were not used to decrease the amount of articles
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in the results. Although most of these synonyms did not seem relevant in this context, they
might have excluded some relevant articles. Also, the two papers that were retrieved from
the expert reviews, were not found by the specified queries. After looking into this matter,
this was because no one synonym of "organization" was used in the article abstract, title
or keywords. Given this information, in future literature studies, it might be useful to
disband the "organization" term altogether, which will increase results significantly.

One of the exclusion criteria in this review was the context of BCM. Because of this
exclusion, papers that discussed cyber risk mitigation measures using a DT were not con-
sidered. In the first selection phase, many papers that were categorized like this were
excluded. However, it might be the case that some papers did not discuss BCM contribu-
tions in their abstracts but did mention them in the paper itself.

Another limitation is the use of Perplexity AI. This application has not been mentioned
in research that explores the use of AI tools in literature reviews, which also was one of
the motivations for testing the tool in this RR. Three out of the twenty-two results from
the query in Perplexity were duplicates that were already found in the other queries, and
three results were accepted to be used in the RR. That being said, a different approach
towards the search of grey literature might have shown better results.

Although the BCM framework by Russo et al. (2024) shown in figure 2.6 is a great
depiction of the components within BCM, some things are left unexplained. First of all,
the paper by Russo et al. (2024) [57] lacks clearness how emergency response and crisis
management relate to the rest of the model. The authors mention that these components
are "two major research areas", but fail to explain why they were added as they are also
excluded in the quantitative synthesis publications for the BCM components in table 1
[57].

One last limitation of this literature review is the lack of usage of specific BCM frame-
work component terms in the search query of the RR. These terms could serve as alterna-
tives to CR since they are part of BCM for which the fundamental aim of this field is to
improve (cyber) resilience. Failing to include these terms could potentially exclude relevant
studies that utilize the DT technology for the specific BCM component. In consequence,
this may result in an incomplete review of the literature, thus limiting the comprehensive-
ness and accuracy of the findings. This might have increased results significantly, which
could have caused problems for the researcher’s personal schedule. This should be taken
into consideration as well. Future literature reviews should consider including these terms
to ensure a more precise exploration of the subject matter.

4.3.3 Recommendations

In this subsection, I will discuss the recommendations for further research within this
research topic using research gaps identified from the papers or the results of this study.

An observation from the RR is the scarcity of studies specifically exploring the potential
of DT, DS, or DM to enhance understanding of the organization, usage as an alternative
to critical functions, and the design and implementation of BCPs. As the process of un-
derstanding an organization is aimed at creating a context to dive into the risk assessment
and business impact analysis, the information gathered is often high-level without the need
for a DT, DS, or DM. However, as a DT, DS, and DM provide a secondary environment
that reflects the real system, this could provide organizations with an alternative to a crit-
ical function in case of an incident. This could also be seen as a recovery method, as the
alternative to the critical function can keep systems running when used. Next to this, the
integration of the DT, DS, or DM into a BCP could be explored to create guidelines on how
to implement them. These suggested opportunities for future research can delve deeper
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and uncover how DT, DS, or DM can be leveraged to further enhance BCM practices.
As can be identified from the results as well, there are some components in BCM where

DT, DS and DM can be used. While existing studies have focused on specific aspects of
DTs integration into BCM components, there remains an untapped potential for developing
a comprehensive conceptual framework that encompasses the holistic integration of DTs,
DSs, or DMs into BCM. Especially since the use cases proposed by many of the articles
are aimed towards a DM, this is the primary technology that should be investigated.
By addressing this gap in research, we can gain a deeper understanding of how DMs
can enhance BCM practices across the board, offering valuable insights into optimizing
resilience and response strategies.

Next to this, the results of this study show that DT, DS and especially the DM can
be used for BCP testing, and exercising in many ways. Another exciting opportunity
for future research is the development of an overview and guidelines towards using these
technologies for the various ways to conduct BCP testing and exercises. This research gap
can offer support to practitioners to understand which type of DT can be used for which
exercise, answering the why and how.

Although some articles state that DT and DM can provide benefits to risk assessment,
there is a gap in literature on the implementation and demonstration of this integration. A
study that presents guidelines could provide significant benefits for practitioners interested
in achieving the benefits stated by the articles in subsection 4.2.1.

One of the main concerns amongst scholars is the high cost of DT technology, due to its
complexity of development and system-specific properties which makes it hard to generalize
amongst more systems. To make this technology more economical, utilizing the option to
use the system for more than one single use (even outside of cybersecurity) may lead
to interesting opportunities. Noteworthy is that the properties and functionalities of the
technology in unassociated technological domains might make the technology incompatible
for interdisciplinary use. Future studies could look for similarities and develop guidelines
for the interdisciplinary use of the DT to make the technology more economical.

Grasserli et al. [29] propose a methodology to implement a DT of industrial networks
that can effectively and quickly assess, experiment and validate cybersecurity solutions.
One use that the paper does not state explicitly, but might have potential, is the use
of ad-hoc provisioning to be able to implement a cybersecurity solution rapidly in an IR
scenario. They reduce the amount of time needed to do such provisioning from 3 minutes
to 0.5 minutes [29]. This might be interesting for future research to look into.

4.4 Conclusion

This research aims to explore the current state-of-the-art on the potential of using a digital
shadow to enhance cyber resilience through business continuity management, employing a
rapid review and supplementary semi-structured interviews. Noticeably, the classification
between a digital twin, digital shadow and digital model is rarely used within literature,
which is why the digital twin and digital model are also included in this study. The re-
sults show that many studies tried to integrate the digital twin, digital shadow and digital
model into various business continuity management activities. Especially the digital model
was used often, due to its simulation capability. Moreover, many articles conducted their
research in the context of an OT system, which was included in the proposed digital twin,
digital shadow or digital model. The articles succeeded in showing the opportunity of
using these technologies, in particular for incident response and business continuity plan
testing, maintenance and analysis, and also moderately for risk assessment, business im-
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pact analysis, business continuity management strategy, ICT strategy, business continuity
training. Articles did however not cover the steps of understanding the organization, alter-
natives to critical functions, business continuity plan design and implementation and crisis
management.

To answer the main research question, literature rarely reports on digital shadow imple-
mentations specifically. Only three articles explicitly used a digital shadow as the preferred
technology. Two of which showed uses in incident response strategies for real-time moni-
toring and knowledge-based decision-making to enhance cyber resilience for organizations
by Maia et al. [43] and Allison et al. [1]. The third article by Epiphaniou et al. [21] showed
that a digital shadow could also be used for business continuity testing, maintenance and
analysis through a cyber resilience assessment strategy. Noting that only three out of
twenty-five articles explicitly mention that they use the digital shadow, it suggests a lack
of use cases or limitations of this technology. On the contrary, neighbouring technologies
(the digital twin and digital model) show many more use cases to enhance cyber resilience
through business continuity management activities. The most likely reasoning is that a
digital model provides a realistic simulation environment that can be utilized to evaluate
realistic scenarios, in contrary to the digital shadow and digital twin which have to reflect
the real-world situation continuously. For use-cases that would need such an environment,
the power to adjust the real-world environment could be beneficial. Thus a digital twin
would be preferred over a digital shadow. Noteworthy is that nine out of twenty-five arti-
cles did not explicitly mention the DT type that they actually used. Thus there may be
more articles that have used the digital shadow, without it clearly being stated.

Although the number of studies and solutions towards the three technologies seem
promising, many challenges were also identified. Most noticeably, we found three challenges
that were faced most often. First, the high cost of developing and maintaining a digital
twin, digital shadow or digital model is a challenge that was faced in many articles. Next
to this, providing accurate behaviour of implementations, especially with high system
complexity is a difficult task. Lastly, the cyber threats landscape that can be increased
when implementing a digital twin, digital shadow and digital model should be taken into
consideration. Specifically, the digital twin can extend the threat landscape specifically,
due to its automatic data flow towards the real-world system. To make the technology an
economical, safe and beneficial option is still a great concern amongst scholars, which may
not be solved due to the complex nature of the technologies.

In light of these findings, further research is necessary to fully understand and leverage
the potential of digital twins, digital shadows and digital models in enhancing business
continuity management practices. A major research gap in the literature is the opportunity
to use the digital twin, digital shadow and digital model as an alternative to a critical
function in case of an incident. It would be especially interesting to investigate if a digital
model, which can be changed without changing the real-world environment, could be used
as an isolated environment to harden security and use it as an alternative to the production
environment to enable business operations during an incident. A second use case for such
an environment which could be investigated, would be to use it as an environment to
test capabilities within business continuity plans that provide recovery strategies. For
example, it is hard to get a grip on the time it will take to recover from a ransomware
attack, this could provide teams with an environment to simulate such a scenario. Next
to this, no studies delved into the practical implications, potential benefits, and challenges
of implementing the different types of digital twins into business continuity management
as a whole. A future study could research the opportunity to use one and the same
digital twin, digital shadow or digital model for multiple business continuity management
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processes, which can make the technology more economical. Furthermore, guidelines for
the successful incorporation of the digital twin, digital shadow and digital model into the
various ways to conduct business continuity plan testing and exercising could also provide
benefits to practitioners.
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Chapter 5

Problem Investigation

As we transition from the first phase to the second phase of the thesis, this chapter marks
the beginning of the design science research. As thoroughly explained in chapter 1, one
of the research gaps identified in the literature review serves as the foundation for this
phase. Specifically, this research will address the gap concerning the lack of studies on a
DM solution architecture that enhances multiple BCM processes, as discussed in section
4.4. Additionally, the potential for using DM as an alternative to critical functions will be
explored. In this chapter, our goal is to gain a deeper understanding of BCM processes
and investigate ways to improve them.

Due to the timeline of this project, we have scoped the research to investigate and
improve three BCM processes. The problem contexts have been stated by Northwave,
originating from their practical experience. These problems occur in the context of:

• Disaster recovery, which is part of the incident response component

• Disaster recovery test, which is part of the business continuity plan testing mainte-
nance, and analysis component

• Business impact analysis, which is a component in itself

Every problem must be thoroughly investigated to gain a comprehensive understand-
ing from both technical and process perspectives. During this investigation, three data-
gathering methods were employed, as outlined in section 3.3.1. The first method involved
a review of the literature, which is referenced in chapters 2 and 4, as well as within this
chapter. The other data extraction methods were integrated into case studies, involving
document analysis, informal conversations, and semi-structured interviews with experts to
gain a deeper understanding of the general process. The results of this investigation are
presented in four sections, corresponding to the motivational perspective of organizational
resilience and the three problem descriptions. This chapter is descriptive, aiming to depict
the current state through models that illustrate the situation as-is. Before proceeding, it is
important to clarify some terminology that may be confusing. In the previous chapter, the
term ’BCM component’ was used to describe specific aspects of the BCM domain, following
the framework by Russo et al. [57]. Moving forward in this design science research, we will
be focusing on three BCM processes rather than three BCM components. As mentioned
earlier, two of these processes are subsets of BCM components, while the business impact
analysis is a component in itself. However, for simplicity, we will also refer to the business
impact analysis as a BCM process. In each of these BCM processes, our goal is to identify
and understand the challenges within them, which we refer to as ’problems’, so that we
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can later address them in the solution design during the design science research. These
challenges exist within specific contexts, which we term ’problem contexts’. Each problem
context corresponds to one of the three BCM processes, as each process provides its unique
setting in which its respective challenges arise. While these contexts are considered distinct
due to the individuality of the problems, they all fall within the broader BCM domain.
Additionally, each BCM process is comprised of business processes that are detailed in the
enterprise architecture models.

5.1 Organizational Resilience Motivation and Strategy

To understand how a DM can enhance the CR of organizations, it’s essential to connect this
with the underlying organizational motivation to prioritize resilience. By clarifying this
perspective, we can better explain why organizations adopt specific strategies. Addition-
ally, it’s crucial to discuss the role of BC within this framework and its focus. This section
will broaden the discussion from cybersecurity to the broader concept of organizational re-
silience. In essence, organizational resilience is risk-driven and involves implementing both
preventive and repressive measures to minimize risk. BC, in particular, focuses on repres-
sive measures, ensuring that a business can maintain high productivity during disruptions
and swiftly restore normal operations.

5.1.1 Model Description

Based on the analysis of case studies and the literature, the organizational motivational
and strategic perspectives have been synthesized and are presented in figure 5.1.

To gain a comprehensive understanding of the model, we should examine it systemat-
ically from top to bottom. At the top of the model, we represent an organization, which
could be any entity. One key driver for organizations facing adverse events is the need
for resilience [8]. ’Organizational Resilience’ can be further dissected into ’Business Con-
tinuity’ (BC), which focuses on maintaining business operations during disruptions and
swiftly returning to a stable operational state, as detailed in section 2.3. This aspect is
overseen by the ’BCM Officer’, who is responsible for enhancing BC. Under the broader
concept of ’Organizational Resilience’, ’Risk Management’ plays a critical role. This in-
volves evaluating risks based on their likelihood and potential impact, and can be divided
into ’Risk Likelihood Management’ and ’Risk Impact Management’. Most organizations
emphasize prevention, prioritizing ’Risk Likelihood Management’. However, since risks
cannot always be completely avoided, organizations must also address ’Risk Impact Man-
agement’. Examining a layer further, risk assessments may reveal ’Unacceptable Risks’
that exceed an organization’s risk appetite. In such cases, the organization’s objective is
to ’Decrease Risks’ that are deemed unacceptable. This involves two sub-goals: ’Decrease
the Likelihood of Risks Occurring’ and ’Decrease the Potential Impact of Risk Conse-
quences’, corresponding to the management of risk likelihood and impact. The primary
strategy to influence these risks is to ’Apply Countermeasures’, which can be classified
as ’Repressive Countermeasures’ or ’Preventive Countermeasures’, as explained in section
2.2. Some countermeasures may serve both preventive and repressive functions, a concept
that will be elaborated on in the following section. For simplicity, the model focuses on
’Decreasing Recovery Time,’ a key aspect of BC. A practical example is the ’Implemen-
tation/Updating of a Disaster Recovery Plan,’ which, when periodically tested, helps to
’Decrease Recovery Time.’ This is a fundamental principle of BC, as discussed in Section
2.3, and represents a repressive measure used specifically during adverse situations.
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Figure 5.1: Organizational Resilience Motivation & Strategy Viewpoint

To gain a comprehensive understanding of the model, we should examine it systemat-
ically from top to bottom. At the top of the model, we represent an organization, which
could be any entity. One key driver for organizations facing adverse events is the need for
resilience [8]. ’Organizational Resilience’ can be further dissected into ’Business Continu-
ity’ (BC), which focuses on maintaining business operations during disruptions and swiftly
returning to a stable operational state, as detailed in section 2.3. This aspect is overseen
by the ’BCM Officer’, who is responsible for enhancing BC.

Under the broader concept of ’Organizational Resilience’, ’Risk Management’ plays a
critical role. This involves evaluating risks based on their likelihood and potential im-
pact, and can be divided into ’Risk Likelihood Management’ and ’Risk Impact Manage-
ment.’ Most organizations emphasize prevention, prioritizing ’Risk Likelihood Manage-
ment.’ However, since risks cannot always be completely avoided, organizations must also
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address ’Risk Impact Management’.
Examining a layer further, risk assessments may reveal ’Unacceptable Risks’ that ex-

ceed an organization’s risk appetite. In such cases, the organization’s objective is to ’De-
crease Risks’ that are deemed unacceptable. This involves two sub-goals: ’Decrease the
Likelihood of Risks Occurring’ and ’Decrease the Potential Impact of Risk Consequences,’
corresponding to the management of risk likelihood and impact. The primary strategy
to influence these risks is to ’Apply Countermeasures,’ which can be classified as ’Repres-
sive Countermeasures’ or ’Preventive Countermeasures,’ as explained in section 2.2. Some
countermeasures may serve both preventive and repressive functions, a concept that will
be elaborated on in the following section. For simplicity, the model focuses on ’Decreasing
Recovery Time’, a key aspect of BC. A practical example is the ’Implementation/Updating
of a Disaster Recovery Plan’, which, when periodically tested, helps to ’Decrease Recovery
Time’. This is a fundamental principle of BC, as discussed in section 2.3, and represents
a repressive measure used specifically during adverse situations.

This can all seem a bit conceptual, so let’s take an example to ensure the model is
understood. By way of illustration, let’s say organization X owns an office building and
manages the risks that are tied to the office building. In this example, the organization
needs the building to enable its core business operations, thus being a single point of
failure. One risk could be that some old electronic components, which are used for business
operations, are known to cause fire sparks. At other organizations, this spark has started
fire hazards. Let’s assume the organization does not have any countermeasures in place,
and they identify that this risk is unacceptable to the organization. A goal would be
to reduce this risk. To achieve this, a course of action could be to apply a preventive
measure, to reduce the likelihood of the risk occuring which contributes to the decrease
of the risk. Considering this example, the electronics might need replacement, which can
be seen as a preventive measure. However, this might not diminish the likelihood of a
fire hazard completely, and a repressive measure must also be applied to make the risk
acceptable. For example, putting a fire distinguisher close to the electronic component can
reduce the impact when a fire hazard just started. Furthermore, a countermeasure can be
preventive and repressive, like a temperature sensor. If the electronic component gradually
heats up towards a fire spark, it can be prevented by monitoring the temperature. If there
suddenly is a fire spark which causes a fire hazard, monitoring can enable employees to act
quickly, reducing the impact of the fire. Another way to reduce the impact is to reduce
the recovery time. One course of action could be to put a plan in place of who should
use the distinguisher, and how they should use it. Finally, a principle that influences this
decreased recovery time, is to test the recovery procedure periodically, to ensure the plan
still provides a sufficient recovery time and to train human capabilities.

5.1.2 Summary

The results of this investigation show how organisations deal with resilience, what course
of action can be taken, and specifically how the fields of BC and disaster recovery relate
to these concepts. This diagram will be used throughout this chapter to explain why the
three problems are relevant to organisational resilience and how they can contribute the
the field of BCM.
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5.2 Disaster Recovery

The first use case that we are going to evaluate is the disaster recovery process of an orga-
nization in the context of cyber security. From the data extraction method, the problem
has been identified that it is hard to provide organizations with repressive measures that
aid disaster recovery capabilities, especially during a ransomware attack. As mentioned in
the conclusion section 4.4 of the literature review, there has been no attempt by researchers
to use a DM as an alternative production environment in the case of an IT disaster. To
illustrate this opportunity in more detail, we will first explain how the process of disaster
recovery works. Additionally, an IT infrastructure viewpoint has been provided to show
the technical perspective of a recovery.

5.2.1 Goal

The purpose of disaster recovery in the context of cybersecurity is to restore critical IT
infrastructure and operations following a major disruption or disaster to ensure BC. Its
main focus is on providing availability of services, so critical business operations can be
continued.

5.2.2 Model Description

Infrastructure Viewpoint

Explaining the results of the business process viewpoint of a disaster recovery procedure
requires us to first explain what a typical IT infrastructure of an organization looks like.
Organizational IT infrastructures can vary significantly based on the type and size of an
organization. For instance, a small business with few dependencies on software programs
can rely on basic setups with limited servers and software, while a large complex enter-
prise will rely on complex networks, large data centres, multiple locations and numerous
applications. Despite these differences, many parts of IT infrastructure are universal, such
as reliable networking, secure data storage, computational power, and identity manage-
ment systems. These findings should be considered in the evaluation of the infrastructure
viewpoint we will discuss. However, this case can be considered a common scenario. The
infrastructure perspective of the problem context will be explained according to figure 5.2.

In this case, the IT infrastructure includes multiple physical locations. Let’s first look
at the network infrastructure. Each location is equipped with its own firewall and organi-
zational location network through which communication flows. For simplicity reasons, the
infrastructure details of the second location have been excluded in general. Communica-
tion that comes from the internet flows through the ’Firewall’, which protects the internal
network by monitoring and controlling incoming and outgoing network traffic based on pre-
determined security rules. It tries to keep the location infrastructure secure and isolated
from potential threats.

The main location usually hosts a virtual machine (VM) cluster to run various ap-
plications that are used within business operations. We describe this cluster with the
’Virtualization’ node. VMs are software-based emulations of physical computers that run
operating systems and applications. Each VM operates on a ’Hypervisor’, of which there
are often multiple. These are specialized hardware or firmware solutions that facilitate
computing power and software to create and manage VMs on an operating level. As such,
the hypervisor does not necessarily manage what application runs on a VM but rather
manages for example how much computing power and storage bandwidth it gets. Here
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Figure 5.2: Disaster Recovery Infrastructure Viewpoint

we are depicting bare-metal hypervisors which include both hardware and software in one
solution. To model this in our architecture viewpoint, the hypervisor assigns certain VMs
and can manage the load on each of the VMs. These VMs can then run any application
but are often dedicated to one system purpose (like a single application). We depict three
essential VMs that are essential in any IT infrastructure of an organization which we will
explain below.

To manage the hypervisors (including what VMs should run on them), organizations
use a VM management application here depicted with the ’Virtualization Manager VM’.
This application provides tools for managing the lifecycle of VMs and connects with the
hypervisor. It enables provisioning, configuring, monitoring, and maintaining VMs, ensur-
ing that VMs operate smoothly and scale according to the organization’s needs. This setup
maximizes hardware utilization, improves efficiency, and provides flexibility for deploying
and managing various applications. As this application is running on a VM itself, this
begs the question of whether it also manages itself as well. The answer is that this VM is
the first that needs to be set up in the initial setup, after which it can be configured to be
started first in a reboot.

Next to this, a domain controller (DC) manages the network security and user access.
A domain controller is a server responsible for security authentication requests within
a Windows Server domain. It serves as a management application of a directory and
identity management service system that provides centralized management and security of
user identities and network resources within an organization. It is a key component that
handles the centralized management of network resources such as user accounts, computers,
and printers. Often this is used in a hybrid solution combined with cloud identity providers,
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like Entra ID by Microsoft. The domain controller is very powerful and it often plays a
crucial role in ransomware attacks to execute the ransomware.

Lastly, next to the management of the virtualization, in this infrastructure, a ’Storage
Service’ is shared amongst the hypervisors. This way, a hypervisor can take over the
activities almost instantly when the other hypervisor has some kind of failure. This storage
also needs to be managed through a storage service manager, which run on a VM as well.
The storage service stores data, making it accessible to authorized applications and users
across the network. There are various ways of setting up a backup environment, however,
often this is also managed by the database service.

Often, people require secure access to the internal organizational network from vari-
ous locations, including remote offices, home offices, or while travelling. Virtual Private
Networks (VPNs) are widely used to facilitate this secure access.

Business Process Viewpoint

From the data, the following business process model was constructed as shown in figure
5.3. In this case, we take a ransomware attack as the scenario.

In the context of cybersecurity, the process begins with a cyberattack on an organi-
zation, resulting in an ’IT disaster.’ In such a scenario, the attacker gains access to the
system through a vulnerability, such as an unpatched exploit, and obtains sufficient system
privileges to either extract data or deploy ransomware to lock systems within the organiza-
tion. Once the victim becomes aware of the attack, the organization must investigate how
the threat actor gained access and initiate the recovery process according to the disaster
recovery procedure.

In disaster recovery, the focus is solely on restoring the IT infrastructure. The first step
is to contain the breach, which typically involves isolating the network by disconnecting
VPNs, internet connections, and any other external links. Referring to the infrastructure
depicted in Figure 5.3, this would involve severing the connection between the ’Internet’ and
the ’Firewall,’ as well as disabling the VPN connections. Once containment is achieved, the
’Disaster Recovery’ process can begin, led by the organization’s ’Incident Response Team’.
Firstly, two steps need to be taken in parallel which are the ’Pre Recovery Procedure’ and
the ’(if unprepared) Create Application Priority List’. An ’Application Priority List’ is
required during the disaster recovery process so the IR team knows which VMs to recover
first. This is based on the priority of applications which often corresponds to a list of
applications required for critical business processes. Organizations occasionally created
this list prior to the disaster, but often needs to be created during the incident. This list
includes the ’VM(s)’ that need to be recovered, which ’Business Process’ is supported, the
’Location’ of the recovery and all the ’Application Details’ which are required for recovery
(like the IP addresses of the applications). In parallel, the ’Pre Recovery Procedure’ will
be started.

This ’Pre Recovery Procedure’ includes steps that are required to be taken before re-
covery of VMs can even start. The first step is to ’Prepare safe infrastructure’. This
can include various steps depending on the IT infrastructure of an organization like re-
installing hypervisors and other hardware systems. Afterwards, the ’Disaster Recovery
Secure Environment Setup’ process can be started. In this process, the IR team needs to
’Set up isolated environment’. The isolated environment is needed to eradicate the threat
actor from each VM while being able to run some applications on production in parallel.
Understanding this step is essential to understand an efficient disaster recovery procedure.

Large organizations often have many VMs that they need to restore. However, not
all of them are needed for the critical business functions. Organizations often want to
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Figure 5.3: Disaster Recovery Business Process Viewpoint

restore their applications for critical business functions first, before all the other VMs are
recovered. This requires these VMs to have internet access, as most applications rely on
collaboration with other applications to function properly. If this were done on a single
network environment, these VMs could function properly again, but removing the threat

58



actor from the other VMs would become dangerous, as the threat actor might gain access
through the network again via a backdoor in one of the VMs that needs to be cleaned. This
makes the separate isolated environment essential, as it provides a safe virtual space for
threat eradication, while the cleaned VMs can go to production to provide the organization
with critical business functions applications again.

After the isolated environment has been set up, ’Restore backup connection’ needs to
be established. How this is done depends heavily on the backup type, location and vendors.
It can either be on-premise or in the cloud, which in the latter case can limit the recovery
speed. Finally, ’Restore Active Directory’ needs to be executed. As mentioned, the domain
controller is essential in any organizational IT infrastructure, as it controls authentication,
authorization, directory services and more. In a typical ransomware attack, the attacker
has gained access to the accounts in the domain controller to execute its ransomware.
Because of this, a ’Password reset’ is required for all accounts to ensure the attacker cannot
access the environment anymore. This is often quite a troubling process, as all users need
to change their passwords after it has been reset for every user. While users change their
passwords, the recovery environment needs to ’Rebuild Entra ID Connection’, which will
sync with the password updates so both are aligned again. This can sometimes take place
later in the process, but this can already be done at this point.

After this process has been finished, applications can be recovered from the backups
according to the priority list that was set up in parallel. From this list, the IR team will
’Identify Application to Recover’. For each application, there are a certain amount of VMs
required, which will be restored one by one until each one is recovered. One by one the IR
team will ’Identify VM to recover’ to facilitate this process. With a large team, this can
also be done in parallel. Then the ’Recover VM’ process can start. In this process, the VM
will be ’Recover from backup’. After restoring the backup, the other steps are essential to
recover the production environment safely. In a cyber attack, a threat actor often installs a
backdoor in some of the VMs. This consequently requires organizations to check each VM
for such a backdoor and eradicate the access of the threat actor if one is found. Thus, the
’Erdicate Threat Actor from VM’ will take place. Next to this, there might be VMs that
run applications that have not received security updates. ’Harden’ step will be applied to
ensure these receive updates. Finally, the ’Restore to production’ environment process will
be executed. This is a quick process, as it only requires network configuration changes of
the VM to be changed.

This process will be done for each VM (this is where the OR junction flows back to
’Identify VM to recover’) required for an application until all are restored. Finally, the
application needs to be tested to evaluate if it is functioning correctly. As the network
configurations of an application are often based on the production environment, applica-
tions only work properly there. Only when they are restored to production, they can be
tested. This will be done for every application (this is where the OR junction flows back
to ’Identify Application Priority List’) and its VMs according to the priority list until all
critical business function applications are working properly.

Finally, after the critical business functions applications are restored, ’General Infras-
tructure Hardening’ will be executed to prevent another attack. This also takes into
consideration the investigation process that identifies where the threat actor gained access
as mentioned at the start of this sub-section, which is often done parallel to the disaster re-
covery process. This can also include setting up security monitoring to prevent an attacker
from escalating if a backdoor is missed. When this is done, the production environment
can be put online to enable critical business functions. Afterwards, all the other VMs will
be recovered in the isolated environment and returned to production. In figure 5.3, we
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specifically address this case. If an organization only has critical business applications or
does not want to recover all applications, this step will be omitted. Lastly, after every
application has been restored, the disaster recovery process will be evaluated.

5.2.3 Problem Description

Looking back at the motivational viewpoint, any repressive measure aimed at supporting
the disaster recovery process will reduce the impact of risks. Being able to recover from
a disaster is defined by human capabilities and system capabilities. System capabilities,
like an up-to-date backup strategy, are essential to restore systems. From the human
perspective, a sufficient amount of knowledge about their IT architecture and technical
know-how is needed to recover systems. Both capabilities can be enhanced by implementing
repressive measures. The main challenge of this section focuses on the lack of system
capabilities.

As shown in figure 5.3, many processes need to be taken to set up a separate isolated
environment to enable the application recovery process. This pre-recovery procedure takes
some time, depending on the system and human capabilities. In a ransomware scenario,
every hour counts. This makes it crucial to implement repressive measures to ensure quicker
recovery time. The main challenge is that few repressive measures can speed up the recovery
process from a system capability perspective, especially for the pre-recovery procedure.
This is because, for example in a ransomware scenario, the production environment will
be encrypted. Some examples of repressive measures are quick, safe and reliable backups,
which can decrease the time it takes to recover backup data. However, in the whole
disaster recovery, there are many manual steps to interact with systems to recover. A
second opportunity to increase recovery speed might be to use the isolated environment as
the new production environment, instead of taking the last step in the application recovery
process.

Next to this, during the process of recovering IT systems, organizations are often unpre-
pared to have an understanding of which IT systems need to be restored to enable a critical
business function. If an organization is thoroughly prepared, then this should be available.
However, developing such a list and testing it is often very challenging. Understanding
the dependencies of critical business functions is a responsibility of the business impact
analysis, which will be explained in section 5.4. A takeaway should be that this process
delays recovery by some period of time, depending on the size and type of organization.
An estimate would be that it takes a couple of days for a large organization according to
a Northwave employee.

5.3 Disaster Recovery Test

The second problem we will investigate is the disaster recovery test, which is highly related
to the disaster recovery process. As mentioned in section 5.1, the disaster recovery test
plays an essential role as an amplification of the effect of a disaster recovery plan as a
countermeasure. Similar to the previous section, we will first explain the goal and process
of the problem context, before we explain the problem itself.

5.3.1 Goal

The goal of a disaster recovery test is to ensure that the recovery of critical business op-
erations aligns with organizational objectives after a disruptive event. The test evaluates
if an organization can deal with a certain scenario according to its disaster recovery plan.
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Scenarios are built to test procedures in the disaster recovery plan. After a test, the evalu-
ation may be used as an enabler for a migration plan towards improved human capabilities,
technical capabilities, or disaster recovery plan.

5.3.2 Model Description

The following model of the disaster recovery test business process was constructed as shown
in 5.4.

Figure 5.4: Disaster Recovery Test Business Process Viewpoint

The diagram will be explained from top to bottom. As an initial business event, the
’BCM Officer’ will ’Initiates the Disaster Recovery Test’ to assess whether the ’Disaster
Recovery Procedure’ can be effectively executed. This procedure is typically a component
of the ’Disaster Recovery Plan’, which itself is a part of the broader ’Business Continuity
Plan’. Initiating the disaster recovery test triggers the ’Disaster Recovery Test Preparation’
process, where all necessary elements for the test are organized. This includes creating a
’Script’ that outlines the scenario to be tested, the ’Participants’ involved, the ’Scope’ of
the test, and the specific ’Applications/Servers/VMs/Network’ that will be utilized. This
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preparation is primarily overseen by a ’Test Facilitator,’ often the BCM Officer. After
setting up the script, the test will be scheduled and there will be a ’Go /No Go Decision’
process one day before the execution, depending on the conditions of the IT infrastructure.
If there are any other problems around the IT infrastructure, the ’Incident Response Team’
might have other obligations and the test will need to be rescheduled (flowing back from
the OR junction to ’Schedule test period’. Otherwise, the ’Disaster Recovery Test’ process
itself will be started.

The test is conducted by the ’Incident Response Team’, under the supervision of the
’Test Coordinator’. The script provides detailed instructions and delineates the steps to
be executed throughout the test. The process starts by initiating the test environment. As
stated earlier, the goal of the test is to test the recovery of certain IT applications, which
requires various other systems to be built as well. For example, a Domain Controller as
mentioned in figure 5.2 needs to be working and backups connections need to be established.

Next to this, the VMs which run an application often have certain network config-
urations that are essential to make them communicate with each other correctly. This
means that the copies cannot be set up in the production environment, due to its potential
disrupting effect towards existing VMs. Consequently, depending on the test, the VMs
targeted for testing must be restored to a separate network environment that is a clone of
the production environment. As mentioned in section 5.2, setting up such an environment
is often part of the recovery strategy, making it an essential step which can be tested.
However, it depends on the goals of the test and the test script whether or main this is
the main focus. A key difference between the disaster recovery procedure and the DRT
is that applications in the test environment cannot be deployed in production due to po-
tential disruption. In a real recovery, applications are first restored in production before
being tested. Therefore, the test environment’s network configuration must replicate the
production environment to accurately assess the application’s functionality post-recovery.
The feasibility of this replication varies depending on the IT infrastructure’s capabilities.

The testing environment will be configured by the IR team so it provides sufficient
components that can be recovered. The parts that need to be configured depend on the
procedure that is being tested. For example, if the goal of the test is to evaluate if the IR
team can set up a connection with the backup environment to restore an application from
backups, then the backup connection should be removed, but VPN connections can still
be active. When all the required systems are configured accordingly, the IR team can start
the ’Playout recovery script’ process. This procedure can either succeed or fail. When
some part of the procedure is unable to be executed, this might cause the following part to
be untestable. If so, the test can be stopped. In either case, the testing environment will
need to be removed again by hand through the VMWare interface. When this has been
finished, the ’Disaster Recovery Evaluation’ will be started by the IR team and the test
coordinator. This will be reported afterwards, upon which improvements and decisions can
be made for the procedure. This will be reported in the ’Disaster Recovery Test Report’.

5.3.3 Problem Description

Looking back at figure 5.4, the main challenge is primarily related to the ’Initiate Testing
Environment’ process. Building a separate realistic testing environment based on script
requirements can take much time. Especially as the setup needs to deal with many con-
straints on hardware resource usage, network settings that need to be configured, and
invalid data manipulation to name some. The setups that are currently used are often
not similar to real disaster situations, making the test less accurate. Next to this, due to
the limited resources, only small parts of procedures are tested, which is less of a holistic
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approach. Northwave would like to be able to test larger parts or the whole of the disaster
recovery plan to have a more accurate and realistic test that can improve the capabilities
and shorten the recovery time.

Connecting the problem to the motivation and strategy viewpoint in subsection 5.1, if
the tests of the recovery plan can be done more realistically and cover a bigger part of the
disaster recovery plan (so multiple procedures in one test), this could enhance the result
of having a decreased recovery time.

5.4 Business Impact Analysis

Results from the problem investigation methodologies show that the business impact analy-
sis is highly related to risk assessment and supports decision-making efforts on risk counter-
measures. As a preparation step in the BCM field, it plays a valuable role in understanding
organizational business processes and their dependencies. These results will be highlighted
in this section.

5.4.1 Goal

One of the main goals of the business impact analysis is to understand the inter-dependencies
within critical business operations and IT infrastructure. The results should note if de-
pendencies are single points of failure in the case of systems or single points of knowledge
in the case of humans or data. These dependencies can directly cause problems when the
dependency fails to operate. Next, from this knowledge BC requirements can be stated.
These are mainly related to recovery time and the data loss period. This will be explained
later in this section.

As mentioned in section 5.2, many organisations experience a lack of grip on their
IT infrastructure and especially its dependencies. When a response procedure needs to
be executed, organizations need to know how they can rebuild their IT infrastructure to
support their core business operations. Additionally, this is relevant for understanding the
consequences of a discontinuity in one part of the IT infrastructure, and the effects on the
rest of the business operations.

5.4.2 Model Description

To get a better understanding of the problem, the business process viewpoint was developed
shown in figure 5.5.

The diagram will be explained from top to bottom, starting at the top-left ’Initiate
Business Impact Analysis’ event. A ’BCM Officer’ is responsible for scheduling and starting
the business impact analysis, which will be executed by at least the ’IT Manager’ and
’Operational Manager’ with guidance from the BCM officer. As most organisations have
intricate and complex business operations, the BCM officer is also responsible for choosing
a specific part of the business operations that they will analyse. Most often this is a
’Critical Business Function’ below the initial event. For this research, we will use the term
business function to describe a collective part of business operations which is built out of
business processes that explain small parts of a business function. The first step in the
business impact analysis of the critical business function we want to assess is to understand
the business function and its processes. So the first step is to ’Analyse Critical Business
Function’ through a discussion. This will end up in a ’Business Function Diagram’ which
is part of the ’Critical Business Function’, which is either described already beforehand or
will be developed during the analysis at ’Develop Business Function Diagram’. To develop
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Figure 5.5: Business Impact Analysis Business Process Viewpoint

this diagram many steps need to be taken, which are irrelevant to the problem of this BCM
process, so they are excluded from this model.

Continuing the business impact analysis, the members of the analysis need to ’Iden-
tify Key Business Function Process’ of which a ’Business Dependency Analysis’ will be
conducted. This will be done for every key business function process. In this process,
the ’IT Manager’ and ’Operational Manager’ will think of the dependencies they acknowl-
edge for the business function process in ’Define Dependencies’. This ’Dependency’ will
be written down as shown to the right of the model, which can be of any type that is
aggregated from ’Dependency’. For every dependency, it will be decided if it is a ’Single
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Point of Failure/Single Point of Knowledge’, depending on if the dependency is a system
or datapoint respectively. A person can also hold specific knowledge which can be a single
point of knowledge. After this process, ’Alternatives to dependencies’ will be identified to
determine if a dependency can be executed alternatively. Implicitly, this is only the case
for dependencies that are not a single point of failure or knowledge. After all the business
function processes have been evaluated, the ’Business Continuity Requirement Analysis’
can be started.

In this final part, the recovery time objective (RTO), maximum tolerable period of
disruption (MTPD), recovery point objective (RPO) and maximum tolerable data loss
(MTDL) will be defined, which were explained in 2.3. While this process includes additional
steps and the objectives depend on numerous variables, these details are not relevant to
the problem context and will be excluded from this model. Finally, the analysis will be
reported in the ’Business Impact Analysis Report’, which includes the dependencies and
BC requirements which were obtained during the analysis.

5.4.3 Problem Description

The main problem which was mentioned in interviews with Northwave employees is the
complexity of identifying dependencies within the IT infrastructure. Not only does this
make it harder to assess risks accurately, but it also brings about a potential knowledge
gap in disaster recovery procedures. As mentioned in section 5.2, it can be of big value in
a crisis situation to understand system dependencies to recover quickly. A scenario might
arise where recovery of a certain IT system is needed, but some required servers, databases
or networks lack from the disaster recovery procedure, causing a delay in recovery time.
Organizations rarely have a database of their IT infrastructure dependencies at the ready.
Mostly organizations with a high resilience maturity make these preparations. However,
this only considers customers of Northwave, so the findings might not be transferable to
every organization. To conclude, currently, it takes many resources to understand the
interdependencies of IT systems in IT infrastructure, making it difficult to understand
risks and write accurate disaster recovery plans.

5.5 Conclusion

In examining the three problem contexts of disaster recovery, disaster recovery test and
business impact analysis, we have uncovered comprehensive insights into the core of each
problem and the potential benefit of solving them. Collectively, these investigations not
only provide a clearer understanding of the problems but can also be interpreted through
the organizational motivation and strategy viewpoint as depicted in figure 5.1.

Firstly, our investigation into disaster recovery revealed that organizations often ex-
perience difficulties setting up an isolated recovery environment which delays the disaster
recovery process. Also, the identified research gap in the literature review (section 4.4) to
use the DM as a new production environment presumably does not offer many benefits.
Moving a VM from an isolated and secure environment does not take much time. Next
to this, it is even required to have at least two environments to recover critical business
function applications first, before the non-critical applications.

Secondly, the analysis of the disaster recovery test revealed that it takes much time
and resources to set up a realistic separate environment to conduct a disaster recovery
test for specific procedures. Some disaster recovery tests might include this process, but
some tests aim to evaluate some other specific disaster recovery procedure. Especially
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because this step is repetitive for every test that does not include setting up a realistic
separate environment, potential improvements can be made. Another problem is that
applications often require specific network configurations that correspond to the production
environment to work correctly. Being able to test if an application functions properly after
a disaster recovery procedure requires a separate environment with the same configurations.
This is also difficult to produce and often requires specific hardware or software.

Lastly, investigating the business impact analysis showed that organizations often have
a lack of understanding of IT interdependencies. This makes it hard to understand the
vulnerabilities of systems and which systems need to be recovered to enable certain business
operations. This creates a lack of understanding of how long recovery times are and what
consequences system disruptions have, making it challenging to evaluate risks effectively.

In this chapter we have assessed the problems independently from each other to get a
thorough understanding of each problem and what happens if they are improved. However,
when looking at these problems collectively, a connection between each problem can be
recognized. The interaction between each problem was already briefly introduced in each
section. As mentioned in section 5.2, improving the business impact analysis can not only
improve the risk assessment accuracy but also shorten the disaster recovery process by
providing a list of key IT interdependencies. This is a quite straightforward relationship
between the two problems, where the results of the business impact analysis can be used
within the disaster recovery as well. However, when relating the disaster recovery problem
with the disaster recovery test problem, a different situation is created. The disaster
recovery test problem addresses the lack of a realistic testing environment to test system
and human capabilities. A DM might prove to facilitate such an environment wherein a
cyber attack can be simulated to test if an organization conduct their disaster recovery
procedures. However, if the proposed DM would also be used to improve the disaster
recovery process, the disaster recovery test procedure would change as well. The separate
test environment used in the disaster recovery test would become part of the disaster
recovery test as it would also be used in a disaster recovery scenario. The creation of this
environment still needs to be tested, next to all the other steps in the disaster recovery
procedure. So this still requires practitioners to conduct the test of the disaster recovery
procedure and even provides the opportunity to evaluate the recovery speed.

The proposed solution will investigate whether a DM can be used as a repressive mea-
sure, to improve risk assessments and shorten disaster recovery times. In the next chapter,
we will discuss the requirements of the proposed solution, the conceptual model, and how
it can be integrated into these BCM processes.
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Chapter 6

Proposed Solution

In this chapter, we will design and introduce the proposed solution of a digital model ar-
chitecture to improve the BCM problem context described in the previous chapter. By
investigating the problem contexts identified in the previous chapter, we derive specific
requirements needed to achieve the intended goals of improving the BCM processes. This
chapter will provide a thorough explanation of the proposed solution, addressing its goal,
requirements, design choices, functional models, architecture models, and theoretical im-
plications.

The DM solution that will be proposed is not just a single software system or appli-
cation; it is an integrated framework comprising multiple software systems to provide the
required functionalities of a DM. Considering this, the solution can be better described
as an architecture. This is why from this point forward we will describe this solution
architecture as the Resilience Digital Model Architecture (RDMA). It serves as a concep-
tual solution umbrella, adaptable to various implementations using different automation
of software and hardware systems. For instance, while this chapter might reference the
Active Directory by Microsoft, the solution is conceptual and can integrate with alternative
vendors as well. Or the multiplicity of methods to create an isolated network environment.

Throughout this chapter, we will explain how the RDMA works and what it aims to
achieve, detailing its requirements, the functions it provides, and how it integrates with
specific business processes to enhance them. We will also discuss the infrastructure design
and potential challenges that may arise when implementing this solution design.

6.1 Requirements

To effectively develop a DM aimed at enhancing BCM processes, we need to establish a
clear set of requirements. This section outlines the requirements that the solution must
meet to improve the identified problem contexts. These requirements are derived from the
insights gained during the literature review and problem investigation. To improve each
of the problem contexts, every one of them will have its requirement list. These will all
need to be considered for the solution architecture that needs to improve all three problem
contexts. Combining these requirements will be the basis of the conceptual models to
develop the RDMA.

Some requirements are not measurable, making it impossible to assess if they are sat-
isfied. According to the methodology by Wieringa [73], these requirements need to be
operationalized. This means that they require a measurement procedure that indicates
the presence of the property. The metrics for which a requirement is measured are called
indicators [73]. The specification of the amount it needs to achieve is called a norm. An
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example would be a requirement that requires a system to process and output data quickly.
In this requirement, ’quickly’ needs to be operationalized. The indicator could be the num-
ber of seconds, and the norm could be 30 (seconds as defined by the indicator). In the
requirements, we will establish some indicators for requirements that cannot be strictly
measured. We will not suggest exact norms for every requirement as the amount of im-
provement can depend on a multitude of variables. For instance, one implementation might
have a more complex infrastructure, with higher cost, but with a reduced risk of threats.
The norms for such a case will differ from a lower-cost, higher-risk solution. However, in
either situation, the requirements must at a minimum be improved by implementing the
RDMA, compared to the situation without an RDMA. So, for example, the conceptual
model (and thus, every implementation) must reduce the disaster recovery time by some
amount as stated by requirement Req1.1, and when an implementation is designed for
a specific context, the solution needs to be normed by for example to make the disaster
recovery at least 20% quicker.

6.1.1 Disaster Recovery

Non-functional Requirements

Req1.1 The solution must reduce the recovery time of a disaster recovery pro-
cedure. This is the main aim of the solution. An indicator can be a literal amount
of time or a percentage that the recovery time is reduced compared to the current
situation. Norming this requirement is very situational to the complexity and de-
sign of an implementation. Depending on the type of implementation, the recovery
time norm can be adjusted accordingly.

Req1.2 The solution must be safe and unaccessible by a threat actor. If a threat
actor can access the DM manager, or a DM itself, the solution can be infected
as well. This can cause the system to be compromised, extend the recovery time,
or be used at a later point in time to conduct another attack. This is why an
implementation of the solution architecture should be pen-tested by a certified
independent security tester to comply with this requirement.

Functional Requirements

Req1.3 The solution must have a management platform that allows users to in-
teract with the system. To manage the DM, there is a need for a management
interface to configure systems settings so it can integrate with other systems and
configure which VMs should be included in the DM that it manages. The func-
tionalities that need to be provided by the management platform will be guided
by the requirements below.

Req1.4 The solution must be able to register accounts that have strict access to
the solution architecture. To manage who has access to what part of the DM
and DM manager, identity and access management must be implemented. The
management platform should include a module that gives admin users the option
to manage which accounts have access to what.

Req1.5 The solution must be able to simulate the production environment
partly, or wholly, based on a configuration. An IT infrastructure often
includes many systems that are relevant to an organization, but not critical to
business operations. In the recovery process, we want to run VMs that support
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the critical business functions first, before recovering the rest of the IT infrastruc-
ture. To reduce the computing power needed to run a DM instance and shorten
the process of restoring multiple VMs, being able to configure a DM to only restore
business-critical VMs is a requirement for the architecture. This requirement can
be disregarded if there is enough computing power to restore all VMs and if the
time it takes to restore them is negligible.

Req1.6 The solution must be able to change what part of the production envi-
ronment it simulates. In the IT disaster recovery process, VMs of applications
need to be moved from the DM to production to restore them fully. This will
change the DM, making it a dynamic simulation entity. An addition to the previ-
ous requirement, this requirement allows users to recover VMs from the backup to
the DM during the disaster recovery, which can reduce the amount of VMs that
are running at once in the DM.

Req1.7 The solution must have a connection with the backup server to restore
VMs. When we want to restore and recover VMs, we need to have a connection
with the backup system to be able to use it. Having this connection configured
and established beforehand will decrease the time needed to restore the backups
contributing to a shortened recovery.

Req1.8 The solution must be able to set up a separate isolated network envi-
ronment. As one of the non-functional requirements is that the DM should be
inaccessible by the threat actor, this functional requirement makes sure that this is
possible. The solution architecture should be able to set up a separate network en-
vironment that is isolated so backdoors cannot be exploited during the eradication
process.

6.1.2 Disaster Recovery Test

Non-functional Requirements

Req2.1 The solution provides a realistic environment to test a disaster recovery
procedure. This requirement relates to the fidelity of the DM, which should be
high to get a good understanding of the inner workings of the production environ-
ment.

Functional Requirements

Req2.1 The solution must be able to register accounts that have strict access
to the solution architecture. To be able to give certain users access to the
environment, this needs to be manageable.

Req2.2 The solution must have a connection with the backup server to restore
the system. The same argument mentioned in the disaster recovery requirement
can be given.

Req2.3 The solution must have a management service that allows users to in-
teract with configurations and the DM environment. The same argument
mentioned in the disaster recovery requirements can be given, however, more specif-
ically the disaster recovery tests are often aimed to test a certain part of the pro-
duction environment, making the configuration capability even more important.
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Req2.4 The solution must be able to simulate the production environment
partly, or wholly, based on a configuration. The same argument can be
given as was done in the disaster recovery requirements, however, more specifically
the disaster recovery tests are often aimed to test a certain part of the production
environment, making the configuration capability even more important.

Req2.5 The solution must configure the networking of each backup server such
that it can still find other required servers in the DM. One of the challenges
with a disaster recovery test is that the VMs have specific network configurations
to communicate with other VMs. These are essential to the functioning of an
application, however, configured to be running in the production environment.
Since these network settings are already being used in the production environment
as it is still running, it can be difficult to use the same network addresses for the
testing environment. If the application is not running correctly due to network
constraints, it cannot be fully tested. The solution architecture should deal with
this problem and be able to set up a clone of the network environment with the
same IP range.

6.1.3 Business Impact Analysis

Non-functional Requirements

Req3.1 The solution must provide a realistic environment to evaluate system
interdependencies. The same argument mentioned in the disaster recovery test
requirement can be given.

Functional Requirements

Req3.2 The solution must be able to register accounts that have strict access
to the solution architecture. The same argument can be given as was done in
the disaster recovery test requirements.

Req3.3 The solution must have a connection with the backup server to restore
the system. The same argument can be given as was done in the disaster recovery
test requirements.

Req3.4 The solution must configure the networking of each backup server such
that it can still find other required servers in the DM. The same argument
can be given as was done in the disaster recovery test requirements.

Req3.5 The solution must have a management service that allows users to in-
teract with configurations and the DM environment. The same argument
can be given as was done in the disaster recovery test requirements.

Req3.6 The solution must be able to simulate the production environment
partly, or wholly, based on a configuration. The same argument can be
given as was done in the disaster recovery test requirements.

Req3.7 The solution must configure the networking of each backup server such
that it can still find other required servers in the DM. Currently, it is
challenging to run certain VMs of an application separately to evaluate system
interdependencies due to specific network configurations of the VMs. These are
essential to the functioning of an application, however, configured to be running
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in the production environment. Since these network settings are already being
used in the production environment as it is still running, it can be difficult to
use the same network addresses for the testing environment. If the application is
not running correctly due to network constraints, it cannot be fully tested. The
solution architecture should deal with this problem and be able to set up a clone
of the network environment with the same IP range. This allows organizations to
test certain VMs for interdependencies.

6.2 Design Choices

Considering the problem contexts described in the previous two chapters, using the con-
cept of a DM to improve the problem contexts can sound straightforward. The challenge
is however that it needs to reduce the disaster recovery time for the disaster recovery pro-
cedure while keeping it safe and secure. This makes every step and operation required to
create a DM a costly one. Due to this, some functional and architectural decisions have
been made to optimize this process.

Many requirements state the need for a system in which the DMs and their config-
urations can be managed. Due to this, we suggest using a management system called
the ’Digital Model Manager’. This management system will take care of the automation
steps, which are essential to reduce the disaster recovery time during the disaster recovery
process. As mentioned in the introduction section of this chapter 6, the combination of
the DM Manager and the DMs itself is called the Resilience Digital Model Architecture
(RDMA). In this section, we will explain what its main functions are.

A last consideration is the choice of hardware infrastructure on which the DM should
run. Currently, mainly three hardware infrastructure options are available. The first is
on-premises production hardware infrastructure that already exists and is available. The
second is also on-premises, but separate from the production hardware infrastructure that
already exists. Last is in the cloud, where computing power can be bought as a service.
The pros and cons of each of these options will be explained in section 6.4.

6.3 Functional model

According to the requirements, the solution architecture needs to provide certain func-
tionalities. To go a bit more in-depth, this section will cover the functionalities of the
DM manager through an application function model. Next to this, we will also cover how
the functionality model will integrate with the BCM processes which we are trying to im-
prove. In these models, we have highlighted changes in the components. The components
that have been added have been marked with a higher saturation compared to the default
colour and the components wherein components have been removed were marked orange.
Following Wieringa’s methodology [73], this step involves proposing the treatment design
and integrating it with the problem context to develop validation models. We hypothesize
on the effects and evaluate it in validation chapter 7.

The application function model is based on the DT lifecycle management framework
by Grasserli et al. [29]. This framework helps us to understand which phases a DT should
have. We will explain the lifecycle management framework first before we explain how the
application function model has been designed. This will help us to design the functionalities
that the DM Manager needs to facilitate when managing the DMs.
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6.3.1 Lifecycle management

The DT lifecycle management framework by Grasselli et al. [29] will be adopted in the
RDMA. They propose a solution architecture with a management platform that orches-
trates the creation of pre-configured DTs [29]. The schematic overview can be found in
figure 6.1.

Figure 6.1: Schematic overview of DT lifecycle by Grasselli et al. [29]

The lifecycle management of a DT, inspired by 3GPP and ETSI standards for net-
work slicing [22] [23], consists of four main phases: preparation, commissioning, operation,
and de-commissioning. In the preparation phase, the DT’s architecture is designed using
templates called descriptors. After creation, these are onboarded onto the commission-
ing service with the necessary environment settings such as network configurations. The
commissioning phase involves the automated instantiation of the DT based on these de-
scriptors. During the operation phase, the DT is active, with its components monitored
and reconfigured as necessary. Finally, the decommissioning phase entails the removal of
the DT’s components and releasing computational resources when the DT is no longer
needed. [29] The life-cycle management has been integrated into the functional model that
will be discussed in the next section.

6.3.2 Application Functions

In this section, we will discuss the functionalities of the DM Manager which will act as
the main contribution to this solution design. Let’s first explain the RDMA in a bit more
detail before explaining the application function.

The RDMA functions primarily from a management platform designed to automate
the creation and management of DMs. A DM in this context is a simulation of the nec-
essary components required of a part of the production IT infrastructure, such as VMs
and network configurations. So in essence, the RDMA is copying VMs from the produc-
tion backup to a separate isolated environment where we can alter it to simulate certain
scenarios without affecting the production environment. What part of the production IT
infrastructure will be created depends on a given preset, which can be managed by the
digital model manager. When needed, the DM is initiated using a preset configuration,
which contains detailed information about what the DM should encompass, which allows a
DM to be built in repetition if required. This automation allows organizations to simulate
a test environment, thus facilitating rapid recovery and testing environments that support
disaster recovery procedures. Later in this section, we will explain how the digital model
manager can construct these DMs.

The DM manager is designed to streamline and manage DMs through three main
services: a configuration service, a commissioning service, and a de-commissioning service.
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Each of these services plays a crucial role in ensuring the efficient operation and lifecycle
management of DMs within the solution architecture. The functions of the application are
explained in an ArchiMate application function viewpoint depicted in figure 6.2.

Figure 6.2: DM Manager Application Function Viewpoint

The ’Digital Model Preset Configuration Service’ is responsible for setting up and
maintaining DM presets. Each preset represents a specific part of the IT infrastructure,
which are composed of VMs. One such preset that can be used for the disaster recovery
process is the ’Critical Business Function Preset’. This service allows users to configure
which VMs should be included in a preset, including the network configuration. Also, it
should be able to configure the amount of computing power a DM can use. The preset
can then be used to commission a DM according to the configuration. The configuration
service should allow for easy adjustments and updates to the models’ settings, enabling
quick responses to changing requirements or improvements in technology. Additionally,
it may include test mechanisms to ensure that any changes in the VMs do not introduce
errors or inconsistencies in the DM.

The ’Digital Model Orchestration Service’ facilitates the creation and integration of a
DM into the existing infrastructure. As seen in figure 6.2, the service is effectively built out
of three consecutive application processes using a DM preset that the user has selected.
It connects directly with both the virtualization management system and the network
management system, which allows the model to automate the process. By interfacing with
these systems, the commissioning service ensures DMs are fully functional, and seamlessly
integrated with other components of the infrastructure.

The de-commissioning service manages the orderly removal and deactivation of DMs
from the IT infrastructure after their usage within the BCM processes. As with the commis-
sioning service, it interfaces with the virtualization management system and the network
management system to ensure that the decommissioning process can be executed. By do-
ing so, the de-commissioning service helps prevent potential conflicts or resource wastage
as they are not required for the BCM processes anymore.

6.3.3 Disaster Recovery Integration Model

In combining the RDMA into the disaster recovery problem context, some of the business
processes have been changed or replaced by the DM manager. The proposed integration
of the RDMA and disaster recovery mainly automates some steps of the process that will
construct the isolated environment and run the VMs that need to be recovered. This inte-
gration is depicted in figure 6.3. The original business process model should be understood
as explained in section 5.2, to understand the proposed improvements in the business pro-
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cess. In this section, we will only cover the integration changes that have been made to
the business process.

Figure 6.3: Proposed Solution Disaster Recovery Integration Viewpoint

First, we need to discuss what happens before and in the event of an IT disaster
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to the RDMA. To ensure that we benefit from the automated processes to set up a DM,
organizations need to invest time pre-emptively to create presets that can be commissioned
in the disaster recovery process. One essential preset is the critical business function preset.
This should include all the VMs that enable critical business functions. One may wonder
why not all VMs are restored in a single DM. The counterargument is that this would cost a
lot of computing resources and data transfer, which can cause a delay in the overall recovery
process. To create this DM preset, organizations also need to figure out which applications
are needed for critical business functions and thus create an application priority list. We
propose to do this during the BIA, which also offers other benefits as explained in 6.3.5.
Hence, the step to create an application priority list as was depicted in the original business
process model in section 5.2 has already been conducted, so it will be excluded from the
model.

In the pre-recovery procedure, we can find the most has changed. This is where the
RDMA should make the biggest difference by automating some of the processes. As can
be noted, the disaster recovery secure environment setup has been removed by the com-
missioning of a DM that includes all applications that support critical business functions.
Still, some of the steps need to be executed manually. The active directory has to be
restored, passwords need to be reset and a connection with Entra ID needs to be rebuilt.

The other processes have barely been changed. In the ’Recover VM’ process, the
’Recover from backup’ process has been removed as this is also something that the DM
manager will provide. After the critical business function applications are running again
and ’General Infrastructure Hardening’ has been done next to ’General Recovery’, a new
DM needs to be commissioned for the non-critical business functions. This can be one
or more DMs, depending on computing power configurations. Lastly, after every step has
been executed in the disaster recovery, the DMs need to be de-commissioned.

In general, the integration of the RDMA into the disaster recovery process shortens
recovery time by automating many of the critical steps involved. The RDMA allows for
rapid instantiation of recovery environments, which facilitates the restoration and eradica-
tion of the threat actor of VMs. This automation reduces manual intervention and ensures
a more efficient and reliable recovery process. This reliability is also maintained as the
RDMA can also be used for disaster recovery tests, as explained in the next sub-section.

6.3.4 Disaster Recovery Test Integration Model

The integration of the RDMA into the disaster recovery test primarily changes the process
of initiating the testing environment and removing the testing environment as shown in
figure 6.4. This process will now be dictated by the DM manager. However, an extra step
is needed to facilitate this in the preparation phase. Let’s take a closer look.

In the ’Disaster Recovery Test Preparation’ process, the DM now also needs to be
prepared before the test will be started. A DM preset has to be tailored to the script and
configured accordingly. As tests are often done periodically, DM presets can be reused,
making the process redundant in these situations. The following change is in the ’Disaster
Recovery Test’ process itself.

In the disaster recovery test, the ’Initiate Testing environment’ will be completely
executed by the ’Digital Model Manager’. This is still part of the test itself, as it is
important to know if the orchestration process still works properly. As the orchestration
service has created the DM, the script can be played out in the same fashion as was done
before the RDMA integration. Furthermore, the termination process will also be executed
by the DM manager.

Generally, the process components haven’t changed much, but the time and complexity
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Figure 6.4: Proposed Solution Disaster Recovery Test Integration Viewpoint

it takes to initiate a testing environment and remove it again will be reduced largely by the
implementation of the RDMA due to its automation properties. Incident responders are
now not required to conduct the steps to create a separate environment with the specific
settings that would have been needed before. This has all been taken care of by the
’Digital Model Manager’, reducing the effort to conduct a realistic disaster recovery test
significantly. Also, increasing the size of a disaster recovery test (how many applications
are included for example), does not require as much manual work compared to the initial
situation. Which VMs should be included in the test can be added within the ’Digital
Model Preset Configuration Service’, where only the names of the VMs are required.

6.3.5 Business Impact Analysis Integration Model

As mentioned in section 5.4 of the previous chapter, understanding application inter-
dependencies is crucial for an accurate risk assessment, BIA, and improved disaster re-
covery procedures. To address this challenge, the RDMA has been designed to facilitate
a newly defined ’Application Inter-dependency Analysis’ as shown in figure 6.5. This pro-
cess, which is aggregated from the ’Business Dependency Analysis,’ can serve both the
BIA and disaster recovery procedures independently. If the BIA is not executed, it can
still function as a way to understand which applications are needed for critical business
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processes to create a critical business function DM pre-set, which can then be used during
a real disaster recovery scenario like mentioned in sub-section 6.3.3. Moreover, we include
it as an essential part of the BIA. During this analysis, software application dependencies
are identified, including the VMs essential for each application. A separate environment is
required for this process, as explained in section 5.4.

Figure 6.5: Proposed Solution Business Impact Analysis Integration Viewpoint

The application inter-dependency analysis involves several steps. First, the application
needs to be identified to be tested. This is done in the same manner as initially, by a
best-effort prediction of inter-dependencies according to the IT manager and operational
manager. Next, the dependencies are determined on which it relies. These dependencies
should be included in a DM preset, using the DM preset configuration service. This preset
can then be commissioned through the DM orchestration service. Once the DM has been
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started, the most critical step is testing the application to ensure it functions correctly. If
so, this confirms the dependencies, although it may not rule out the presence of redundant
VMs. To remove these redundant VMs, the test can be repeated with the removal of VMs
that are presumed redundant. If the application functions properly, we know that these
VMs are not required to recover critical business functions in disaster recovery. If the
application fails, the tester must evaluate the issue and identify the necessary applications
or VMs, which is depicted with a flow back to ’Identify Application To Test’ in the model.
Through iterative testing, a better understanding of the IT infrastructure will emerge, es-
tablishing a critical business function preset that supports the disaster recovery procedure.
The final step is to ’Report Results’.

Furthermore, the BIA process does not require other changes. However, with the in-
sights from the application inter-dependency analysis, practitioners can better understand
the risks of their IT infrastructure, and reduce disaster recovery time with the critical busi-
ness function preset in the DM manager. This can then be used directly during a disaster
recovery process, which as explained in sub-section 6.3.3 will reduce disaster recovery time.

6.4 Architecture model

The IT architecture of the RDMA is essential to enable the functionalities defined in
the requirements, for which three scenarios can be utilized. Implementing the RDMA
to run large DMs can be a resource-intensive task. In the context of implementing the
RDMA to improve the three problem contexts, the DMs should be able to run next to
the production environment. As most organizations have computing capacity tailored
to their IT infrastructure needs, it might become a problem to execute large tests or
application inter-dependency analysis on production computing capacity. This brings us
to the question of where the computing power should be established, and how to manage
the security concerns according to requirement Req1.2.

To deal with this challenge, there are three primary options available: On existing
hardware on-premises, on dedicated hardware on-premises, or cloud hardware. For each
of the scenarios, an infrastructure model has been developed, from where we will state the
pros and cons of the architecture.

6.4.1 On Existing Hardware Infrastructure

In figure 6.6, the implementation of the RDMA on existing hardware infrastructure has
been depicted. On existing hardware, the RDMA can cause performance problems in the
production environment. Next to this, there are security considerations to be made in
using the same hardware as the production environment to host the DM manager.

Taking a closer look at the model in figure 6.6, we can see that there are some additions
in the ’Virtualization’ node. A ’DM Manager VM’ has been added where the DM manager
will run. It relates with the backup data block to show that it uses those backups to
orchestrate the VMs, as well as with the firewall which it uses to create an ’Isolated DM
Network Environment’ for each of the DMs it creates. Lastly, a ’DM Environment’ group
has been added, which is used to explain that the DM runs in its own isolated DM network
environment and can be commissioned more than once next to each other. As mentioned
previously, the DMs will need their databases. In this IT architecture scenario, there
needs to be a possibility to run these on top of existing database hardware. Considering
this architecture option, we can identify some benefits and drawbacks.
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Figure 6.6: Architecture viewpoint of the proposed solution on existing hardware
on-premises

Benefits

1. Cost Efficiency. Utilizing existing hardware eliminates the need for additional
capital expenditure on new equipment, making it a cost-effective solution.

2. Familiarity. IT staff are already familiar with the existing infrastructure and do not
have to manage additional resources. Next to the excluded maintenance costs, it re-
duces the possibility of potential errors during implementation and time to familiarize
with the system.

Drawbacks

1. Resource Constraints. Existing hardware may not have the required capacity to
handle the computational demands of large DMs next to the production environment,
potentially leading to performance bottlenecks.

2. Security Risks. Integrating new applications into existing infrastructure can in-
troduce vulnerabilities. Ensuring that security measures are up-to-date and robust
enough to handle new threats is critical. It may also open opportunities for threat ac-
tors to confiscate the solution architecture and disable its functionality, which should
be a key consideration when implementing this solution.

3. Recovery Speed. The goal of the RDMA is to reduce disaster recovery time. As we
consider a ransomware scenario, we should take into account that the DM manager
can be compromised during the attack if the solution runs in the production hardware
and/or network. In such a case, the disaster recovery process will include a step to
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recover the DM manager first, before it can commission a DM for disaster recovery
purposes. This reduces the contribution of the solution to the disaster recovery
problem context, defeating the purpose of the solution by some margin.

While integrating the RDMA into existing hardware infrastructure can be a cost-
effective and efficient approach, it requires careful consideration of resource management,
cybersecurity, and business continuity planning to ensure availability, integrity, and confi-
dentiality.

6.4.2 On Dedicated Hardware Infrastructure

Integrating the DM into dedicated hardware infrastructure involves investing in and de-
ploying specific hardware resources solely to run the RDMA. This approach can offer
advantages in terms of recovery time and security but also comes with its own set of
challenges.

Figure 6.7: Architecture viewpoint of the proposed solution on dedicated hard-
ware on-premises

Looking at the model in figure 6.7, in this architecture the DM environment separates
itself from the production environment using its own ’Hypervisor’, ’Virtualization Manager’
and ’DM Manager VM’ in the ’Virtualization DM’. In this virtualization, multiple DMs can
be commissioned. The DM manager still connects with the firewall and backup system to
create separate environments that facilitate the DMs. This option also brings some major
benefits and drawbacks.

Benefits

1. Enhanced Performance. Dedicated hardware can specifically be designed to han-
dle the computational demands of large DMs, ensuring optimal performance without
impacting other critical business applications.
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2. Improved Security. With dedicated hardware, the DM’s environment can be iso-
lated from the rest of the organization’s IT infrastructure, reducing the attack surface
and minimizing security risks. Security protocols can be tailored specifically to the
needs of the DM.

3. Scalability. Dedicated hardware can be easily scaled up or down based on the
requirements of the DM, providing flexibility in managing computational resources.

Drawbacks

1. Higher Costs. Investing in dedicated hardware requires significant investment,
which can be a financial burden that will make the solution less attractive. Addi-
tionally, ongoing maintenance and upgrades also add to the annual costs.

2. Complex Implementation. Setting up and configuring dedicated hardware can
be a complex and time-consuming process. It may require specialized knowledge and
skills, increasing the dependency on IT staff and potentially delaying deployment.

3. Resource Redundancy. There is a risk of under-utilization of resources if the
dedicated hardware is not fully leveraged. This can lead to resource redundancy,
where the investment does not yield proportional benefits.

In conclusion, while integrating the DM into dedicated hardware infrastructure can
offer superior performance and enhanced security, it requires a substantial financial com-
mitment and careful planning to ensure that the resources are effectively utilized and the
implementation is successfully executed.

6.4.3 On Cloud Infrastructure

Integrating the DM into cloud hardware infrastructure involves leveraging cloud computing
resources provided by third-party vendors such as AWS, Azure, or Google Cloud to run
the RDMA. This approach offers a flexible and scalable solution but comes with its own
set of cybersecurity and business continuity considerations.

The model depicted in figure 6.8, shows that the DM is running off-premise in the cloud.
The hardware infrastructure has been excluded as this heavily depends on the provider
and has even more complex configurations. However, the DM manager VM will be running
here. Some important benefits and drawbacks must be mentioned.

Benefits

1. Scalability and Flexibility. Cloud infrastructure can easily scale up or down based
on the computational demands of the DMs. This allows organizations to manage
resources efficiently and adapt to changing requirements without the need for high
resource investments.

2. Cost-Effectiveness. Cloud computing follows a pay-as-you-go model, where orga-
nizations only pay for the resources they use. This can reduce costs associated with
purchasing and maintaining dedicated hardware.

3. Enhanced Security. Leading cloud providers invest heavily in security measures
and compliance, offering robust protection against cyber threats. They provide ad-
vanced security features such as encryption, identity and access management, and
regular security updates.
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Figure 6.8: Architecture viewpoint of the proposed solution on cloud hardware

Drawbacks

1. Dependency on Service Providers. Relying on third-party cloud providers means
that organizations are dependent on the provider’s availability, performance, and se-
curity practices. Any disruption in the provider’s service can impact the organiza-
tion’s operations.

2. Data Privacy and Compliance. Storing and processing data in the cloud raises
concerns about data privacy and compliance with regulations such as GDPR or
HIPAA. Organizations must ensure that their cloud provider meets all necessary
legal and regulatory requirements.

3. Recovery Speed. The primary drawback of this option is that data transmission
rates are dependent on data speeds from the organization to the cloud location.
Especially because the solution aims to shorten the disaster recovery time, this option
undermines that goal. Once again the impact of this drawback depends on the data
speed and the amount of data that needs to be transferred.
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6.4.4 Challenges

Multiple challenges have been recognized during the design of the RDMA on an architec-
tural level.

Creating an implementation will be very costly due to the complex nature of the so-
lution. Especially when it would be specialized to one specific organization, the cost of
development might exceed the supposed benefits. It would be more economical if the im-
plementation is provided as a service to multiple organizations. However, in doing so a
new challenge is that organizations often have various IT infrastructures aligned with their
needs.

Integrating with many different vendors will cause costs to rise in the development of
the implementation. This causes organizations to have different vendors in terms of hard-
ware and software for their backups, networking and virtualization. Each vendor typically
has its proprietary technologies and standards, which may not always be compatible with
each other. This lack of compatibility can lead to difficulties in ensuring seamless inte-
gration between the disparate systems, often requiring custom solutions or middleware to
bridge the gaps. The need for specialized configurations and adjustments can increase the
implementation time and require significant expertise, making the process labour-intensive
and prone to errors. Moreover, the reliance on multiple vendors introduces complexities in
terms of maintenance and support. The increased administrative burden of managing mul-
tiple systems also heightens the risk of security vulnerabilities, as maintaining a consistent
and unified security posture across all systems becomes more challenging.

Ensuring the DM manager and the DMs themselves are isolated and safe from a threat
actor is essential. In a disaster recovery scenario, the functionality of the DM manager can
be perverted. This is why, after the development of the technology, the solution should
tested thoroughly by a red-team to evaluate its security aspects.

6.5 Theoretical model

Looking at the RDMA from a theoretical viewpoint, we will explain how the RDMA should
improve the problem context and integrate with the BCM processes defined by Russo et
al. [57]. This will be done according to two EA models. Firstly, we will explain how
the RDMA integrates into previously defined motivation & strategy viewpoint 6.9. After
which we will show how the functions integrate with the BCM processes.

When implementing the RDMA, in theory, it should contribute in three ways towards
improved organizational resilience. Two of these are aimed at achieving the outcome of
having a "Decreased Recovery Time" and one positively influences the assessment of "Un-
acceptable Risks".

The RDMA can be used to automate processes during the disaster recovery of an IT
disaster. This is a technical capability, which can be described as the "Disaster Recovery
Automation Capability". It partly automates the disaster recovery process as explained in
sub-section 6.3.3 using a preset that can be created with a BIA as explained in sub-section
6.3.5. This capability directly contributes to the outcome of a shortened recovery time.
Secondly, implementing the RDMA facilitates the capability of conducting realistic disaster
recovery tests, as explained in sub-section 6.3.4. This positively influences the principle of
testing the recovery plan periodically, and consequently positively influences the decreased
recovery time.

The third way positively influences organizational resilience differently. The IT inter-
dependency analysis explained in sub-section 6.3.5, can give users improved insight into
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Figure 6.9: Proposed Solution Motivation & Strategy Viewpoint

their IT infrastructure and the possible risks attached. Having more accurate insights
into risks can support practitioners to identify unacceptable risks and consequently apply
appropriate countermeasures.

6.6 Conclusion

The RDMA that was proposed in this chapter aims to improve three BCM processes to
improve organizational resilience during a cyber incident or cyber crisis. We explained
what the requirements of such a system are, what functions it must have, how it should
be integrated with the BCM processes, and what the IT infrastructure must look like to
enable the DM architecture. Next to the benefit of having a shortened disaster recovery
time, the DM environment can also provide organizations with a better insight into their
IT infrastructure which can support them in assessing unacceptable risks.

By integrating the DT lifecycle management framework proposed by Grasselli et al.
[29], the architecture provides a structured approach to the preparation, commissioning,
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operation, and de-commissioning of the DMs. The DM manager provides users with a
management system to provide configuration, commissioning, and de-commissioning ser-
vices. As explained in the functional model depicted in figure 6.2, it should integrate with
the network management system and the virtualization management system to automate
the creation of a DM based on presets.

The RDMA can be used to improve disaster recovery, disaster recovery tests, and
business impact analysis each in its respective way. By integrating the RDMA, the disaster
recovery and disaster recovery test will supposedly shorten, thus reducing the time needed
to execute the whole process. For the business impact analysis, an additional business
function has been added, extending the analysis with an IT inter-dependency analysis.
Results from this extension can be used to prepare for disaster recovery procedures and
assess risks more accurately.

The document evaluates three primary IT infrastructure options for implementing the
RDMA: existing on-premises hardware, dedicated on-premises hardware, and cloud hard-
ware. Each option presents benefits and drawbacks. Existing hardware is cost-effective but
may suffer from performance and security issues. Dedicated hardware ensures sufficient
performance and improved security but comes with higher costs and complexity. Cloud
infrastructure offers scalability and flexibility, yet raises concerns about dependency on
service providers and data transfer speed.

Next to this, as explained in some of the sections in this chapter, some challenges and
considerations need to be taken into account when implementing this solution. The imple-
mentation of the RDMA is inherently complex and costly, and integrating it into varied
IT infrastructures across multiple organizations adds further challenges. A service-based
approach could be more economical, but it necessitates addressing vendor compatibility
issues and maintaining consistent security measures. At this hardware and software layer,
vendors do not always use uniform protocols, standards or networking, which can increase
the development costs of an implementation.

In the next chapter, the results of the validation cycle of the proposed solution will be
described. Expert opinions will be used to evaluate if the validation models produce the
proposed effects and assess if requirements are complied with.
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Chapter 7

Validation

This chapter will present the results of the qualitative validation of the proposed solution in
the previous chapter with expert opinions. The validation process evaluates our success in
meeting the study objectives, verifies compliance with solution requirements, and assesses
the practical utility and usability. As mentioned in the methodology chapter 3, it was out
of scope for this study to develop a pilot implementation making quantitative validation
difficult. However, considering the goals of this study, validation by expert opinions pro-
vides us with an appropriate level of understanding if the required effects are achieved with
the proposed solution.

7.1 Expert Opinion Results

Expert one pointed out that DM might be required to run in the evaluation and reporting
process of the BCM processes. Taking the BIA as an example, the proposed integration
viewpoint as depicted in figure 6.5 has put the ’Remove test environment’ business process
as the last step of the disaster recovery test before the disaster recovery evaluation and
reporting processes were started. The expert mentioned that the evaluation step might use
the DM to evaluate what happened in certain steps and why they could or could not be
executed. This can be of high significance when transferring this insight into improvement
measures that can be taken in the future. The same note can be considered for the disaster
recovery process.

Expert two mentioned that the benefit of familiarity with existing hardware infras-
tructure mentioned in sub-section 6.4.1 should be separated into two benefits. As the
proposed infrastructure does not add any additional infrastructure, this doesn’t come with
any extra maintenance costs next to the benefit that IT staff is familiar with the existing
infrastructure. This should be seen as an extra benefit for this infrastructure.

Similarly, expert two also stated that the drawback of higher cost with the dedicated
hardware infrastructure in section 6.4.2 should consist of two drawbacks. First of all, high
investments need to be made in extra hardware to facilitate the DMs, but there are also
more maintenance costs due to it being a separate environment from production. IT staff
need to understand how the infrastructure is set up and they will need more time to manage
both production and the dedicated RDMA hardware.

Furthermore, expert two noted that the on-cloud infrastructure option mentioned in
sub-section 6.4.3 will have another drawback. As cloud-infrastructure introduces a sepa-
rate set of systems, tools, and processes that must be managed independently, it requires
extra maintenance and knowledge. Especially since this needs to provide a special type of
functionality, the cost of setting it up and maintaining it will be considerable.
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Next to this, expert two mentioned that requirement Req1.7, which states that the
solution must have a connection with the backup server to restore VMs, should state a
more specific connection type. Currently, it does not specify how the connection should
be set up. As such, if there is a bi-directional connection, the threat actor might be able
to get from the backup server to the DM, thus causing some safety concerns. To make
the connection safer, it should be done ’without being reachable from production, but in
a “pull only” fashion’.

Last, a second note was made in the requirements list of the disaster recovery process.
Requirement Req1.8 mentions that the solution must be able to set up a separate isolated
network environment, without stating the need for the solution to have the same IP space
as the production network environment. This was however stated in the related network
requirements for the disaster recovery test and business impact analysis process (Req2.6
and Req3.7 respectively). Expert 2 mentioned that this property would also be nice to
apply for the disaster recovery process to be able ’to have a lift and shift scenario’. Meaning
that it would become less manual work to move a VM from the DM to production, thus
speeding up the disaster recovery process. As the requirements are all considered for the
solution architecture, these requirements should already be fulfilled by the RDMA.

7.2 Conclusion

Next to the suggestions and notes made by the experts, the validation process confirmed
that the proposed solution effectively meets all established requirements and should achieve
the expected effects as described in the proposed solution chapter. The feedback provides
valuable insights and suggestions for improvement, which gives a clearer understanding
of the solution without altering its core functionality. The experts did not identify any
additional incompleteness, incorrect assumptions, or supposed effects during the validation,
thereby validating that the proposed solution’s effects are accurate.
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Chapter 8

Discussion

After having validated the RDMA, this chapter will present a discussion on some research-
related topics that are worth mentioning. These discussion topics are either of relevance to
the study results or ideas that came up during informal conversations and reading materials
online. Lastly, we will also mention the study limitations in this chapter.

8.1 Financial Considerations

In this research, we have proposed a solution which can improve and support BCM pro-
cesses but will come at a significant investment cost as mentioned in 6.4. In a cybersecurity
investment strategy, the potential benefits and costs of countermeasures should always be
considered before implementing it [27]. Organizations should always aim for the highest
return on investment for their cybersecurity strategy [27]. The costs for reducing the likeli-
hood of risks and the potential consequences can exceed the expected cost of a cyber attack
on an organization. This begs the question of how we can best invest in cyber/information
security. One of the most adopted models is the Gorden-Loeb model [27].

The Gordon-Loeb model (GL model hereafter) is an economic model designed to deter-
mine the optimal amount an organization should invest in cybersecurity, which is depicted
in figure 8.1. This model balances the cost of cybersecurity investments against the poten-
tial benefits in terms of reduced losses from cyber incidents. The fundamental principle
behind the model is that organizations should allocate their cybersecurity budgets in a
way that maximizes their return on investment (ROI). [27]

The Gordon-Loeb model consists of some key variables: the vulnerability level v(0 ≤
v ≤ 1), the potential cost of a security breach L, expected loss before implementing
security countermeasures vL, investment in cybersecurity z which will reduce v based
on the productivity of the cybersecurity investment and finally s(z, v), which is defined
as the security breach probability function. This function indicates (as assumed by the
researchers) that while cybersecurity investments reduce vulnerabilities, they do so with
a decreasing rate of returns when increasing the investment. The model also assumes
that even with increasing investments to a maximum, the probability of a breach can be
reduced, but never to zero. The researchers argue that organizations should generally
optimally invest less than or equal to about 37%, as at this point the marginal benefits of
decreasing risks become less effective. [28]

As mentioned in the article by Gordon and Loeb [27], investments need to be compared
towards their impact to reduce risk-related costs. In the context of the RDMA, organi-
zations need to evaluate whether the investment into the architecture is a cost-effective
investment of resources. Due to the highly estimated investment cost as mentioned in the
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Figure 8.1: Gorden-Loeb Model [27], Benefits and costs of an investment in cy-
ber/information security

proposed solution chapter 6, this solution is only relevant for organizations with very high
expected losses. Furthermore, the solution should be compared to other solutions in terms
of their security productivity. If it is an option that can be considered, organizations need
to ensure it does not exceed the maximum investment threshold according to the GL model
[27].

8.1.1 Organisational Maturity and Use of Solution

That brings us to the maturity of organizations that might be interested in implementing
the solution. Especially in informal conversations, some colleagues of Northwave have
mentioned that they expect companies should rather invest in other technologies that
will enhance cyber security before implementing such a costly technology as the RDMA.
Developing the RDMA will be a significant investment of time, money, and resources as
mentioned in chapter 6.

Improving organisational cybersecurity maturity can be done in many ways. Most
companies with low to medium maturity would have more motivation to invest in the three
main areas of cybersecurity (according to Nothwave): business (compliance, policies, etc.),
bytes (SOC, Red Teaming, etc.), and behaviour (phishing simulation, resilience training,
etc.). These companies would rather allocate resources towards preventive measures, which
focus on hardening their IT systems.

It was also mentioned in informal conversations that, most organizations, don’t feel
the motivation to be so well prepared against cyber attacks. Organizations prefer to focus
on their core business operations and investing here to stay ahead of the competition.
Direct investment into core business operations can improve profit, but for investments in
cybersecurity, it is harder to grasp the benefit due to challenges in estimating the mitigated
costs of a mitigated cyber attack. Organizations often only realize that cybersecurity
investment is needed when a competitor or similar company has suffered a cyber attack.
As mentioned at the start of this thesis, there is no such thing as being fully protected
against cyber attacks.

Therefore, the RDMA is a technology that currently primarily offers opportunities
to highly mature cybersecurity companies that understand cybersecurity risks well and
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are willing to invest in new security efforts to increase their cyber resilience. For most
organizations, this solution will probably exceed the optimal level of investment as depicted
in the GL model in figure 8.1. In the future, hardware and software that are required to
enable this solution might be offered at a lower price, allowing more organizations to adopt
it as a cybersecurity enhancement.

8.2 VM2020

Another interesting discussion point is the company called VM2020 [71]. During the re-
search, this company was found which offer a solution that could be explained to be an
implementation of the RDMA.

The cornerstone of this solution is what they call the Thin Digital Twin technology,
which creates safe, virtual copies of production systems for continuous vulnerability detec-
tion, remediation, and validation. These thin DTs replicate and simulate the real environ-
ment without the associated risks, allowing businesses to identify and address weaknesses
in a controlled setting. Considering the classification by Kritzinger et al. [42], this solution
architecture should in this context be called a DM.

Their DM manager is called CyberVR. As mentioned on its website, CyberVR dis-
tinguishes itself by providing a software automation and instrumentation platform that
accelerates comprehensive and realistic cyber resilience validation. The platform leverages
existing data protection solutions and virtualized workloads to create full-scale, instantly
available DTs of production environments. These sandboxes, or snapshot clones, allow
for extensive cybersecurity and DevOps testing without impacting live systems. By en-
abling interactive manipulation by multidisciplinary teams, CyberVR optimizes workflows,
validates change management, and gathers critical evidence of cybersecurity strengths or
vulnerabilities. This capability significantly reduces detection and remediation times, an-
ticipates patching side effects, and provides essential forensic data for cyber insurance
claims, thereby enhancing overall IT resilience and operational efficiency. [71]

VM2020 is a prime example of how the RDMA can be implemented and proves that
there are already implementations out there providing the solution architecture. VM2020
integrates with specific vendors to facilitate the functionalities and can be seen as a service
provider of the technology. Most importantly it shows the relevance of the technology
and that VM2020 shows a business case can be made to help out organizations. During
this research, VM2020 was used as an inspiration that supported the development of the
RDMA.

8.3 Cyber Resilience Terminology

While conducting this study, there have been many situations where Cyber Resilience is
used in a different context and is explained in various ways. As explained in section 2.2,
where we go in-depth into the concept of Cyber Resilience, many institutions like NIST
[55] and MITRE [10] dissect the concept into multiple goals and objectives. However,
the approach to Cyber Resilience at Northwave is different by dissecting it into two ar-
eas: withstand and endure & recover. This was explained in section 2.2 based on a white
paper by Northwave about Cyber Resilience [53]. Although these references explain Cy-
ber Resilience thoroughly, the terminology used throughout all of the references can be
confusing.

For example, the use of the term ’preventing’ is one of the main issues, which is used
by NIST [55] and MITRE [10] and within this research. Preventing implies that the
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cause of an incident is being mitigated. But then the question arises, what is the cause
exactly? Earlier in this study we took the example of an office building. Now let’s say
the office building is in an earthquake-prone area. Is the earthquake the cause of the
adversity, or is the unstable foundation of the house the cause of the adversity? And in
that same sense, does a preventive measure prevent the earthquake from initiating, or does
it prevent the house from being affected in the case of an earthquake? We would argue
that the earthquake is the root cause, and preventing it would mean that we take action
to prevent the earthquake from taking place. Translating this to the cyber world, we use
the terminology differently. Considering most literature, the term ’preventive measure’ in
the context of cyber resilience, is used for measures that reduce the risk of a threat actor
creating adversity in an IT system.

We would suggest seeing Cyber Resilience and Business Continuity Management in the
context that we should consider an adverse event if we talk about the topic. Withstanding
means that organizations are not affected by adverse situations, which makes preventive
measures aimed towards preventing being affected by adverse situations. Enduring and
overcoming should be used when an adverse situation has any effect on the BC of an
organization. Repressive measures can be used to reduce the impact and enhance the
enduring and recovering capability of an adverse situation.

8.4 Disbanding the Context of Cybersecurity

This research was strictly conducted in the context of cybersecurity due to its relevance
for Northwave. But what if we disband this context and take a more holistic look at the
problem context for the whole of BCM? Could the solution architecture play a role here
as well?

In section 5.1, we took the example of a fire hazard in the office of an organization to
explain components within the field of organizational resilience. Let’s re-use this example
to explain how a DM can play the same role in a more general context. Just like in
ransomware disaster recovery cases, where it is hard to create a realistic environment to
simulate a disaster recovery scenario, the same problem exists for fire disasters. To create
a realistic environment where an employee can test to distinguish such a fire, one would
need a replica of the office that will be set on fire according to a scenario. As one can
imagine, this would be practically impossible to execute.

Now what if one could create a DM of the office to simulate such a scenario using the
right technologies, this might also bring the same benefits for some of the BCM processes.
In terms of a disaster recovery test, using technologies like virtual reality or augmented
reality could help employees test a realistic disaster recovery with the DM. In the case of
the office building, using the DM in combination with technologies such as virtual reality
could create a realistic environment in which employees could try and distinguish the fire,
like in a real-world scenario. Although it might not provide the same opportunities as the
disaster recovery process and we considered it in this thesis, it might offer more benefits
in the other BC processes.

8.5 Cyber Range Similarities

In this thesis, we have mentioned the concept of a ’Cyber Range’ multiple times. In the
literature review section 4.1.2, multiple articles have mentioned its use. In section 4.2,
the concept of a DM-based cyber range was proposed. To try and make sense of the
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concepts and how they relate to each other, we propose a guideline on how researchers and
practitioners should use both terms.

A Cyber Range is a virtual environment specifically designed for cybersecurity training,
testing, and research [75]. It provides a platform where individuals can practice attacking
or responding to cyber threats, test the resilience of systems against attacks, and develop
new defensive strategies. Cyber ranges often include networks, devices, and applications
that mimic a general real-world infrastructure.

Both DMs and cyber ranges serve the purpose of creating controlled, virtual environ-
ments for analysis and experimentation. However, while a DM may focus more broadly
on simulating any aspect of a system or process, a cyber range is explicitly tailored for
cybersecurity purposes. However, our suggested RDMA focuses on cyber security as well.
This begs the question, what the exact difference is between the two concepts? In the
current study context, the RDMA can be seen as a realistic cyber range. Where cyber
ranges normally provide practitioners with a generic environment, our RDMA focuses on
recreating the production environment partly or fully. This is why the RDMA could sub-
sequently be called a DM-based cyber range. However, as the purpose of a cyber range
is not so much about recovery but more aimed towards attacking or defending an IT en-
vironment, this can also be a bit of a confusing term. This is why the ’Resilience Digital
Model Architecture’ name was adopted.

To conclude, our solution could be considered a realistic organizational IT infrastructure-
based cyber range, however, due to the difference in purpose, the terminology of cyber range
was not adopted in this research.

8.6 Integration into ART Framework

In today’s financial world, it is more important than ever for systems to be secure. The Ad-
vanced Red Teaming ART framework [16], developed by De Nederlandsche Bank (DNB),
represents a recent development to improve cyber resilience in the financial sector. De-
signed to guide red teaming efforts to improve the security measures of financial institu-
tions, the ART framework proposes a roadmap with components that should be included
for a comprehensive red teaming assessment. Simulating realistic cyberattacks enables
organizations to identify vulnerabilities and strengthen their defences against potential
threats. Through a combination of advanced techniques and comprehensive assessments,
ART is one of the most mature red teaming frameworks to test cyber resilience. In figure
8.2, an overview of the phases and modules is depicted.

As a red team never compromises the production environment to a significant extent, a
blue team can never test a disaster recovery procedure according to the realistic attacking
path of the red team. However, the reality is that a threat actor could actually compromise
the system. Considering this, when a red team was successful in compromising high-level
rights which can be exploited to initialize for example a ransomware attack, it might be
worth extending the ART framework with a disaster recovery procedure.

This is where our solution might help. The RDMA can then serve as a realistic cyber
range where the red team can execute malware according to the threat intelligence-driven
ART framework in a safe and isolated environment. The disaster recovery procedure can
be accurately tested during such a scenario to enhance cyber resilience. Considering the
ART framework [16], this could be an extra module in the ’Purple teaming’ phase called
the ’Recovery Simulation’. The integration into the ART framework could be studied in
future work.
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Figure 8.2: ART Phases and Modules [16]

8.7 Study Limitations

Transitioning from the general discussion, in this section we will discuss the study limita-
tions.

8.7.1 Validation and Implementation

The first and foremost limitation of the proposed solution architecture is the lack of com-
prehensive validation. For the purposes of this thesis, the validation is sufficient, especially
considering the available time of the researchers. The problem investigation data originates
from three types of sources, the research incorporates expert opinions validation and an
existing implementation (VM2020 [71]) of the proposed solution architecture was found
online. All contributing to the validity of the results. However, there are some limitations
to the validation. Only two experts were consulted for validation. Although they both
are well experienced in the field, more expert opinions would lead to a more thorough
validation. Also, as these experts are not very familiar with the EA modelling language
Archimate [5], they might have missed some gaps in the models of the proposed solution.

Next to this, some other approaches could validate the proposed solution further. First,
a conceptual demonstration of the solution architecture that improves a real-world case
could provide more insights into the workings of the proposed solution. Secondly, a pilot
implementation of the solution design could be developed to prove that the solution archi-
tecture can fulfil the requirements. This pilot implementation would significantly increase
the credibility and validity of the solution architecture. Such a study would provide more
insights into the challenges, feasibility, drawbacks and benefits of the RDMA. These vali-
dations are examples that ensure the robustness and reliability of the proposed solution in
real-world scenarios.

8.7.2 Case Study Analysis

Within the case study, three data collection methods were conducted to induce triangu-
lation to make the findings well-grounded. However, for each of the problem contexts we
used a single-case approach and only interviewed a single expert per case due to time con-
straints around the researcher’s schedule. This could have caused some amount of bias in
our research, making the results less robust to other case contexts. Even still, the results
are gathered from experts in the field with proven methods. However, it should be seen as
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a limitation and it would be a suggestion for future studies to conduct more research into
various cases interviewing multiple experts.

8.7.3 Hardware and Software Integrations

For the proposed solution to operate effectively, several hardware integrations must be
established. These hardware components facilitate the functionalities that are needed for
DMs to run properly, including the virtualization software, networking hardware/software
(i.e. a firewall), and backup servers.

We have worked under the assumption that it is possible to integrate with each of the
technologies. If these integrations cannot be achieved, the solution architecture will be
required to provide these functionalities itself. For instance, if direct firewall integration
is not available for a specific firewall vendor, the architecture might need to include a
dedicated security module to manage network security. This makes the development of
a solution implementation even more complex and expensive. However, considering this
scenario, a firewall vendor might see the opportunity to extend their firewall to include the
functionalities of a DM manager and integrate with backup and virtualization software.

Furthermore, we need to recognize that the selected hardware and software must pos-
sess specific functionalities that are not universally available. For example, not all firewalls
can create isolated sub-networks in a network environment. Therefore, choosing the right
hardware and software with the necessary capabilities is essential for the successful imple-
mentation of the proposed solution.
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Chapter 9

Conclusion

This research has aimed to understand the possibility of using a digital model to support
and improve business continuity management processes by means of a literature review
and design science study. From the literature review, we identified that there has been no
study into a single digital model architecture that can improve multiple business continuity
management processes. As a result, we proposed a way to integrate and improve these
processes with a digital model design. However, the proposed solution cannot just be
described as a single digital model as it includes modules that create and manage digital
models, but should rather be called an architecture. This is why we have called the
proposed solution the Resilience Digital Model Architecture (RDMA).

In this chapter, we will conclude the research by answering the research questions,
describing the contributions to theory and practice, and discussing suggestions for future
work.

First, we will answer the questions to the sub-questions, before answering the main
research question.

SQ 1. What are the key trends on how a Digital Shadow can enhance Cyber
Resilience in the context of Business Continuity Management for Organiza-
tions?

This sub-question was answered comprehensively in section 4.4, and we will repeat the
most important part of what was said there.

The results show that many studies tried to integrate the digital twin, digital shadow
and digital model into various business continuity management activities. Especially the
digital model was used often, due to its simulation capability. Moreover, many articles
conducted their research in the context of an OT system, which was included in the pro-
posed digital twin, digital shadow or digital model. The articles succeeded in showing the
opportunity of using these technologies, in particular for incident response and business
continuity plan testing, maintenance and analysis, and also moderately for risk assessment,
business impact analysis, business continuity management strategy, ICT strategy, business
continuity training. Articles did however not cover the steps of understanding the organiza-
tion, alternatives to critical functions, business continuity plan design and implementation
and crisis management.

To answer the first sub-question, the literature rarely reports on digital shadow imple-
mentations specifically. Only three articles explicitly used a digital shadow as the preferred
technology. Two of which showed uses in incident response strategies for real-time moni-
toring and knowledge-based decision-making to enhance cyber resilience for organizations
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by Maia et al. [43] and Allison et al. [1]. The third article by Epiphaniou et al. [21]
showed that a digital shadow could also be used for business continuity testing, mainte-
nance and analysis through a cyber resilience assessment strategy. Noting that only three
out of twenty-five articles explicitly mention that they use the digital shadow, it suggests
a lack of use cases or limitations of this technology. On the contrary, neighbouring tech-
nologies (the digital twin and digital model) show many more use cases to enhance cyber
resilience through business continuity management activities. Most likely, the reason is
that a digital model provides a realistic simulation environment that can be utilized to
evaluate scenarios which can be used for other use-cases than the digital shadow, and the
digital twin provides users with more power to also change the physical world through the
digital twin, while the digital shadow can not. Noteworthy is that nine out of twenty-five
articles did not explicitly mention the DT type that they actually used. Thus there may
be more articles that have used the digital shadow, without it clearly being stated.

SQ 2. Why would organizations want to integrate a digital model into busi-
ness continuity management processes?

Answering this sub-question is done best in two-fold. First by explaining which challenges
occur during business continuity management processes and secondly by pointing out which
functionalities of a digital model can help improve this process.

The business continuity management domain deals with discontinuities within organi-
zations. Business continuity management officers will try to prepare for discontinuities by
evaluating scenarios and creating procedures to deal with these situations. These will be
put in a business continuity plan. However, as one might imagine, it is difficult to under-
stand and deal with every single scenario of discontinuities in an organization. Moreover,
testing the procedures built to deal with discontinuities will require an organization to
either cause a discontinuity to happen or to simulate such a scenario. Taking the example
of a fire hazard in an office building, simulating such a scenario is the only realistic option
to test the procedure. In the context of cyber security, this is often the same case.

This is where a digital model can help. The digital model technology has two key
characteristics: it is a realistic copy of the real-world system or object and it has a simu-
lation capability, which means that we can use it to simulate certain scenarios which we
do not want to create in our real-world system or object. In this research, we specifically
investigated how the disaster recovery, disaster recovery test and business impact analysis
processes can be improved.

SQ 3. What are the key processes and components in a disaster recovery,
disaster recovery test and business impact analysis?

In chapter 5, we identified the key processes and components in a disaster recovery, disaster
recovery test and business impact analysis.

The disaster recovery process is quite complex and needs to be understood from a
technical and process perspective. From a technical perspective, the main components
that are important to understand are the data backup system, virtualization hardware
and software, and the network infrastructure.

The disaster recovery test consists of two main phases. When the process is initiated,
a certain disaster recovery procedure will be tested. With this, the first phase will be
started which is the test preparation. In this phase, mainly the script will be developed
which will be used in the next phase, which is the disaster recovery test itself. Here first
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a separate network and VM environment will be created which can be used to execute
disaster recovery procedure tasks. The script will be played out in which the incident
response team can be either successful or unsuccessful. The recovery will be evaluated and
reported from which improvement steps can be taken.

In the business impact analysis, there are also two main phases. Before the first process
can start, to initiate the business impact analysis a critical business function needs to be
chosen to be analysed. From this point onward, for each business process in this critical
business function, the first phase will be started. This phase identifies the dependencies of
this process in terms of people, software, data, suppliers, etcetera. After this phase, the
second phase will identify the business continuity requirements to define recovery speed
and data loss.

Understanding these processes and components lays the foundation for understanding
the challenges and how they can be improved using a digital model.

SQ 4. What are the requirements and key components of a digital model to
enhance business continuity management processes?

From the question of understanding the key processes and components, which was answered
in SQ 3., we will now answer the question of what requirements and key components a
digital model needs to enhance these business continuity management processes. The
requirements are laid out and explained in chapter 6, where the key components of the
digital model are also described. For each of the problem contexts mentioned in the
previous sub-question, requirements were set up that collectively needed to be achieved by
our proposed solution. The most important requirements state that the digital model must
reduce disaster recovery time Req1.1, unaccessible by the threat actor Req1.2, provide
high fidelity of the production system Req2.1 Req3.1, and must provide a management
platform where the digital models can be designed Req1.5 Req2.4 Req3.6 and managed
Req1.3 Req2.3 Req3.5.

As stated in the requirements, the solution is not singularly about a digital model, but
more particularly how to manage one or more digital models. This is why, as was men-
tioned at the start of this chapter, we should call our proposed solution an architecture:
the Resilience Digital Model Architecture (RDMA). Key components are the Digital Model
Manager, the connections with the network management system, the backup system and
virtualization management system, and the hardware it runs on.

SQ 5. How can a digital model improve and integrate with disaster recovery,
disaster recovery test and business impact analysis processes?

A digital model can integrate and improve business continuity management processes by
providing a secure environment where organizations can test and refine their disaster re-
covery and business continuity plans. This environment allows for realistic scenario testing
without impacting the actual production environment, thereby identifying potential weak-
nesses and areas for improvement. Additionally, a digital model can help in understanding
IT interdependencies, enabling more accurate risk assessments and better preparation for
potential cyber incidents. By integrating a digital model into BCM processes, organiza-
tions can ensure faster recovery times, more effective incident response strategies, and a
more resilient overall infrastructure.

For disaster recovery, a digital model can be used as an environment where threats can
be eradicated from VMs that are being restored, while the production environment can
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run the cleaned VMs. Instead of creating an isolated environment manually, the RDMA
can be used to create a safe environment which also restores the VMs from the backup.
This automated process can reduce the disaster recovery time if time has been put in
pre-emptively.

In the context of disaster recovery testing, a digital model provides a separate and real-
istic environment to evaluate specific disaster recovery procedures. The realisticness helps
in assessing whether an incident response team can execute disaster recovery procedures.
Furthermore, by defining digital model pre-sets that can be re-used and automating the
process of setting up this environment, a reduction of the time and resources required to
execute a test can be realized.

For the business impact analysis, a digital model can provide a realistic environment
where IT inter-dependencies can be tested by turning some applications on or off. This
insight is crucial for identifying single points of failure and determining which systems
are critical for maintaining business operations. By having a clear understanding of these
interdependencies, organizations can make more accurate risk assessments and prioritize
recovery efforts more effectively.

MQ. How can a digital model support and improve business continuity man-
agement processes to enhance cyber resilience?

Reflecting on the main research question, this study has shown how a digital model ar-
chitecture can conceptually improve three business continuity management processes by
automating system processes and providing a realistic copy of the production environment.
Using enterprise architecture models, the Resilience Digital Model Architecture has been
explained from a functional, technical and theoretical perspective. By showing how the
Resilience Digital Model Architecture can be integrated with three business continuity
management processes, we show that these processes can be supported and improved to
reduce disaster recovery times and a more accurate business impact analysis.

Although this can all sound very promising, some general challenges and limitations
should be mentioned which are unrelated to specific sub-questions. First of all, one of
the challenges we recognized in literature is that a digital twin, digital shadow or digital
model solution in the context of business continuity management and cyber resilience,
has high costs. We tried to deal with this challenge by making our proposed solution
multi-functional. However, this study also identified that the solution architecture has
significant costs. Not only does the software need to be developed, but it also requires
high investment into hardware infrastructure setup and management (depending on the
hardware configuration as mentioned in section 6.4 and the size of the software landscape).

These high costs might be mitigated by selling an implementation of the RDMA to
multiple organizations, which then share the costs of development. However, another chal-
lenge arises. As most organizations make use of specific hardware infrastructure vendors
that comply with their requirements, a shared implementation of the RDMA needs to be
able to connect with each of them. Connecting with each vendor can raise the complexity,
and thus, the costs. Moreover, the RDMA requires the hardware and software systems to
have collaboration capabilities and system capabilities, which not all systems provide.

9.1 Contributions

In this academic work, we have contributed to theory in two ways.
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First, the literature review provides researchers and practitioners with comprehensive
insights into the state-of-the-art on how digital twins, digital shadows and digital models
can enhance cyber resilience in the context of business continuity management. This review
highlights new trends, identifies gaps, and suggests areas for future research. It serves as
a valuable guide for researchers, practitioners, and policymakers interested in this field.

Second, our design science study fills a specific research gap in integrating digital model
architectures into the business continuity management domain. We created a motivational
and strategic model to show how cyber resilience and business continuity management
align, contributing to the theoretical understanding of both fields. Furthermore, by exam-
ining three business continuity management processes, we found ways to make improve-
ments and used these findings to propose a solution design. This proposed architecture
helps practitioners understand how a digital model solution architecture can decrease dis-
aster recovery speed. It also offers a balanced view of the benefits and potential challenges,
aiding in informed decision-making and implementation.

Last, this research has contributed to practice by helping Northwave to understand the
potential of using such to solution to improve business continuity. However, due to the fact
that this solution design still faces many challenges as discussed in chapter 8, it currently
is not a high priority for Northwave to conduct further investigations into this area. In
specific, this solution is aimed towards a small target group, which we estimate to be too
small for big advancements here as explained in section 8.1. Also, Northwave at this point
in time does not advise organizations on the hardware that they should be using, for which
this solution design does require specific functionalities (mainly being able to interact with
them in a specific manner). Nonetheless, even considering all these notes, I do advise
Northwave to keep track of the newest developments in this technological domain in order
to identify opportunities when they arise. VM2020 is one provider of an implementation
of the solution architecture and there might be more to come.

9.2 Suggestions for Future Work

Due to the exploratory nature of this study, many suggestions for future research can be
made to build further on the theory. Next to the research gaps identified in the rapid
review as mentioned in section 4.4, the design study also brought many ideas for future
studies to light, which we will mention here.

First and foremost, we would suggest future studies to create a pilot implementation
and test it. In doing so, insights can be gathered on the technical and practical feasibility
of the solution and its performance. This will serve as another validation of the RDMA.

Next, future studies can look into the possibility of using the RDMA for other business
continuity management processes next to the disaster recovery, disaster recovery test and
business impact analysis. This can then be used to create a holistic framework to inte-
grate the RDMA into business continuity management as a whole in the context of cyber
resilience. This can offer practitioners even more benefits towards improving business con-
tinuity and cyber resilience. Additionally, if the integration also decreases recovery time
further, this can raise the return on investment of the solution.

As mentioned in section 8.6 of the discussion chapter, the RDMA might also serve the
ART framework in the form of a purple teaming environment to conduct cyber war games.
Future studies could evaluate this possibility to add yet another use case to the collection
of contributions to improve cyber resilience.
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Appendix A

Semi-structured interview guide
literature review

Semi-structured interview (interview guide)
Preliminary Study goal and context

Selected articles from the rapid review

Part I Introduction interviewee 1. What is your profession and which role do you have
within the organization that you work for?
2. What previous experience do you have with Digital
Twins in a cybersecurity context?

Part II Data extraction 3. How many articles do you recognise from the list of
included articles that were discovered in the rapid review?
4. Are there any articles that you know are relevant to include
in this study, which were not included in the rapid review?
4.a. If yes, which articles?
4.b. Why do you think they are relevant to the study?

Table A.1: Semi-structured interview guide
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Appendix B

Semi-structured interview literature
review results

Interviewee 1
Name Participant 2
Occupation PhD student, researcher at the University of Twente
Previous experience on topic PhD topic is on utilising DTs to improve cyber security of critical infrastructure
Recognized articles 13

Relevant articles Allison et al., ‘Digital Twin-Enhanced Incident Response for Cyber-Physical
Systems’ [1]

Why Allison: Discusses IR and integrating DT as part of IR playbooks

Table B.1: Summarised results from interviewee 1

Interviewee 2
Name Participant 1

Occupation Professional within computer science and cybersecurity. Lecturer in field of
cybersecurity for the University of Twente.

Previous experience on topic
Engaged with DT since 2008, specifically within cybersecurity. Supervised many
projects exploring the potential of the DT for cybersecurity purposes, especially
for critical infrastructure.

Recognized articles 20+

Relevant articles

Allison et al., ‘Digital Twin-Enhanced Incident Response for Cyber-Physical
Systems’
Epiphaniou et al. ‘Digital twins in cyber effects modelling of IoT/CPS points of
low resilience’

Why
Allison: Discusses IR and integrating DT as part of IR playbooks
Epiphaniou: Using the DT for strategic cyber decision-making in enhancing
resilience within the IoT/CPS system

Table B.2: Summarised results from interviewee 2
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Interviewee 3
Name Participant 3
Occupation Cyber Resilience Consultant at Northwave Cyber Security.
Previous experience on topic No experience with DTs. Does have experience with BCM and CR.
Recognized articles 0
Relevant articles None
Why N/A

Table B.3: Summarised results from interviewee 3
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Appendix C

Semi-structured interview guide case
study

Semi-structured interview (interview guide)
Preliminary Study goal and context

Case context

Part 1 Introduction Interviewee 1. What is your profession and which role do you have within the
organization that you work for?
2. What previous experience do you have with <problem context>?

Part 2 Data extraction problem context 3. What are the key processes, actors, components and software sys-
tems involved in <problem context>?
4. How do these processes, actors, components and software systems
interact with each other?
5. What is the main driver and/or goal of <problem context>?
6. What are the main challenges in the context of business continuity
management in <problem context>?

Part 3 Data extraction requirements 7. Considering the digital model technology, what requirements it
need to comply with to improve <problem context>?
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Appendix D

Semi-structured interview case study
results

D.1 Disaster Recovery

The results discussed here are a summary of the transcription of the recorded sessions
with the interviewee. For the general purpose of this research and due to the sensitive
information that might be involved, only a summary is provided.

This interview was conducted in multiple parts due to time constraints. The inter-
viewee is part of the Computer Emergency Response Team (CERT) within Northwave
and has experience dealing with cyber incidents for multiple years. In the first session,
the interviewee raised the importance of a wider understanding of how cyber attacks are
executed and what actually happens before and during a cyber attack, to understand the
process of a disaster recovery in depth. For this reason, the interviewee gave a presentation
and in-depth overview of the processes and components involved in a cyber incident. The
interviewee started with the process of a cyber attack. The so-called, in, through, and out
phases were discussed here. To explain this process, the interviewee showed and explained
a case using a drawing of the IT infrastructure.

After this explanation, the interviewee went in-depth into what organizations can do to
recover from an attack. There are three main options: paying, recovering from backups or
rebuilding the IT infrastructure. Considering the context of the study, we delved into the
process of recovering from a backup. There are multiple phases in this process, and using
the case that was used before, the pre-recovery steps were explained next to the challenges
that organizations often face of not having a clear overview of their IT infrastructure.
Afterwards, the typical eradication method was explained and the hardening steps to
ensure a threat actor does not get access to the system again.

In a later session, some of the parts of the recovery procedure were discussed in more
depth, and the requirements for the digital model technology were discussed. Here the
interview also strayed into the general opportunities of such a solution, which was used as
inspiration for the solution design.

D.2 Disaster Recovery Test

The results discussed here are a summary of the transcription of the recorded sessions
with the interviewee. For the general purpose of this research and due to the sensitive
information that might be involved, only a summary is provided.
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The interviewee, an experienced professional in the field of cyber resilience, explained
the process and components of a disaster recovery test. Preliminary knowledge was ac-
quired during the document analysis, which was used as a foundation for the explanation of
the process itself. To start, the interviewee emphasized the motivation and strategy behind
conducting regular disaster recovery tests. They explained that these tests are essential
for validating the effectiveness of an organization’s disaster recovery plan and identifying
potential weaknesses or gaps. In continuation, the interviewee outlined the key steps in a
typical disaster recovery test process:

1. Planning and preparation: This involves defining the scope of the test, identifying
key systems and procedures to be tested, and establishing clear objectives and success
criteria. This also involves developing a script which lays out all these parts.

2. Test execution: The actual simulation of a disaster scenario and the implementation
of recovery procedures. Here the interviewee also explained how the testing envi-
ronment was usually set up. This is also where most of the challenges appeared to
execute such a test. This may involve partial or full system recovery from backups,
data restoration, and failover to secondary systems depending on the script.

3. Evaluation and documentation: After the test, a thorough analysis is conducted to
assess the effectiveness of the recovery procedures, identify any issues or bottlenecks,
and document lessons learned.

Lastly, considering the digital model technology, the requirements for such a system
were discussed. Mostly the ease of use and the realisticness of a real disaster recovery were
emphasized.

D.3 Business Impact Analysis

The results discussed here are a summary of the transcription of the recorded sessions
with the interviewee. For the general purpose of this research and due to the sensitive
information that might be involved, only a summary is provided.

The interviewee, an experienced professional in the field of cyber resilience and business
continuity management, explained the process and components of a business impact anal-
ysis. In the same manner as the disaster recovery test process, documents were analyzed
and used as a basis for the interview.

To start the process, the initiator of the business impact analysis chooses a critical
business function in which they want to understand the dependencies and business con-
tinuity requirements. By analysing each process within the critical business function, a
dependency analysis is executed where the involved parties discuss whether the process is
dependent on an artefact.

After this is done for every process within the business function, the business continuity
requirements are appointed. These define the objectives and maximum times of how long
a discontinuity or information loss may take. Finally, all this information is gathered and
reported.
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Appendix E

ArchiMate 3.2 Specification
Overview

Figure E.1: ArchiMate 3.2 Specification Overview [4]
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