wQ\i
¢
Eizlc;rrgjpelézer Science

From multidimensional soil

properties to reduced summary
é scoring curves for soil health

S |
Ruxandra Simioniuc

S>> S

Supervisor: Dr. Doina Bucur
Committee member: Dr. Ir. Pieter-Tjerk de Boer

October, 2024

Department of Computer Science
Faculty of Electrical Engineering,
Mathematics and Computer Science,
University of Twente

UNIVERSITY OF TWENTE.




Contents

Q =9 8 0O a w »

Introduction
1.1 Research context . . . . . . . . . .
1.2 Research goals . . . . . . . . . ..

Background
2.1 Ecology concepts and terminology . . . . . . . .. . .. ... ... ... ..
2.2 Data Science methods . . . . . . . . ...

Related Work

Methodology
4.1 Data . . . . oo e
4.2 Approach . . . . . ..

Results

5.1 RQO - Finding relevant soil health indicators . . . . . . . .. ... ... ...
5.2 RQI - Grouping individual indicators . . . . . . . . . .. ... ... ... ..
5.3 RQ2 - Scoring summary indicators . . . . . .. ... L
54 RQ3 - Visualising scores . . . . . . . . ...
5.5 RQ4 - Analysing the differences between soil textures . . . . . . . .. .. ..

Discussion

Conclusion

Complete tables of indicators and sources

Additional plots for RQ1

Evaluation metrics for DRTs

Feature coefficients for 2 and 3 principal components per pillar
Alternative approach to extracting summary scoring curves
Additional SMAF parameters and classes for scoring

Additional crop plots

12

16
16
17

23
23
25
35
46
93

56

60

69

71

73

75

77

79

84



Abstract

The world’s soils are one of the most important base resources, providing food and
supporting most life forms. Lately, the degradation of the pedosphere has been a focus
point for restoration plans and legislation, which aim to improve the health of the soils,
a concept still evolving as more research is done. The study of the soil is a multidisci-
plinary field, spanning domains such as ecology, biology and chemistry. Some frameworks
for evaluating soil health have already been proposed. However, most approaches use basic
statistical techniques, are not completely analytical as they rely on field knowledge, are
hard to generalise or do not provide a start-to-end pipeline. We propose a framework
with clear steps and new approaches, which has the potential to be generally applicable.
The most frequent soil health indicators for chemical, physical, and biological aspects are
selected from relevant literature and aligned with the available dataset. The samples are
split based on soil texture type and processed separately. Redundant features are dis-
carded using correlation analysis and the remaining subsets are fed into sparse principal
component analysis (SPCA). This dimensionality reduction technique has not been utilised
in other related research, leading to a 90% reduction in the number of indicators. Scor-
ing curves for individual indicators are obtained from literature, adapted to the data,
and combined into summary indicators, using the weights and components obtained
through SPCA. Summary scoring curves are computed, reducing the evaluation of each
pillar to only 2 dimensions, while retaining over 75% of the explained variability for the
biological and physical pillars. The final step is providing a simple, intuitive and inter-
pretable visualisation of the results, so stakeholders can easily interpret the health of a soil
sample.

Keywords: soil health, dimensionality reduction techniques, Sparse PCA, scoring func-
tions, summary indicators



Chapter 1

Introduction

What is soil and why does a resource that seems to be in abundance need a close-up
analysis? With few exceptions, the world’s land biomes are covered with a layer of soil
essential for many life forms and the completion of environmental functions. Although it
might appear there is enough to spare, just one centimetre of soil can take hundreds of
years to form [1] and can disappear in a matter of days or even hours due to erosion or
heavy rainfall. Not only is soil the most important medium for growing food, but it also
harbours the most biodiverse and complex ecosystem and protects against climate change.

1.1 Research context

The experts at the Netherlands Institute of Ecology (NIOO-KNAW) study various aspects
of the soil, including its composition and how it affects plant growth, among other factors.
They highlight the need to understand and evaluate the state of soils to preserve the natural
lands and habitats and provide relevant information to farmers for promoting sustainable
agricultural practices. Their expertise is crucial in this research, as they offer valuable
guidance in understanding the concepts, factors and associated connections, while also
providing the data for analysis.

The current state of soils

The European Union’s Green Deal from 2020 [2] heavily accentuates the need to restore the
continent’s soils, therefore the EU Soil Strategy for 2030 [3] was presented in 2021, giving
an extensive context and arguments for the immediate need to preserve this resource.
As a direct successor to this strategy, in July 2023 the proposal for a Soil Monitoring
Law [4] was adopted as a part of attaining the European Green Deal’s goals. This law
outlines the importance of conserving Europe’s soils, as their advanced state of degradation
threatens the agriculture industry as well as the related ecosystems. It also imposes certain
criteria and offers guidance for member states of the European Union on how to assess the
degradation of soil.

The high demand for resources causes the cultivated land to constantly be under agri-
cultural use and, implicitly, be subjected to practices meant to improve the overall pro-
duction, such as tilling, ploughing, irrigation and drainage [5]. All of these interventions
on the soil are known to cause changes in its chemical and physical structure [5], which
can lead to a decrease in the soil’s ability to perform its functions. The Soil Monitoring
Law [4] estimates that, in the European Union, 60 to 70% of soils are not healthy. A
similar percentage is “affected by erosion, loss of organic carbon, nutrient exceedances,



compaction or secondary salinisation (or a combination of these threats)”, whereas a fifth
of EU’s agricultural lands exceeds the limit for cadmium concentrations. Over 20% of the
EU’s land has a high degree of subsoil density, which is a good indicator for compaction
and a quarter of the area in Southern, Central and Eastern Europe was at high or very
high risk of desertification in 2017 [1].

The concept of soil health

The EU’s Soil Monitoring Law [4] defines healthy soil as the physical, chemical and biological
condition of the soil determining its capacity to function as a wvital living system and to
provide ecosystem services. There is no standard definition across literature, but the main
points are the same, with slight variations in terminology or how explicit the authors
choose to be — sometimes mentioning the services (“sustain plant and animal productivity,
maintain or enhance water and air quality, and promote plant and animal health” [6]) or
focusing slightly more on the usage of land “key to ecosystem function within land-use” [7].

The concept of “soil health” is not a novel trend, but throughout the years it has been
used interchangeably with terms such as “soil quality” or “soil fertility”. Lehmann et al.
[8] make a clear distinction between the concepts, from the narrowest to the broadest:
fertility only considers crop production, and quality goes further, taking into account not
only agriculture but also the environmental services that usually are directly connected to
humans, but both terms predominantly focus on the impact on agroindustry. The authors
believe that soil health extends to a planetary level, beyond humanity’s needs and also
consider the most general term, soil security, which regards soil as a common good and
access to its services as important as any other human right.

The existence of subtle differences in definition also translates into the fact that the
assessment methods also vary and shift focus according to the authors’ interest in specific
problems. Therefore, by also considering the high complexity of the soil and the influence it
has on countless aspects of the environment, relevant literature has yet to reach a consensus
on a standard set of features and limits that can indicate the soil state beyond any doubt
while also considering all of its functions. Generally, soil health is assessed by measuring
various physical, chemical and biological features, although the latter is usually comprised
of aggregated measurements and does not consider individual microorganisms that reside
in the soil.

1.2 Research goals

Soils are vital in most ecosystems and host a considerable proportion of life forms. They
have direct and indirect effects it has on human life and food security and, if in good con-
dition, can help achieve several of UN’s Sustainable Development Goals [9]. Given these
processes and the standing legislation, preserving the health of the soils and their ability to
fulfil essential functions is imperative. However, the concept of soil health and establishing
criteria and limits for evaluation have not yet been universally set and are still fluctuating
or relative to many factors. Being such a complex structure, one major impediment is the
intrinsic interdisciplinarity of the study of soil [10], as it requires knowledge of biology,
chemistry, geology and physics, among others.

A framework which tackles the problem of soil health should be able to quantify the
healthiness of a soil sample, as proposed legislation and plans require [3, 4]. A soil sample
is characterized by many properties and various individual indicators, different subsets of



them being listed in the relevant literature (most common are organic matter, pH, some
chemical elements, and soil structure; microbial biomass and magnesium are less frequent).
This makes the concept of soil health highly multidimensional, with a significant amount of
features to consider, which need to be condensed into summary indicators. Each relevant
indicator needs to be assigned a score or a grade which can accurately indicate the health
of the soil. Obtaining a score should be based on a scoring curve rather than a hard
threshold, as health is more of a spectrum rather than a “healthy / not healthy” problem,
comparable to human health (having a mild cold does not mean a person is immediately
unhealthy, just that there are actions to take for their state to get better). These scoring
curves are based on mathematical models which are specific to each indicator, according
to how they influence certain aspects of the soil.

Another factor which is to be considered when computing the score of an indicator is
the context of the soil sample. Climate, location, texture type and other factors influence
the shape of the curve and, implicitly, the final score. Two separate samples could have the
same measurements of indicator X, but if any of the other constraints tied to this specific
measurement differ, the resulting scores will also be distinct. To incorporate these details,
the result should be a flexible, parametric framework, which can handle all of the different
characteristics of a sample. These points make the development of summary indicators for
soil health a complex problem.

Evaluating and quantifying soil health requires an approach that considers the numer-
ous quantitative soil properties and obtains an individual scoring curve for each property.
The dimensionality issue should also be attenuated, by removing redundant features and
combining the remaining ones based on real data in real contexts. Ultimately, the frame-
work should provide an accessible and interpretable visualisation of the summary scoring
curves, which can express the state of the soil.

Research on this issue goes back decades, with considerably different approaches, from
soil health cards which require only simple tools and the farmers’ input to using sophis-
ticated machine learning methods. Considering the previously stated requirements for an
accurate and robust framework, the ones that come the closest are the SMAF (Soil Man-
agement Assessment Framework) [11] and SHAPE (Soil Health Assessment and Evaluation
Protocol) [12] frameworks. They both use scoring curves and have common researchers,
the latter being more recent. SMAF provides individual mathematical models for many
indicators. SHAPE uses a model trained on data from the USA to assess the relevant
soil characteristics and construct the scoring curve for organic carbon (the only indicator
implemented at the time of writing). Both methods lack the starting (dimensionality re-
duction) and finishing (creating summary indicators and easy-to-use visualisation) steps,
focusing solely on transforming measurements to score. Other researchers perform some
basic feature selection (usually with the help of principal component analysis — explained
briefly in section 2.2) and then build on top of SMAF. Some papers attempt to create
summary indicators, usually by assigning equal weights to indicators, while no research
was found that tried to construct a visualisation of the summary indicators.

This project aims to further advance the science of soil health by analysing existing
methods and using data science techniques to analyse the soil’s properties. Answering the
question How to consistently and robustly quantify soil health?, along with im-
plementing a widely applicable assessment framework are the main goals of this research.
The research question is split into five subproblems which tackle more specific aspects:



RQO. What soil properties are relevant to be used as individual indicators for soil health?

e This question is literature-based, requiring a thorough analysis of related papers
that approach the subject of soil health or adjacent concepts. The result should
reflect the measurements most frequently mentioned in relevant research pub-
lications. The extracted indicators are then matched with the available data,
resulting in a subset of features that accurately describe the health of a soil
sample and can be used for further analysis.

RQ1. How can related soil properties be grouped to reduce the problem of multidimension-
ality?

e There are various measurements which can be taken when analysing a soil sam-
ple, which leads to an extensive dataset with a high number of dimensions for
each observation. The features that describe the soil’s state are part of the
three main pillars: physical, chemical and biological. These features are in-
herently linked within each category, but strong interconnections exist across
pillars. Identifying the relationships and correlations across characteristics can
then assist in assembling indicators that consider multiple features at once. This
question can be answered using dimensionality reduction techniques or feature
selection methods. Limited similar research was found in specialised literature,
possibly due to the minimal overlap between soil health research and data sci-
ence, or the widespread use of standalone indicators. The papers that attempt
to use these techniques do not go into depth and consider only basic algorithms
and methods.

RQ2. How can summary indicators be scored in a manner which expresses a soil sample’s
health?

e Evaluating a soil measurement is an inherently complex task as it is highly con-
textual, depending on factors such as the climate, location, history and scope.
Some papers provide scoring curves for a limited number of individual soil prop-
erties. The aim is to adapt these mathematical models to the current measure-
ments and aggregate the scores for the previously obtained summary indicators
for each pillar.

RQ3. What is the most suitable manner of expressing the results of the assessment?

e This refers to the format in which the results should be presented to the stake-
holders. Assessment frameworks are either scored based on a healthiness scale
or labelled in a binary or progressive way (intermediate labels between healthy
and not healthy). This aspect of the project depends heavily on the stakehold-
ers’ needs and opinions, ease of interpretability and relevance. Both scale and
label-based methods already exist, but they are not consistent across the lit-
erature, nor do rigorous explanations back them. This is mostly due to the
different forms of the assessments and their specific purpose.



RQ4. How does soil texture type influence the indicators and the scoring?

e The values of soil properties are dependent on the soil’s composition (percent-
ages of silt, clay and sand) and experts often make a distinction between different
texture types. Some frameworks do consider these factors when looking at the
values of indicators. The relationship between context and indicators will be
analysed by separating the dataset samples based on soil texture type. The
behaviour at different stages of the research will be observed and compared,
potentially revealing how indicators relate to a change in soil type.



Chapter 2

Background

2.1 Ecology concepts and terminology

Given this is a multidisciplinary project, some notions and aspects must be briefly ex-
plained for the content to be easily understandable. Soil is made of three main pillars:
physical, chemical and biological. Variations in the properties of soil affect its behaviour
and qualities, but management practices or extreme weather events also have an impact
on these pillars.

Soil property refers to any measurement which describes the behaviour and contents
of a soil sample, while the term indicator is used for those properties which are relevant
in the context of soil health.

Physical pillar

Soil can be made of differently-sized particles, usually in combinations of clay, silt, sand
or stones. Based on the percentages of these particles, the soil has different characteristics
and behaves in particular ways [13|. Directly connected to these particles is the concept
of aggregation or aggregate stability, which measures how much the soil particles
bind together and how well they resist external forces. A commonly used indicator of soil
aggregate stability is the Mean Weight Diameter (MWD), which expresses the average
size of soil aggregates. Water holding capacity and water infiltration values are determined
by soil texture, high percentages of sand, as it is a bigger particle, is more permeable than
clay.

Chemical pillar

The chemical properties of the pedosphere aggregate information like the pH and con-
centrations of various chemical elements and compounds (phosphorus, potassium, heavy
metals etc.). The analysis of this pillar gives a detailed overview of the amount of available
nutrients in the soil (which can be in deficit, between normal limits or in excess), as well
as information about the pollutants present in the land.

Biological pillar

The soil organic matter (SOM) is a critical element when it comes to the soil’s function
of producing biomass. It is a feature that is difficult to measure, therefore the soil organic
carbon (SOC or OC) is usually considered when assessing the organic composition. A



high level of SOM will prevent pollutants such as heavy metals and organic toxins from
infiltrating the groundwater [8].

Management characteristics

The management features refer to the ways humans interact with soil during farming or
related activities. Important aspects include the types of crops planted, if and how deep
tillage was performed, the fertilisers applied, the diversity and intensity of crop cultivation,
and the presence of cover crops. Cover crops, in particular, play a key role in protecting
the soil by managing erosion and enhancing soil quality.

Soil texture

As mentioned in the description of the physical pillar, soil can be made up of different types
of particles. Conventionally, these particles are sand, silt and clay and, depending on the
percentages for each of them, the soil can be classified as having a certain texture. Figure
2.1 illustrates how soil texture classes are determined. Texture influences the majority of
the other soil properties, from the capacity to hold water to optimal levels of micronutrients
and microorganisms.
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FIGURE 2.1: Soil texture triangle

Soil functions

Soil functions are defined as collections of soil processes which catalyse ecosystem services.
Table 2.1 contains the 5 important soil functions mentioned in the European Environment
Agency’s report on soil monitoring from 2023 [14].



Soil Function Description

Production Capacity to produce biomass

Water storage and quality Capacity to store precipitation water and filter for soil
pollutants

Carbon storage Capacity to store and stabilise SOC

i. Capacity to provide nutrients from mineral and or-
ganic soil resources in available form(nutrient mobili-

sation capacit
Nutrient cycling pacity)

ii. The capacity to store mobile nutrients within the
root zone to avoid losses by leaching and gaseous emis-
sions (nutrient buffering capacity)

Habitat for biological activity Provision of a species (gene) pool that can buffer
ecosystem functions against species extinction (as-
sumption: loss of soil function is more likely with low
species diversity in each functional group)

TABLE 2.1: Main soil functions. Table retrieved from the Soil monitoring in Europe
— Indicators and thresholds for soil health assessments report [14].

To better understand the importance of the soil as a whole and build more context
regarding its roles and current legislation, some more extensive information is provided in
the following subsections.

Soil as a resource

The continuous population growth requires a proportional increase in resource production,
which entails improving the crop yield and the rate at which it can be obtained. At a global
level, the average wheat harvest per hectare has more than tripled from 1961 to 2021, while
the total world population grew 2.5 times. The global land used for agricultural practices
is estimated to have claimed approximately 330 million more hectares in the same 60-year
period, which amounts to slightly more than the area of India. Still, land use by area
peaked in the early 2000s, and ever since a negative trend has followed'. This tendency
to reduce agricultural land, as opposed to increasing yield and population, suggests that
numerous effective agricultural advancements have been made and are still being devel-
oped. The crops are genetically superior to their predecessors from years ago [15], and
various enhancers such as synthetic fertilisers, pesticides, fungicides, and antibiotics for
livestock are also heavily utilised. These agrochemicals, along with the antibiotics which
ultimately end up in the ground, alter the structure of the soil, leading to homogenisation
[16], infiltrate the groundwater and can have significant effects on the soil biota, which can
lead to a decline in biodiversity [5].

The Food and Agriculture Organization of the United Nations estimates that 95%
of the food is produced directly or indirectly on soils [17]. Roughly 45% of the Earth’s
habitable land is allocated for agriculture, an area which spans more than the combined
surface of both Americas and which supplies animal products, feed, food and non-food
crops such as biofuel and cotton [18].

'Data on crop yield, population and land use was summarised from https://ourworldindata.org/.
Accessed in February 2024.
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Soil as a biodiversity pool

More than 40% of terrestrial organisms are directly associated with soils at some point
in their life cycle [19]. The Earth’s soils amount to one of the most biologically diverse
habitats, with one teaspoon of soil holding more living organisms than the total human
population [19]. As a quantitative reference, 1 hectare of land can contain up to 500 kg of
bacterial carbon and just 1 gram can reach 1 kilometre of fungi networks [14]. All organisms
that reside in soil, along with the structural and chemical composition of the soil influence
its capacity to perform vital ecosystem functions, such as absorbing and filtering water,
storing carbon, serving as an environment for plant growth (also known as biomass) and
cycling nutrients [3]. All of these processes are the foundation of the economy, society and
environment [4].

Soil as a climate change regulator

Healthy soils play a crucial role in maintaining a stable natural environment and can
help combat extreme weather phenomena, as they offer protection against droughts and
floods and resilience to climate change [4]. Certain strains of bacteria (corroborating
the importance of biodiversity) can help plants be more tolerant to drought and some
management practices can lead to more CO5 being stored in the soil, which reduces the gas’s
greenhouse effect [4]. On the other hand, sealed soils cannot absorb as many pollutants
as their healthy counterparts and can maintain high temperatures for longer in the case of
heat waves [14].

The ongoing climate change affects the planet on various levels, threatening not only
the stability of the world’s ecosystems but also the prosperity of human societies and
the health of humans themselves. According to the State of Global Climate report from
the World Meteorological Organisation, the year 2023 was the warmest since 1850, going
approximately 1.45 °C over the average temperature of the pre-industrial era [20]. Given
the urgency to preserve and, at least to some degree, restore the environment we live in,
strategies, legislation and plans have been put into place in the past years at international,
regional and local levels alike. The Paris Agreement signed in 2015 by 196 parties [21],
the European Green Deal from 2020 [2], and the USA’s Federal Sustainability Plan from
2021 [22] are some of the most extensive plans for stopping the drastic temperature rise
and reducing carbon emissions. Other industry-rich states have also set targets to achieve
carbon neutrality (China, Japan) or net-zero emissions (Canada, South Korea). Following
through with these action plans is extremely relevant for the soils of the world, as the
biodiversity is affected by global climate changes [16] and can be radically reduced due
to higher concentrations of COs in the air [5]. Moreover, changes in precipitation and
temperatures can lead to desertification, which, in turn, implies severe degradation of the
soil.

2.2 Data Science methods

Dimensionality reduction techniques (DRT) are used extensively in the machine learn-
ing field. The aim is to “find lower dimensional data representations that preserve their key
properties for a given problem” [23]. Essentially, the dataset is assessed and transformed to
compress the number of features that describe it, without losing a considerable amount of
the initial information. Figure 2.2 exemplifies how a 3D representation of two point groups
is converted to only two dimensions. While some information is lost (the depth axis), the
general shape of both datasets is retained.



(A) Swiss roll (B) Swiss roll (D) S-curve re-
reduced to 2D duced to 2D

FIGURE 2.2: Two examples of reducing the representation of data points from 3
dimensions to only 2 using PCA. The Swiss Roll and S-curve datasets from the
scikit-learn library are used.

One of the most popular DRTs is Principal Component Analysis (PCA), an unsu-
pervised learning algorithm. PCA uses linear algebra and statistics methods to reduce the
dimensionality of large datasets. It transforms the data into orthogonal principal compo-
nents that capture the most variance. These components are linear combinations of the
original features, with weights indicating the contribution of each feature (higher weight =
more information). PCA flattens the data while retaining the most critical information by
focusing on the components that explain the most variance. The weights associated with
each feature are called loading vectors or loadings and a principal component (PC)
is the new dimension and consists of the linear combination of the original features, based
on the loading vectors. Each PC is a weighted sum of the original features.

Let X be the original data in matrix form of n x p dimensions, with n observations of
p variables. To reduce the data from p to k dimensions, with k£ < p, the PCA algorithm
has following steps:

e Scale and centre the data — each variable has y = 0 and ¢ = 1 by subtracting its
mean

e Compute the covariance matrix

e Extract eigenvectors and eigenvalues

e Sort eigenvalues in decreasing order

e Select k eigenvectors with the highest eigenvalues

The resulting eigenvectors vy, ...v; form the loading matrix V with p x k& dimen-
sions. Transforming the data to the new subspace is done according to equation 2.1.
Z = [z,..., 2] is the principal component matrix with a shape of n x k. Essentially,
Z is the final product of the algorithm which compresses the initial dataset to a lower
dimensional space.

Z=xv" (2.1)

Another method for computing PCA exists, which consists of computing the singular
value decomposition (SVD) of the data as X = U DV'. In this case, V is still the loading
matrix and the principal components are computed from Z = UD.
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Multiple variants extending the classic PCA have been developed. One alternative
to PCA that is used in this research is the Sparse Principal Component Analysis
(SPCA). The classic PCA assigns nonzero weights to all features in all principal compo-
nents, whereas in SPCA some of the loadings are equal to zero. This leads to a considerably
simpler representation of the compressed data and it is easier to deduce which initial at-
tributes influence the differences between samples [24]. Kernel Principal Component
Analysis (KPCA) is a non-linear variant of PCA which can be more effective in detecting
and separating clusters. A general downside to this method is choosing the right kernel,
which needs a certain level of understanding of the shape and structure of the data, be-
sides multiple test cases. Also, KPCA does not provide the combinations for each resulting
principal component, as it is mainly used for visualisation purposes.

Sparse PCA is extensively used in this research due to its ability to produce simpler
principal components. This increases the interpretability of the variables, an important
aspect for the stakeholders, while also minimising the number of features which make up
a PC, drastically reducing the complexity of the assessment. By increasing the sparseness
level of the algorithm, the PCs depend on fewer variables, but the overall explained variance
is diminished.

FIGURE 2.3: The impact of the sparseness level () in SPCA applied on the Swiss
Roll dataset. The scikit-learn Python library was used to generate this example.

Figure 2.3 illustrates how different sparseness levels affect the algorithm’s output. A
higher value for « yields a simple representation of the transformed data, easy to interpret
and describe. However, certain details which contribute to describing the dataset are lost
in the process. Less sparseness (o« = 1,3) retains more information but creates more
intricate principal components. Finding a trade-off between the explained variance and
the sparseness of the low-dimensional data is a necessary step to ensure the results are
appropriate to the specific use case.
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Chapter 3

Related Work

What makes a good indicator

As a generalised rule which is also endorsed by other scientists ([8]), Doran and Zeiss [6]
argue that a soil health indicator should be sensitive enough to management practices
and climate, well correlated with soil functions, informative in determining why and
how the soil performs its functions and easy and inexpensive to measure.

Specialised literature tends to be more and more in favour of paying more attention
to the biological pillar when it comes to soil health. Since the primary use of soil in
the world’s industry is agricultural, Lehmann et al. [8] note that considerable attention
has been directed towards conserving those features that sustain related practices. The
authors recognise that most assessment schemes are dominated by chemical indicators and
argue that biological characteristics should play a bigger role in quantifying soil health and
propose the integration of pathogens, parasites, and bioavailable and mobile toxins in soil
health assessment schemes.

Banerjee and van der Heijden [16] also underline the importance of microorganisms by
placing the same evaluation in the context of one health, tying soil to the well-being of
animals, people and the environment as a group. The authors also note that soil health
bioindicators usually use only broad criteria, such as microbial mass. Ulea et al. [25] claim
that seasonality and land management have a noticeable influence on bacterial density and
diversity, which impact soil fertility indirectly. Bruggen and Semenov [26] state that disease
suppression is an important factor in soil health, a characteristic promoted by biodiversity,
among other factors. The authors mention that microbial diversity is usually quantified as
the number of present species and not from a structural and functional point of view and
suggest that analysing microbial consortia might offer more insight than looking only at
individual microorganisms.

Doran and Zeiss [6] also regard the organisms which reside in the soil as being essential
to performing soil and ecosystem functions. They propose adapting already existent frame-
works for measuring sustainability in farming by adding features needed for environmental
conservation. However, they also note that measuring soil organisms results in a sensitive
indicator and correlated with essential soil processes, but is hard and expensive to measure
and does not offer immediately relevant information for management practices or how it
influences other services. Since it is hard to have indicators which comply with all criteria,
it is recommended first to evaluate the objectives of the analysis and then determine the
utility of an indicator. De Vries et al. [27] endorse biota’s vital role in soil’s services and
show that a minimum level of biodiversity is required for sufficient carbon and nitrogen
cycling.
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On the opposite side of the argument, while not undermining the importance of the
biota, Coyne et al. [7] stress that our understanding of soil health should not be dominated
by biological characteristics. The counterargument comes from the inability to understand
how the microorganisms behave in situ fully (at least for now), the inherent link between
the biota and the chemical and physical factors and that microfauna has a lower impact
on plants and animals than the higher-level soil structure does.

Relevant/conceptual  SOIL

TEXTURE (Related to soil function) DEPTH

pH CEC
Sedicity, salinity
Sensiti available nutrients Effecti el
{Rap?dnas:\dnl’;ge OrganicC  fraction e@:‘ S;er»;ﬁ;glitlca
changes consistent) Aggregation Structural stability/ chesn, quizl)

penetration

Bulk density

Enzyme activity

Informative/interpretational
(Inference of management)

FIGURE 3.1: Soil health indicators and the requirements from [6] with which they
comply. Image extracted from [8]. The white arrow contains the indicators which
should be developed to be effective and practical. C, carbon; CEC, cation-exchange
capacity; EC, electrical conductivity; GHG, greenhouse gases; N, nitrogen; TOC,
total organic carbon

Figure 3.1 is extracted from Lehman et al. [8] and illustrates how the soil properties
deemed relevant by the authors comply with the base requirements of an indicator.

Existing frameworks for health assessment

One popular practice in assessing the land status is the use of soil health cards, which
are usually meant to be filled in by farmers based on their experience and knowledge of
the environment and the land they manage. The state of Maryland provides a card [28]
with 7 indicators, where farmers can score their lands upon a close inspection, without
specialised tools, and classify their soil as excellent, good, fair or poor. The card provided
by the Natural Resource Conservation Service of the U.S. [29] requires information about
management practices. It is destined to be used by conservation planners and aims to offer
insights into the state of degradation of the soils, while also acknowledging that it is not
a comprehensive analysis of all soil pillars. The Montana Soil Health Card [30] splits the
analysis into 2 tiers, the first being executed on-site in 30 minutes with minimal equipment,
whereas the second tier offers more in-depth information by processing soil samples in a
laboratory.

With the increased interest in the soil states, commercial services that evaluate and
score the soil have also appeared on the market. The Solvita Soil Tests [31] is a service
that provides kits to evaluate soil and tests performed in their associated laboratories.
The samples are scored relatively to the local expectations and use only 5 indicators. The
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Haney Soil Test [32] is a laboratory procedure where a multitude of chemical elements
are extracted and, by looking at the organic carbon and nitrogen in the soil, the sample is
scored from 0 to 50, 7 being good. Cornell University developed the CASH (Comprehensive
Assessment of Soil Health) test [13], looking into 12 biological, physical and chemical
properties and scoring each from 1 to 100, the average of all being the overall score of soil
health. The scores are given relative to other analysed samples from the same region.

On a European level, The European Environment Agency (EEA) published a report
in early 2023 [14] recommending intervals for certain soil characteristics, such as pH and
SOC, while also considering the importance of biodiversity in the cycling process of carbon
and nitrogen. EU’s Soil Monitoring Law [4] provides an extensive list of criteria which
should be satisfied for soils to be assessed. The list contains 14 indicators, physical, chem-
ical and biological, some of which have limits imposed at the Union’s level, while some
thresholds are left for the member states to set. The law also offers a set of principles that
should be applied when considering land management.

Organic matter is an essential component in soils and deterioration quickly follows
if SOC levels drop below 1%, while at least 2% concentration is needed for maintaining
aggregate stability [14]. Fowler et al. [33] use spatial patterns to reveal that yield stability
and volume can be used to determine SOC levels in the ground. Unstable zones and stable
and high zones correlate with more organic carbon, while low and stable yield zones have
lower SOC. The authors confirmed the assumption that higher-yielding areas are associated
with increased SOC levels and higher soil health scores (scores provided by Solvita).

Wade et al. [34] propose a quantitative approach to evaluating soil health. Current
frameworks look at how management changes indicators and then derive the soil health
score. The authors propose a different method, where management practices change the
soil health, which is reflected in the indicators’ values. Overall, they propose analysing soil
health from the perspective of the soil’s scope.

With a more analytical strategy, Andrews et al. (2004) [11] implement the Soil
Management Assessment Framework (SMAF). Their framework selects a minimum dataset
(MDS) of indicators based on the site’s management goal and soil function then assigns
a nonlinear scoring curve to every indicator. Each of these functions is fine-tuned with
parameters which depend on other factors (climate, temperature or texture, for example)
The last step consists of integrating all individual scores into a final index value, yielding
a number between 1 and 10. The individual scoring functions for each indicator are one
of three types: more-is-better, less-is-better and mid-point optimum range. Expanded on
top of CASH and SMAF, the Soil Health Assessment Protocol and Evaluation (SHAPE)
was published in 2021 by Nunes et al. [12|. Using over 14.000 observations from the
United States to create a cumulative distribution function (CDF), the authors acquire a
scoring curve which accounts for the sample’s origin (region), texture type, mean annual
temperature and precipitation. They focus mainly on scoring the organic carbon content
but argue their framework can be scaled and adapted to any other soil property.

Using scoring curves instead of hard limits is also documented in specialised litera-
ture, with some researchers applying and further developing SMAF to specific case studies
(Brazilian mangroves [35], oxisoils [36], sugarcane fields [37], Italian sites [38]). Where
SMAF lacks explicit functions for evaluating a soil property, an alternative used by re-
searchers (or as a stand-alone framework) [38, 39, 40| to obtain these three types of curves
is gathering the values for the lower (L) and upper (U) thresholds, as well as the optimum
(only for a few indicators, such as the pH).

The idea of reducing the amount of soil properties to analyse (a minimum data set -
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MDS) has been approached by other researchers as well. Sparling and Schipper [41] create
an MDS after removing a portion of soil properties by computing the correlation between
the measurements, using their expertise and evaluating the ease of acquiring an indicator.
Their research focuses on the sites of New Zeeland and how land use and soil type influence
the measurements. They conclude that 8 indicators explain 87% of the total variability
of a sample. As for other methods of obtaining an MDS, the review from Bunemann et
al. [42] mentions using principal component analysis, clustering techniques and decision
trees in literature to remove redundant features. Another popular method of selecting
relevant indicators with an analytical technique is the use of principal component analysis
(PCA), where researchers select the indicators with the highest weights in each principal
component (or use a threshold for the weights) [43, 44, 45].

The consensus seems to be that creating a widely applicable framework is a highly
complex task, especially as multiple advancements and research are still being made. Sci-
entists are still in the process of understanding how the biota acts and reacts and the
connections between organisms and the chemistry of the soil are still being studied. Most
of the available frameworks and existing methods of scoring soil health do not analyse the
diversity of microorganisms, their biological pillar is limited to counting the earthworms
and measuring the soil’s respiration and its organic matter content.

Most of the available literature does not propose any innovative way of analysing soil
health. They argue in favour or against considering certain features, sometimes providing
criteria such as “high”, “low” or “normal” as to what the values of the indicators should be.
Still, hard limits, consistent approaches or scoring curves for many indicators
are hard to come across. One reason for this is the high diversity and multidimen-
sionality of soil features, being dependent on climate, use, location and history,
which can be also seen in the Solvita, CASH and SHAPE scoring practices. Overall, the
field lacks a start-to-end framework which is analytical, easy to understand and can
easily adapt to specific needs and sites.
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Chapter 4

Methodology

4.1 Data

The NIOO-KNAW institute provides the VitalSoils dataset for this project, formatted
as csv and x1lsx files [46, 47]. A total of 225 soil samples from farmlands have been
collected from different regions of The Netherlands and analysed for relevant features. The
samples are classified according to the management practices they underwent, comprising a
total of 114 entries labelled as conventional and 111 entries as organicl. Another relevant
discriminant is the soil texture, with 144 samples labelled as marine clay and 81 as
sand.

The dataset is composed of abiotic characteristics associated with each sample. Chem-
ical measurements, physical structures and summarised biological attributes describe each
soil sample. The management practices for agricultural lands are also features in the
dataset, encompassing crop types and methods used to cultivate the area. Additionally,
considerably bigger files describe the biotic component of the samples, containing counts
for various types of organisms which reside in the soil (bacteria, fungi, nematodes, pro-
tists). These files play no part in this research and do not overlap with the biological pillar
(as it is referred to in this study).

The dataset is comprised of roughly 150 columns and contains features that were de-
termined by interviewing the farmers (farming practices, what crops were planted, what
and if cover crops were present) or by analysing the soil samples in a laboratory - either
one of the institute’s or the Eurofins laboratory — and shows information about the pH,
concentration of heavy metals, various chemical components, organic matter composition,
among others. Some columns may depict the same measurement (pH and pH_Eurofins)
or highly similar ones (K_Eurofins, K.vrd_Eurofins, K.bez_Eurofins — all represent
various forms of potassium), based on what laboratory performed the measurement, the
method or element availability in the soil.

n the EU, organic agriculture prohibits the use of genetically modified organisms, limits
the use of artificial fertilisers, herbicides and pesticides and promotes techniques like crop ro-
tation and natural pest control - https://agriculture.ec.europa.eu/farming/organic-farming/
organic-production-and-products_en
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4.2 Approach

RQO. What soil properties are relevant to be used as individual indicators
for soil health?

There is no consensus over what subset of features can accurately describe the health of
a soil sample, therefore the starting point of this research is rather vague. To answer
this question, related literature needs to be gathered and analysed to extract the relevant
indicators. Indicators that are more frequent across specialised literature are considered
meaningful in predicting soil health and will be tried to be matched with the columns
of the current dataset. The resulting columns will comprise the working set for further
analysis.

The initial step in obtaining the set of indicators is manually selecting the relevant
columns from the dataset based on the most frequent indicators in the specialised litera-
ture. As mentioned in section 4.1, the samples were analysed in two separate laboratories,
therefore some columns may represent the same or highly similar indicators. This selection
does not discriminate over this similarity and considers all corresponding columns. After
finalising this process, the number of missing values for each column is accounted for and
removed if too many NaNs are found.

RQ1. How can related soil properties be grouped to reduce the problem
of multidimensionality?

The number of available soil samples is rather low. However, each sample has 148 features
containing information about the field’s origin and management, concentrations of chemical
elements and other descriptors. Measurements for individual species residing in the soil are
not included, only summaries on certain biological aspects. This research question aims to
produce a simple and concise manner of expressing the soil features by converting them to
a lower-dimensional space.

The main points in answering this question are eliminating redundant indicators, apply-
ing and evaluating dimensionality reduction techniques and obtaining summary indicators
for each pillar. We define a summary indicator as a weighted sum of individual features.

Feature selection — Obtaining a minimum dataset

After obtaining the set of columns for each indicator, redundant columns can be removed
further by computing the Pearson correlation coefficient (r) between the indicators of
a certain pillar. Either positive or negative, a high correlation coeflicient between two
features is considered an indication that they model the same behaviour and it would be
ineffective to use both in the following stages of analysis. Additionally, the data is scaled
and hierarchically clustered using Ward’s method, which assumes an Euclidean distance
between points and aims to minimise the within-cluster variance [48|, ultimately revealing
how closely related the indicators are. The result is plotted as a dendrogram, which aids
in validating the positively correlated features.

If two indicators are strongly correlated, one is deemed redundant and removed by
manually analysing the meaning, importance, ease of measurement and number of missing
values. Cross-pillar correlation is not computed, as feature elimination within a pillar is the
least destructive, whereas looking for associations between the three subsets can potentially
lead to losing important indicators. Moreover, if two columns within the same pillar are
strongly associated, it is highly probable that they are related and not just coincidentally
correlated. Even if the pillars are known to influence each other, the extent to which this
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effect takes place is not extensively explained and understood, thus features cannot be
confidently removed based on cross-pillar associations.

Reducing data dimensionality

After these operations have been completed, the final set of features for each of the three
pillars is expected to downsize significantly compared to the initial dataset. Dimension-
ality reduction techniques (DRT) can now be applied more efficiently to these compact
collections of indicators. Until this step, all samples are used to create a minimum dataset
(MDS), assuring general applicability. The next stages of analysis will make a distinc-
tion based on the type of soil texture (M — marine clay or S — sand). The texture is of
high importance when analysing soils from various points of view, as they have different
behaviours based on their particle composition. The data is scaled and centred before
applying any DRT, as the algorithms require the input to have a mean of 0 and a variance
of 1 across a feature column.

Both linear and non-linear approaches are used and compared, first for each separate
soil pillar, then combined. The linear methods applied to the data are Principal Component
Analysis (PCA) and variations of it. These algorithms are applied using the implementa-
tions from the scikit-learn library. PCA, Incremental PCA (IPCA) and Sparse PCA
(SPCA) provide the coefficients of each feature for each resulting principal component.
This aspect is crucial in this research question, as it provides an answer which can be in-
terpreted and explained. Kernel PCA (KPCA) with various kernels (polynomial of degree
2 and 3, RBF, sigmoid and cosine) is the non-linear method used to obtain the principal
components from the data. The coefficients cannot be extracted from these algorithms,
but they serve as a comparison for visualisation and evaluation metrics.

Evaluation

The evaluation of DRTs is not a straightforward process. It is highly relative to the nature
of the data, the objective of the analysis and the domain knowledge of the assessor. In
literature, these techniques are evaluated on runtime, visual analysis based on cluster
formation and retention after applying the method on a labelled dataset [49, 50, 51| or
by comparing how a classifier performs on both low-dimensional and high-dimensional
data [52, 53|. In this specific use case, the number of samples is limited enough for the
required time and resources to be negligible. The dataset is unlabelled and clustering at
this particular step is not the aim, therefore these methods cannot be used for evaluation.

Evaluating, comparing and selecting suitable algorithms to solve this problem of high
dimensionality requires other metrics. The main objective is achieving explainability, in-
terpretability, and sparseness, while also retaining as much information from the initial
collection. Therefore, the metrics deemed relevant are R? and trustworthiness. Addition-
ally, visual analysis of the embeddings is important in ensuring the projection is reasonably
spread across the plane, verifying cluster formation and tuning hyperparameters.

_tr(PTTTPT)

tr(XTX)
The total fraction of explained variance is a metric which accounts for how much of the
original information is retained in the reduced-dimensional space. Using formula 4.1 [54],
this measure can be computed for PCA, IPCA and SPCA. In this equation, P represents

the matrix of loadings, 7" is the transformed data in the low dimensional space (scores) and
X is the initial data (with the mention that X is centred). However, since this equation

(4.1)
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requires the loadings, it cannot be applied to KPCA. Thus, this measure is replaced by
the R? score (coefficient of determination), which is conventionally used in evaluating the
performance of a regression model. In the current problem context, this metric is applied
to the original (scaled) data and the representation obtained from the inverse transform
of the embedding. With a maximum value of 1, indicating perfect reconstruction, this
function indicates how information can be reproduced after transformation. The R? score
is also regarded as a measure of how much variance is explained [55] and can be applied
to all of the used algorithms.

Trustworthiness and continuity [56, 57, 58] are rank-based measures of how well the
data structure is retained and can be applied to DRTs regardless of the underlying pro-
cess. Trustworthiness, as seen in formula 4.2, decreases if the neighbouring points in the
projection are further apart in the original data, whereas continuity (formula 4.3) is lower
if originally neighbouring points are embedded far away from each other. N is the number
of samples, k the number of neighbours, (i, j) the rank of the distance between point 7 to
point j in the high dimensional space U.(7), and 7(7, j) is the ranking between ¢ and j in
the lower dimensional space V},(i). These scores are normalised and have values between
0 and 1.

T(k) = 1= 375 = ZIUZ( 6q) =k (42)
C(k) = Z (#(i,4) = k) (4.3)

Nk(2N v

These metrics are used to evaluate the performance of a DRT technique on each pillar
and also to compare the results between different types of soil texture.

Extracting summary indicators

This step consists of obtaining the linear equations provided by the preferred DRT. For
ease of representation and interpretation, only the results for 2 principal components are
considered. By using this method, instead of separately analysing each indicator, the data
for each pillar is reduced to only two dimensions, which incorporate all individual relevant
properties.

Equation 4.4 generalises the structure of a summary indicator (S), with i € 1,2. Each
individual indicator [ is multiplied by its respective weight w computed by the DRT
algorithm and then summed together. Here, p indicates the pillar (chemical, physical or
biological), and n is the number of individual indicators for the pillar, thus transforming
the data from n dimensions to only 2.

n
= wpy e Iy (4.4)
j=1

RQ2. How can summary indicators be scored in a manner which ex-
presses a soil sample’s health?

The approach chosen for evaluating the indicators is using scoring curves. This method is
based on SMAF [11], a framework which offers mathematical models for scoring various soil
properties used to evaluate soil health. Not all previously selected indicators (according to
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RQO and RQ1) are found in SMAF. To compensate for the missing scoring curves, other
equations are extracted from related literature to score at least one pillar fully.

After each individual indicator is transformed into its corresponding scoring curve,
the goal is to obtain a score for the summary indicators. This is done by multiplying
the weights obtained from the DRT with the indicators score. This operation yields a
new scoring curve, as described by equation 4.5. The variables w,,S,p and I retain the
same meanings as those defined in equation 4.4. An important modification is that the
scores are multiplied by the absolute value of the weights (which can be < 0 in the PCs), as
scoring is always positive. f is the transformation function that converts raw measurements
into scores. This function can also accept multiple additional arguments, c; _,,, such as
climate or soil texture class. These extra parameters are difficult to generalise, as they are
contextual and vary not only according to what indicator is scored but also to the general
properties of the sample itself. To ensure the scores remain in the [0, 1] interval, we divide
by the sum of the weights and the final score of the summary indicator i for pillar p is
denoted as S5, ;.

SSp,i = fsi(S ,z’) = Z |wp,j| : pr,j(fp,j,Clv ~--,Cm)/ Z |wp,j| (4~5)
j=1 J=1

RQ3. What is the most suitable manner of expressing the results of the
assessment?

The main goal of this part of the research is to visualise the soil health scores per pillar. The
stakeholders (soil ecologists and farmers, mainly) need an easy-to-interpret, straightforward
representation method which not only reveals the score of a sample but also places it relative
to the summary indicators, therefore being able to detect if and what improvements need
to be made in the soil.

The approach consists of constructing a 2-dimensional heatmap plot with the summary
indicators as axes. As the previous RQ managed to assign a numerical score to a summary
indicator, combining the two indicators is not a complex task. The healthiness of a sam-
ple for each pillar can be easily assessed by consulting the position of the sample in the
heatmap. The visualisation of the scores on the heatmap is done in two separate ways, by
discretising the scoring intervals and by simply plotting a colour gradient. The two versions
are compared and analysed to understand which plot better fulfils the requirements.

Each summary indicator explains a certain fraction of the data variance. Therefore, a
principal component which describes a high amount of information is of more significance
in scoring a soil sample than a PC with a lower information content. For short, the final
score of a pillar is computed as the weighted sum of the scores for both summary indicators,
as described in equation 4.6.

k k
TS, = Z evp.; * SSp,i/ Z evp; (4.6)

i=1 i=1
T'S,, represents the total score for pillar p. k denotes the number of associated summary
indicators (or dimensions to which the data was reduced). SS is the summary indicator
score, as derived by equation 4.5. Finally, ev is the weight of the summary score, corre-
sponding to the percentage of explained variance. The equation is normalised by dividing

by the sum of these weights to ensure the resulting score lies within the [0, 1] interval.

20



The algorithm used to obtain the summary indicators is Sparse PCA, a variant of PCA.
Given the significant differences between the two methods, the formula for calculating the
fractions of explained variance must be adjusted to accurately reflect these values.

Adjusted explained variance for SPCA

In regular PCA, calculating the explained variance ratio for each component is a simple and
direct process, as the components are orthogonal, meaning no overlap in the information
they capture. However, in Sparse PCA (SPCA), the loadings are not orthogonal, leading to
some redundancy across the vectors. Shen and Huang [59] offer a method to compute the
variance explained by each component while accounting for both the correlations among
principal components and the non-orthogonality of the loadings — challenges absent in
standard PCA. While an earlier approach to calculating adjusted variance existed [60], it
only addressed the correlation among the principal components without resolving the issue
of non-orthogonal loadings.

Instead of using the projection of the data onto each of the loading vectors, the authors
consider the projection onto a k-dimensional subspace defined by the first £ loading vectors.
Equation 4.7 describes how the projection is computed. Here, V, = [vq,..., v ], where v;
is the i"" sparse loading vector and X is the high-dimensional data in matrix form.

X = XVe(VEVE) Vi (4.7)

By applying these concepts, equation 4.8 shows how the total variance explained (TVE)
by the first k£ principal components is computed. For PCA, this equation simplifies to
tr(UZUk), where Uy, = [uy,...,u;] is the matrix of the first k& principal components. The
tr function refers to the trace of a matriz, which sums the elements on the main diagonal.
The total variance in the original data matrix is computed as tr(XTX).

TVE}, = tr(X; X (4.8)

Equation 4.9 shows how the adjusted variance for the k" principal component (AVy)
is obtained.

AV, = tr(XEXs) = tr(XE -1 Xpm1) (4.9)

The authors define the cummulative percentage of explained variance (CPEV) by the
first k¥ PCs using equation 4.10. The result of this formula is in the [0, 1] interval.

CPEV}, = tr(X; X;,) [tr(X"X) (4.10)

Although not explicitly detailed in the paper, the adjusted percentage of explained
variance for the k' sparse PC (APEYV) can be derived from equations 4.9 and 4.10. These
particular values are required in this research to assign a numerical weight to each principal
component (also referred to as a summary indicator) in the score computation of a soil
sample. The formula 4.11a computes the fraction of explained variance for each principal
component. Since it is a recursive formula, the first value (associated with the first principal
component, which explains the most variance) is determined by equation 4.11b. The
APFEYV formulas are used to calculate the ev parameters from formula 4.6.

APEV;, = [tr(X), Xg) — tr(Xp_1Xp1)]/tr(X" X) (4.11a)

APEV; = tr(X] Xy) /tr(X"X) (4.11D)
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Automated pillar scoring tool

Another objective of this research is to develop a prototype for an easy-to-use tool that
can evaluate and score soil samples by scoring each of the three pillars.

The solara framework is utilised to create a demo web application that allows users
to input values for relevant soil health indicators. These inputs are then analysed, and the
application generates the pillar’s final score. Additionally, it displays a scoring heatmap
with the current sample highlighted, facilitating visual analysis.

Ideally, this tool should be easily extendable, ultimately calculating a comprehensive
soil health score as either an average or weighted sum of the individual pillar scores.

RQ4 - How does soil texture type influence the indicators and the scoring?

The column texture from the dataset indicates whether a sample is classified as being ma-
rine clay (M) or sand (S). The samples are split according to this attribute before applying
any processing. The aim is to compare the results obtained by each soil texture type and
observe if any significant differences appear. Experts consider different soil textures to be
completely different mediums, therefore discrepancies in behaviour are expected to occur.
The two soil textures are compared according to how they react and change across various
steps of the research.

Besides the general interpretation of the results obtained for previous research ques-
tions, each sample of the dataset can be scored. Basic statistic metrics can be extracted
for each soil type and compared, potentially providing insight into how scoring varies with
textural context.
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Chapter 5

Results

5.1 RQO - Finding relevant soil health indicators

After collecting and screening roughly 30 papers, books, articles and law proposals, approx-
imately 80 different measurements were extracted. Each of these properties is proposed as
a soil health indicator. However, it is not feasible nor effective to even attempt to match
all of them to the dataset. To perform an initial reduction, each indicator was attributed
a frequency, keeping track of how many times it shows up in literature.

Table 5.1 compiles some of the most used indicators used to evaluate soil health. The
indicators are classified based on soil pillars (physical, chemical, biological) and are associ-
ated with the number of references in which they have occurred as relevant. Full citations
for each indicator can be viewed in Appendix A. The chemical pillar has 12 indicators,
the physical one has 8 and the biological pillar has only half of the chemical one, with 6
measurements, with a total of 26.

Certain contextual differences exist and the names of the features vary slightly, for
example “zx in soil”, “extractable z”, and “plant available z”’. All these variants are counted
towards the same element x. Aggregate stability is used to describe more. In another case,
surface hardness and penetration resistance are different measures, although both indicate
the degree of soil compaction, so they are under the name “compaction”.

Finding thresholds for each indicator was not possible, but the values are under the
Criteria column if they were available. Some of the limits are also summarised: for each
of the 4 references, the pH had different values and the current interval shows the lower
and upper limits and the heavy metals have slightly different recommended values for each
metal. The thresholds are only present in this table as proof that they are hard to find and
not constant. Most, if not all of these indicators are highly contextual, depending on other
factors (climate, location, crop etc.), which is not reflected in the current criteria column.

The references included are articles, research papers, reviews of existing methods, leg-
islation, and commercial tests. Compared to the other two pillars, the number of biological
indicators appearing in more than two publications is lower, suggesting a lack of focus on
bioindicators. Another reason for the relative absence of more diverse biological indicators
is the feasibility of obtaining such measurements; the number of existent species is very
large, thus difficult and time-consuming to measure, interpret, and even summarise.

Dataset Exploration

The individual indicators from table 5.1 were matched with the columns from the dataset,
trying to obtain as many correspondents as possible. The final subset of columns for each
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Indicator Criteria # ref
Respiration * 18
— | Organic Carbon (SOC) * > 20 g/kg [14] 15
°§0 Organic Matter (SOM) * 15
§ Earthworms 10
A | Microbial biomass * 9
Active Carbon * 5
Bulk density * 22
Aggregate stability 20
Water holding capacity * 14
':_'3 Texture * 10
2 | Water infiltration 9
E Porosity 7
Mean weight diameter * 6
Compaction )
Erosion <2 t/ha/y |4] 4
Nitrogen (N) * 21
pH * €[5, 8] 61, 42, 14, 30| 19
Electrical conductivity <4 dS/m [4] 17
Phosphorus (P) * <30-50 mg/kg [4] 17
~ Potassium (K) * 14
§ CEC * 9
& | Iron (Fe) * 9
© | Heavy metals (Zn, Co, Cu etc.) * < 200-300 mg/kg [62, 63] 8
Manganese (Mn) * 8
Calcium (Ca) * 6
Magnesium (Mg) * 5
Aluminum (Al) * 4
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TABLE 5.1: Most used indicators grouped by soil component with available limits
and the number of publications which mention them as relevant to soil health. 27
sources were used for this table. Indicators marked with an asterisk (*) show that a
correspondent in the dataset exists. Appendix A shows the complete set of sources
for each indicator.

pillar can be seen in table 5.2. Especially for the chemical pillar, most elements have more
than one measurement present in the dataset, which can indicate specific forms in which it
can be found in the soil (soil stock or plant available element, for example) or the method
used for extraction, most of which have different units of measurement (g/kg, mol/kg, %




etc). Selecting all related columns would result in a high number of columns and lead
to a lack of consistency, as not all relevant elements have the same extra measurements.
For these reasons, the most straightforward columns were selected for each indicator, with
the same unit of measurement where possible (mg/kg). In the case of the water-holding
capacity of the physical pillar, only one column is selected, although 3 other hydrological
measurements are present in the dataset. They were not included as they are either vaguely
explained or do not directly indicate this precise property. Compaction can be described
through multiple measurements, such as penetration resistance, surface and subsurface
hardness and bulk density. The latter is expressed as a standalone feature as it is the most
used physical indicator in literature.

The number of missing values for each column was analysed, resulting in excluding some
measurements of nitrogen and carbon (TN_WUR (18 NaNs), CN_WUR (18), coarseCN (50) and
fineCN (17)). Bact.mass and Fung.mass both have 18 NaNs but were not removed due to
the already limited set of features associated with the biological pillar. After this initial
analysis and feature selection, the subset on which further analysis will be performed is
comprised of 13 chemical columns, 3 physical and 8 biological, with a total of 24 features.
Including all related columns would have led to over 40 separate measurements. Certain
indicators are assigned multiple columns from the dataset (the indicator for heavy metals
has 3 measurements for different elements, and organic carbon has 3 columns which express
the same measurement).

Texture is considered an important physical indicator and the percentages of silt, sand
and clay are present as measurements in the dataset. They are not included in table 5.2 as
they are considered contextual parameters, which play a role in evaluating other selected
indicators for soil health.

Some of the column names in table 5.2 may not be entirely suggestive of what they
represent, therefore they will be briefly explained. Some abbreviations are in Dutch, while
some are in English. The Eurofins addition indicates the laboratory which extracted a
significant amount of measurement from the samples, whereas WUR stands for Wageningen
University and Research. For some chemical elements, the name also reflects how the
element is found in the soil (PAE or besch' — plant available element) or, in the case
of phosphorus, the method used for extraction (Olsen). CEC stands for cation exchange
capacity, a measure for soil fertility. In the biological pillar, the Respiration measurement
accounts for how much C'Os a soil sample can produce, indicating microbial activity. 0s® —
measures the organic matter and RE6 stands for Rock-FEval 6 and is an extraction method
for organic carbon (0C).

5.2 RQ1 - Grouping individual indicators

After selecting relevant columns for each indicator, the samples are split into two subsets,
based on the texture type: sand (S) or marine clay (referenced as M or M Clay). Further
processing and analysis are performed on each subset separately, as soil has an inherently
different behaviour according to its fundamental composition. Samples have a dedicated
texture column (which indicates either S or M) and, for this binary split, the percentages
of clay, silt and sand were not used.

'NL: beschikbaar
*NL: organisch stof
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Indicator Column Name Unit
Respiration Respiration ng/g/day

Tg Organic Carbon OC_REG™", DC_WUR &/ke

‘go C.org_Eurofins %

o | Organic Matter 0S_Eurofins %

A | Microbial biomass Bact.mass  , Fung.mass ng/g
Active Carbon ActiveC_soil g/kg

Tg Bulk density BD g/ cm®

E} Water holding capacity moisture %

A | Mean weight diameter =~ MWD mm
Nitrogen (N) N.Tot_Eurofins mg/kg
pH pH -
Phosphorus (P) P.0Olsen mg/kg
Potassium (K) K_Eurofins mg/kg

~ CEC CEC_Eurofins mmol/kg

é Iron (Fe) Fe_Eurofins ng/keg

5 Cu.PAE_Eurofins® , Co.PAE_Eurofins

O | Heavy metals . mg/kg

Zn.PAE_Eurofins
Manganese (Mn) Mn_Eurofins mg/kg
Calcium (Ca) Ca_besch_Eurofins kg/ha
Magnesium (Mg) Mg_Eurofins mmol /kg
Aluminum (Al) Al_ox g/kg

TABLE 5.2: All columns that align with the indicators from table 5.1, split by
pillar type. After removing redundant columns, purple triangles A indicate features
retained in the marine clay subset, and yellow bullets ¢ - the sand subset.

Removing redundant features

The first step in reducing the dimensionality of the data consists of selecting non-correlated
individual indicators. This translates to computing the Pearson correlation coefficient (r)
between each feature in a pillar. We consider two features to be strongly correlated if
abs(r) = 0.75, a threshold which ensures that connections between measurements are
detected, especially where it would be expected (measurements assigned to the same indi-
cator, for example), while also being high enough that potentially important features are
retained.

The correlation matrices for the biological (figure 5.1a) and physical pillars (figure
5.1c) indicate the absence of any strong negatively correlated features in either type of
soil texture. The connections between closely related indicators are straightforward for
these two pillars, especially given their already limited number of features. For both
marine clay and sand subsets, the intra-pillar associations are almost identical (visually,

26



they are mirrored versions of each other), the only distinction being in the magnitude of
the correlation coefficients. In the case of the physical pillar, no two indicators correlate
strongly enough to pass the threshold in either the sand or marine clay subset, thus no
features are eliminated in this step for this pillar.

Respiration - PH - ..

P.Olsen -
OC_RE6 - K_E-
(][
OC_WUR -
corne ) BC
C.org_E - Zn.PAE_E - .
e
ActiveC_soil - N.Tot_E -
OS E Fe E -
- m m
Bact.mass - . Ca_besch _E -
- Mg & {10 H B
Fung.mass -
Al_ox - -
= w n
A - A
[ s o © E E <] £ =+ 48 3=2x
& o g v = - =L' 5 s ¢ z 8
=1 o S O O N |
g O o [ ©
< o
(A) Biological (B) Chemical
1.00
a. I0.75
o
-0.50
4] -0.25
2
Koy -0.00
o
E --0.25
g -—0.50
= I—0.75
-1.00

BD moisture MWD

(¢) Physical

FI1GURE 5.1: Feature correlation matrices for all 3 pillars. The lower triangular half
is for the marine clay subset, and the upper half is for sand. Furofins was replaced
with F for convenience. Full correlation values are shown in Appendix B.

In the case of the biological pillar, all organic carbon measurements (OC_RE6, OC_WUR,
C.org_Eurofins), along with the active carbon (ActiveC_soil) and the organic matter
(0S_Eurofins) model the same behaviour. All these 5 features have r = 0.95 in the sand
subset and at least 0.9 for the marine clay one, indicating a meaningful positive correla-
tion. Another strong connection is established between the fungi (Fung.mass) and bacteria
(Bact.mass) quantities, potentially indicating, to some extent, the co-dependence of these
two kingdoms in the environment. Respiration is described in the related literature as
a good indicator for microorganisms residing in the soil, but has low correlation scores
with the rest of the selected columns, regardless of soil texture. As it does not exhibit a
similar behaviour as the others, the Respiration column is retained, along with OC_RE6
and Bact.mass from previous categories.

The associated dendrograms for both the biological (figures 5.2a and 5.2b) and physical
pillars (figures 5.2c and 5.2d) reiterate the associations between the features, revealing
negligible distances between the organic carbon/matter values and clustering together the
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FIGURE 5.2: Ward linkage dendrograms for all 3 pillars for both textures (M -
marine clay, S - sand). Eurofins was replaced with E for convenience. The columns
coloured in red are removed after the correlation analysis.

columns which express similar soil characteristics. The clusters form identically for either
soil texture type, with small distance-value discrepancies.

The chemical pillar does not offer associations as intuitive as its counterparts. The
coefficients also differ more drastically between the sand and the marine clay types, not
only in magnitude but also in polarity, as it can be seen in figure 5.1b (the r for Mg_Eurofins
and pH is positive for sandy soils with = 0.49 and negative for samples made out of marine
clay with r» = —0.69). This significant discrepancy supports analysing the two soil types
separately, as their characteristics differ too much to yield substantial and relevant results
if examined together. The dendrograms in figures 5.2e and 5.2f show the clusters form
very differently depending on texture type. Heavy metals (Cu, Co, Zn) cluster together
in the sand subset but are more dispersed in the clay soils, where the distance between
copper and zinc almost doubles. No clear pattern or connection between features can be
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retrieved from these dendrograms. According to the correlation values, Mn_Eurofins is
removed from both texture types, CEC_Eurofins and Al_ox from the marine clay only and
the sand subset loses Zn.PAE_Eurofins.

MARINE CLAY SAND

B | Respiration, OC_RE6, Bact.mass

P | BD, moisture, MWD

pH, P.0Olsen, K_Eurofins, N.Tot_Eurofins, Fe_Eurofins
Cu.PAE_Eurofins, Co.PAE_Eurofins, Ca_besch_Eurofins
Mg_Eurofins

Zn.PAE_Eurofins CEC_Eurofins, Al_ox

TABLE 5.3: Selected indicators per pillar (denoted only by initial) and soil texture
type after correlation analysis

After discarding redundant features, out of 24 initial columns, 16 remain for the marine
clay texture and 17 for the sand one. For both textures, the biological pillar loses the same
columns, with a count of 3 final features, while the physical pillar remains unchanged with
the initial 3 columns. There are 9 chemical features shared by both textures. Specific col-
umn names and indicators left for each soil type are marked in table 5.2 with a superscript
symbol: triangle - marine clay, bullet - sand. They are also shown in table 5.3.

Finding the trade-off in Sparse PCA parameter tuning

After obtaining each pillar’s final set of features for both texture types, the dimension-
ality reduction algorithms can be adjusted, applied and compared. The implementation
of Sparse PCA (SPCA) can be tuned to maximise the components’ sparseness while re-
taining sufficient information. This requires finding a trade-off between the alpha and
ridge_alpha hyperparameters and the explained variance of the model (computed with
formula 4.1). The higher alpha is, the sparser the components, whereas ridge_alpha is a
regularisation parameter. Sparsity is considered an important factor in the context of this
research as it greatly simplifies the resulting principal components (more coefficients are
set to 0) without losing a considerable portion of the explained variance.

Experiments are run for alpha between 0 and 5, with a step of 0.5 and ridge_alpha
€ {107"]3 = 1..7} U {0}. Lower values for the latter parameter yield overlapping points,
therefore only four of its values are plotted. In all graphs ridge_alpha = 10" is obscured
by the points when this parameter is set to 0. Figure 5.3 illustrates how the explained
variance fluctuates for each soil type for the three data pillars (biological, physical and
chemical) relative to the hyperparameters. The goal is to maximise sparseness while, at
the same time, preserving as much of the explained variance as possible. It is immediately
visible that increasing the value of alpha leads to a decline in the variance score, especially
in the case of the chemical pillar in figures 5.3c and 5.3f. Similarly, ridge_alpha has a
perceptible impact on the score, a lower value for this parameter leading to better results.
From these plots, the adequate values for alpha for each pillar are extracted and can be
observed in table 5.4. The choice of alpha is based mostly on the results associated with 2
principal components (n_comp), given that the corresponding explained variance decreases
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FI1GURE 5.3: Values for total fraction of variance explained plotted against alpha
for Sparse PCA. Experiments were run for 2 and 3 principal components (nicompg
and four values for ridge_alpha. The points corresponding to ridge_alpha=10
overlap with the 0 values, being identical. The first row shows results after running
for the marine clay samples (MC) and the second row is for the sand subset (S).

faster and further analysis will be done mainly for 2 PCs. No hard threshold was set for
extracting alpha, the parameter was chosen in all 6 cases as the last value before a drop
in explained variance. The curve is smoother in the case of the chemical pillar, where the
alm was to extract alpha by retaining at least 0.4 in explained variance. The ridge_alpha
parameter is set to 0 in all cases, as it provides the best performance.

‘BIO PHYS CHEM | ALL

M CLAY \ 4 5 2 4
SAND | | 35 4 9

TABLE 5.4: Selected alpha values for Sparse PCA for each pillar and soil texture.
The All column combines the three pillars; its associated graphs for the SPCA
trade-off can be found in Appendix B.

Comparing evaluation metrics

Further, the dimensionality reduction techniques are applied to the marine clay and sand
samples separately and evaluated with three metrics: RQ, trustworthiness and continuity, as
described in section 4.2. Continuity shows an almost identical trend in scoring algorithms
as the trustworthiness metric and, also due to space limitations, it is not included in the
table 5.5. Since neither of the kernel PCA results provide explicit values for the composition
of the principal components (coefficients for every raw indicator), these algorithms are not
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included in this section of results. With few exceptions, all kernels perform poorer than
their linear counterparts. The full tables with all metrics and algorithms can be consulted
in Appendix C.

MARINE CLAY SAND

n=2 n—3 n=2 n=3
R2 Trust R2 Trust R2 Trust R2 Trust
PCA 0.77 0.90 1 1 0.79 0.89 1 1
% SPCA|]0.77 0.90 1 1 0.78 0.91 1 1
IPCA | |0.77 0.90 1 1 0.79 0.90 1 1
wn| PCA 0.85 0.94 1 1 0.80 0.92 1 1
E SPCA|]0.83 0.92 1 1 0.80 0.92 1 1
A IPCA | |0.85 0.94 1 1 0.80 0.92 1 1
S PCA 0.44 0.79]1]0.56 0.87 0.45 0.85]10.60 0.93
g SPCA|]0.42 0.79]]0.52 0.79 0.42 0.83]]0.53 0.91
O/IPCA | |0.44 0.79]0.55 0.86 044 0.86(/0.59 0.93
g PCA 0.40 0.82]]0.51 0.87 044 0.86||0.54 0.93
j SPCA|]0.31 0.79]]0.41 0.81 0.38 0.84(10.45 0.90
IPCA | 10.39 0.83|]0.50 0.88 0.44 0.86||0.54 0.93

TABLE 5.5: Evaluation scores for PCA. SPCA. and IPCA applied to individual
pillars, and all three combined, for 2 and 3 resulting principal components (n).
Results for marine clay and sand subsets.

The differences between pillars, regardless of soil texture, metric or number of prin-
cipal components, are quite obvious. The more features (columns) a pillar has, the lower
the results. The biological and chemical pillars have only 3 final columns as input for the
DRT, which causes the perfect scores of 1 for both metrics in the case of 3 PCs (there is
no dimensionality reduction in this case, the data does not transform). The physical pillar
performs slightly better than the biological one for the marine clay subset, the highest
difference in R being 0.08 and 0.04 for trustworthiness, with negligible discrepancies for
the sand texture (less than 0.03 difference regardless of metric or algorithm). The chemical
pillar receives significantly lower values due to having nearly twice as many features as the
other two pillars combined. Its explained variance is nearly half that of the physical pillar,
while trustworthiness decreases by approximately 0.15 for 2 PCs in marine clay and 0.09
in sand.

There are little differences between soil textures, any two correspondent values being
less than 0.11 apart for both evaluation metrics. The physical pillar shows better results
in the case of the marine clay subset. In contrast, the biological and chemical pillars (also
the combined pillars) have higher metric values for the sand texture.

Concerning the discrepancies between the dimensionality reduction techniques,
SPCA is generally outperformed by PCA and IPCA. However, the differences are not
considerably high, peaking at 0.08 for trustworthiness and 0.07 for R? among the three
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pillars, regardless of the number of principal components. The ’all’ section shows similar
trends, with 0.06 being the biggest difference in trustworthiness and 0.09 for R%. As for
comparing the results between the number of principal components, trustworthiness
and R” are both higher when the number of PC is higher for any algorithm, pillar or soil
texture.

Overall, the evaluation metrics show that some variations exist across soil texture,
number of principal components, pillar and what algorithm is applied. The negligible
differences between the three techniques indicate that all of them can be used with similar
results. However, given SPCA’s other advantages (sparseness, mainly), even if it mostly
scores the lowest in trustworthiness and explained variance, this algorithm is a top choice
for further analysis.

Extracting summary indicators

Concerning the composition of the resulting principal components, PCA and IPCA are
complete, each feature having a coefficient # 0. This leads to intricate linear equations,
the only discriminant being the magnitude of the associated factor and its polarity. In
Sparse PCA, many coefficients are reduced to 0 while also minimising the loss in explained
variance (the equivalent of RQ). The exact features that are nullified and in which principal
component this occurs vary for each pillar according to the subset used (either marine clay
or sand) and how many principal components are extracted (n). Thus, sparser components
offer a better alternative than the complete ones for evaluating how and if the indicators
in each component relate to each other and if this type of clustering is consistent with the
relationships that occur in nature.

n = n=3
P1 P2 P3 S1 S2||S1 S2 S3
Respiration| |0.62 -0.19 0.76||0.71 O|| 0 0 1
Bact.mass | |0.59 -0.53 -0.61]]0.71 0 1 0 0
OC_RE6| |0.52 0.83 -0.22 0 1|0 1 0

M CLAY

Respiration| [0.55 0.75 -0.36 0 1 0
Bact.mass| |0.57 -0.65 -0.50| [0.70 0] | -1
OC_RE6| |0.61 -0.07 0.79|(0.71 Of| O 0 1

SAND

TABLE 5.6: The coefficients of 2 and 3 principal components (n) for PCA (P) and
SPCA (S) applied to the biological pillar. Extracting 3 PCs with SPCA does not
reduce dimensionality in this case. it only provides a way of comparing the results
of 2 PCs.

Two and three principal components (n) are extracted from the data subsets (the
two soil textures) using PCA, IPCA, and SPCA. This step’s main objective is to examine
SPCA comparatively, as this algorithm provides the most relevant results for addressing the
current research question. Therefore, for ease of visualisation and analysis, the coefficient
tables (tables 5.6, 5.7 and 5.8) present only the results for PCA and SPCA, with full
tables in Appendix D. P1, P2, and P3 are the names for PCA’s first, second, and third
components, respectively, while S1, S2, and S3 are the equivalent components of SPCA.
Only SPCA is split according to the number of components (n), as the resulting coefficients
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n— n—3

P1 P2 P3 || S1 S2||S1 S2 S3
% BD||-0.55 0.67 -0.50||[-0.71 0[|-1 0 0
g |moisture | | 0.65 -0.03 -0.76| | 0.71 0| 0 0
= MWD | | 0.52 0.74 0.42 0 1/ 0 1 0
A BD|| 0.47 0.86 0.19 0-1/| 0 -1 0
imoisture -0.64 0.19 0.74]| 0.71 0| | 0
@ MWD| |-0.60 0.47 -0.64| | 0.70 0| 1 0 0

TABLE 5.7: The coefficients of 2 and 3 principal components (n) for PCA (P) and
SPCA (S) applied to the physical pillar.

change with n. PCA extracts the same values for principal components regardless of n,
therefore the results for this technique are not separated. The components are in descending
order based on how much variance they explain.

The most significant difference between the two DRTs in all cases (whether comparing
pillars, soil types, or the number of components) is the number of zeroes produced by
SPCA. In contrast, regular PCA yields only non-zero coefficients (the 0.00 coefficient for
Co.PAE_Eurofins in the chemical pillar is due to the number of decimals used for repre-
sentation; the weight is very small and round to 0). Typically, although not an explicit
rule, SPCA nullifies the lowest absolute weights from its corresponding PCA component.

Due to varying sparsity levels (changes in alpha as seen in table 5.4) or inherent
disparities in how indicators interact and relate to each other in different soil textures,
different coefficients are zeroed out when changing the soil texture type when applying
SPCA. When transitioning from marine clay to sand samples, the distribution of biological
and physical indicators across components changes noticeably, showing minimal overlap
and no identifiable pattern.

For the biological pillar (table 5.6), for n = 3, each feature is given a coefficient of
1, as the pillar has only 3 columns. No transformation is done on the data (the negative
coefficient in the sand subset can be reversed) when applying SPCA. However, PCA assigns
various coefficients to all three indicators, as it does not consider the number of dimensions
needed. The first principal component computed by PCA in the sand subset assigns similar
weights to all features, whereas SPCA’s first component contains only the bacterial mass
for n = 3.

When looking at the physical pillar in table 5.7, the same behaviour as the previous
pillar is displayed, and the absolute values of the weights are equal. What is noticeable,
however, is the polarity of the bulk density (BD) weights, as they are negative regardless
of texture or number of principal components. It suggests this indicator has an inverse
relationship with the other two. Being grouped in the same SPCA principal component as
moisture in the marine clay subset can be interpreted as "denser soil can hold less water".

Applying Sparse PCA on the chemical pillar completely eliminates the Fe_Eurofins
column, regardless of texture type or number of components. PCA attributes quite low
weights to the iron measurement in all cases, with the highest appearing in the third
component, contributing the least to the total explained variance. This may signify this
feature’s low impact in modelling a soil sample. K_Eurofins is discarded completely by
SPCA in the sand samples and, for the marine clay subset, it only comes into play in
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n— n—3

P1 P2 P3 S1 S2 S1 S22 S3

pH| [-0.51 -0.21 -0.10| |-0.58 0| 1]-0.58 0 0

P.Olsen| | 0.26 -0.48 0.13 0 0.66 0 0.66 0

K_Eurofins| | 0.19 -0.37 -0.33 0 0.27 0 0.27 0

| Cu.PAE_Eurofins| | 0.07 -0.21 0.05 0 0 0 0 0

<l Co.PAE_Eurofins| | 0.44 0.36 0.00|| 053 0| 053 0 0

o Zn.PAE_Eurofins| | 0.14 0.15 0.65]| 0.01 0 0 0 1

z N.Tot_Eurofins| | 0.40 -0.30 0.02|| 0.23 0.44|| 0.23 0.44 0

Fe_Eurofins| | 0.02 -0.11 -0.50 0 0 0 0 0

Ca_besch_Eurofins| [-0.04 -0.55 0.38|(-0.14 0.54]| |-0.14 0.54 0
Mg_Eurofins| | 0.51 0.05 -0.20| | 0.56 0] 0.56 0

pH| [-0.47 -0.06 -0.13]| |-0.55 0| 1-0.55 0 0

P.Olsen| | 0.29 0.16 -0.45|| 0.26 0[] 0.20 0 0.52

K_Eurofins 0.12 0.49 -0.24 0 0 0 0 0

Cu.PAE_Eurofins| | 0.43 0.26 -0.05|| 0.47 0] 047 0 0

a Co.PAE_Eurofins| | 0.39 0.23 0.23]| 0.43 0] 045 0 0

5 N.Tot_Eurofins| |-0.05 0.56 0.21 0 0.84 008 0

a Fe_Eurofins| | 0.04 0.01 0.40 0 0 0 0 0

CEC_Eurofins| [-0.38 0.40 -0.01]| |-0.27 0.54]| |-0.29 0.53 0

Ca_besch_Eurofins| [-0.25 0.28 -0.19||-0.16 0] -0.16 0 0

Mg_Eurofins| [-0.38 0.23 0.12]|-0.36 0.04| [-0.35 0.03 0

Al_ox| [-0.03 -0.08 -0.64 0 0 0 0 0.85

TABLE 5.8: The coefficients of 2 and 3 principal components (n) for PCA (P) and
SPCA (S) applied to the chemical pillar. Eurofins was replaced with E in this
table. The red zeroes indicate the complete absence of an indicator after running
SPCA for either 2 or 3 PCs.

S2. However, potassium dominates the second principal component of PCA (P2) in both
textures, having the highest absolute weight, while also being the second most important
factor in the P3 of the sand subset. This can suggest that the first two sparse components
sufficiently describe the dataset behaviour. Similarly, in the sand subset the loadings re-
main very close in value for S1 and S2 regardless of n. Aluminium (A1_ox) is only present
in the third sparse principal component. S3 has two indicators (as opposed to just one
for the other soil texture), with rather high weights, suggesting that they explain a non-
negligible portion of variance. Regarding the polarity of the weights, a noticeable change
occurs in magnesium (Mg_Eurofins), which flips its sign across textures. The distribution
of indicators across sparse principal components differs between the two soil textures, em-
phasizing the underlying variation when texture changes.
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To avoid overcomplicating the result and for ease of representation and interpretation,
further research will be performed using the results for SPCA with 2 principal components.
As the algorithm deems some chemical indicators redundant, they are also discarded.
Therefore, the new count for features per pillar is: biological - 3, physical - 3, chemical
marine clay - 8 and chemical sand - 8, totalling 15 separate measurements for both textures.

5.3 RQ2 - Scoring summary indicators

SMAF [11] is from 2004, a rather old framework, but has still been extensively used by
other researchers. The mathematical equations and additional parameter computations
are not described in the paper but in a separate Excel file. This file is not available online,
but Dr. Kristen S. Veum, a research soil scientist at USDA-ARS® (not an author of SMAF,
but one of SHAPE [12], its successor), was able to provide an updated copy of the file (from
2014) and also explain in detail how it is used and its limitations. SHAPE and SMAF are
explained in more detail in Chapter 3.

Establishing the contextual parameters

Besides the actual values for the indicators, the framework requires some additional pa-
rameters, some of which are not explicitly included in the dataset. Where possible, they
have been deduced logically or with the help of online resources.

Given that this framework is built to be applied in the United States, a country which
spans multiple time zones, biomes and climates, with soil types which do not even exist in
the region of The Netherlands, some contextual parameters can be set as constants for our
research. The climate class does not change across the current samples, as it is determined
based on annual precipitation and degree days, which are inside the limits of one class for
the whole country. Given that most of The Netherlands is flat, the chosen slope class is the
one with the lowest inclination. The mineral class of the soil is set as other, given that the
other two options were smectitic and glassy (both of volcanic origin). The season when
the samples were collected is not specified, so spring was chosen, as it was also associated
with the least impacting value on the score for this parameter. The organic matter
class is also hardcoded when applying the framework to the current samples. The four
different classes are set according to the soil suborder, which is not known, and the content
of organic matter (the highest content gets class 1, and the lowest is assigned class 4). We
consider the soils in the dataset to be high in organic matter, therefore all are classified as
class 1. Numerical tables with associations between classes and real values for site-specific
parameters are extracted from the framework and can be consulted in Appendix F.

In SMAF, texture classes from 1 to 5 are assigned to the samples, following the logic
in figure 5.4. So far, the current research focused on a binary classification — marine clay
or sand. Now, the new class for each sample is determined according to its percentages of
sand (Zand_Eurofins), silt (Silt_Eurofins) and clay (Lutum_Eurofins). In the dataset,
these three measurements do not add up to exactly 100, so they are normalised to ensure
correct classification.

Each sample fits into a soil class according to the texture columns. The soil class
and texture counts are in table 5.9. Five entries have the class 0, as they are missing all
texture columns. Ideally, the sand and marine clay subsets have no common texture classes.
However, there is an overlap for class 2, the sand subset having two entries classified as
such. These entries are treated as outliers and disregarded. Also, it is noticeable that both

*U.s. Department of Agriculture — Agricultural Research Service
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FIGURE 5.4: Soil texture classes distribution according to SMAF [11]

textures have one very dominant class: class 2 with 109 samples for marine clay and class
1 with 76 entries for sand. The sand subset is left with only one class after removing the
outliers and a simple comparison between sand and clay is still the most straightforward
way of analysing the results. Therefore, it seems reasonable to pick only the most populous
class from each texture. With this method, the number of curves and results which need
to be plotted and interpreted is reduced.

M S

texture class [0 2 3 4 (|0 1 2

count |2 109 4 29| |3 76 2

TABLE 5.9: Counts for all combinations of texture and texture classes

Extracting scoring curves

As for the scoring curves, related papers do not express the equations in as much detail
as SMAF. Another alternative to having different mathematical models for each indicator
is using a more general formula, which normalises the scores [38]. Equation 5.1 is used by
other researchers when SMAF curves are not available for their choice of indicators, where
x is the indicator value, L is the lower threshold, B is the baseline value where the score
is 0.5 and S is the slope at the baseline. L, B and S are specific to each type of indicator.
Three general shapes for the curves can be generated with this formula: more-is-better,
less-is-better and optimum (a range of values yields a maximum score) [64].

1
L+ [(B = L)/ (x = L) (Brem2t]

y= (5.1)

36



After reviewing the SMAF file, the relevant indicators’ equations were extracted and
listed in table 5.10. Due to space constraints, not all details are included; more precise
calculations for contextual parameters are available in the framework file and detailed
in Appendix F. Contextual parameters are computed using combinations of values from
lookup tables for each factor (e.g., climate, texture).

Indicator Score Equation a b c d
pH y=a-exp[(-(z-b)*)/(2-)] 1 . d -
Nitrogen  y=a/[1+b-exp(—c-x)] 1 161.32 mA¢ -

E Potassium y =a-[1—exp(=b-xz)] A A - -

% y=(a-b+c-2")/(b+a? >0 omA 1 3.06

< | | Phosphorus J

© y=a-—-b-exp(—c-z") 1 4.5 °mA -2

L B S Ref

CEC Equation 5.1 10 32.2 0.0507  [65]
MWD Equation 5.1 0.1 0.8 2.18 [65]

_g a b ¢ d

=

= |BD y=a—b-exp(—c-z?) 0994 A A A
AWC y=a+b-cos(c-x+d) 0477 0526  6.877 A

.1 1ocC y=al[l+b-exp(—c-z)] 1 50.1 HA¢ -

®

-2 | | MBC y=af[l+b-exp(—c- )] 1 40.748 mA+ -

)

'p% L B S Ref
Respiration Equation 5.1 2 6.6 0.311  [65]

TABLE 5.10: Scoring equations and associated parameters for some indicators.
Each coloured symbol shows that the parameter is a function of one or more con-
textual factors: crop type o, texture A, climate ¢, organic matter content M, slope

and season . CEC — cation exchange capacity, MWD - mean weight diameter,
BD — bulk density, AWC — available water capacity, OC — organic carbon, MBC —
microbial biomass carbon. CEC, MWD and Respiration are scored using formula
5.1, while the rest of the equations are extracted from the SMAF Excel file. Ap-
pendix F offers more details about how each parameter is computed.

Adapting the chemical pillar

Despite thorough literature research, not all selected MDS indicators for the chemical
pillar could be matched with corresponding scoring curves or general thresholds which
can be applied in equation 5.1. While partial scoring for this pillar can be conducted for
individual indicators, the lack of a complete set of mathematical models makes it impossible
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to generate summary scoring curves. For proof of concept and for the sake of gaining
more insight into soil health, pillars and for creating a widely applicable framework, the
chemical pillar will be reduced to the indicators which have available mathematical models,
as depicted in table 5.10: pH (pH), nitrogen (N.Tot_Eurofins), potassium (K_Eurofins),
phosphorus(P.01sen) and cation exchange capacity (CEC_Eurofins).

To ensure the correctness and validity of the results, some previous steps are re-executed
for this smaller subset of features. The results of the correlation analysis do not change
in this case, with only CEC being redundant in the marine clay subset. Further, alpha
trade-off in SPCA is performed, resulting in an optimum of 3.5 for both textures. The
associated plots can be consulted in Appendix B. The next essential step is extracting the
sparse principal components, which are displayed in table 5.11. Extended coefficients for
PCA, SPCA and IPCA are noted in Appendix D and evaluation values in Appendix C.

M CLAY || SAND

S1 S2 S1 S2
pH| [-0,63 0| (-0,71 0
P.0Olsen| | 0,31 0] 0,71 0
K_Eurofins 0 1 0 0
N.Tot_Eurofins|| 0,71 0 0 0,71
CEC_Eurofins - - 0 0,71

TABLE 5.11: New sparse principal components for the chemical pillar

When extracting 2 principal components with SPCA, potassium (K_Eurofins) is dis-
carded in the sand subset and in the marine clay one it is the only one in the second
component, confirming its reduced impact in describing the samples. By removing it from
the sand texture (as it has no weights # 0), both soil types are left with a total of 4 in-
dicators. These principal components are used for the chemical pillar for the rest of this
study.

Scoring individual indicators

Every score equation is applied to the dataset and plotted separately for each soil texture
type (marine clay and sand). To ensure all ranges of scores or possible values are covered,
a theoretical curve is also plotted for each soil health indicator.

e Biological

Before applying the scoring equations, certain adjustments need to be made. The methods
of measuring respiration vary across studies, as do the range of values this indicator can
take. The thresholds for this indicator are detailed in table 5.10. The Respiration column
in the dataset needs to be multiplied by 10 before applying formula 5.1 and the thresholds
are also modified to extract a curve, keeping only the slope value unchanged. The lower
threshold, L, is set to 0 and the baseline, B, to 2.5. The equation does not support scoring
a sample with a value equal to the lower threshold. To be able to perform most tests and
avoid division by 0, the program assigns a score of 0 when these cases occur. The baseline
limit is set after experimenting with various values. The aim was to have the points rea-
sonably dispersed on the scoring curve and obtain an equation that could span all possible
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scores. More research and insight should be gained by specialists who can deduce a more
proper value for the baseline parameter.

Figure 5.5 shows how each biological indicator is scored. Bacterial mass (figure 5.5a)
shows almost no difference between marine clay and sand soils as a scoring trend. Still,
marine clay exhibits higher values for this parameter, overall. The sand subset has rather
evenly distributed points across the scoring range, while the clay one scores higher on
average. In figure 5.5b, the curves for organic carbon are very clearly separated based
on different soil textures. The marine clay subset seems to have quite low values for this
indicator, most of which are concentrated in the 0 - 0.3 scoring interval. The highest score
for this texture type is less than 0.6. For the sand texture, the values are more evenly
distributed across the curve, indicating a higher diversity in the samples.

1.09 SO @O eSO 1.01 Marine Clay o
% Sand &
0.8 0.8 &
g/

o 0.61 o 0.6 § &
S ' S y &
e )

0.4 & 0.4 ¢ oéa

$
0.2 " 0.2
7 Marine Clay
Sand
0.01_. . . . . 0.01_, . . . . .
0 5 10 15 20 0 10 20 30 40 50
ug/g a/kg
(A) Bacterial Mass (B) Organic Carbon
1.0/ JR— 1.0]
£ \o'o.

0.81 & 0.81 £
o 0.61 o 0.61 ‘g
S g
0.4 9 0.4 i

0.21 ' 021 &

0.0{ 0.0

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
pg/g/day ug/g/day
(c) Respiration, marine clay (D) Respiration, sand

FIGURE 5.5: Scoring curves for the biological indicators by soil texture type

In the case of respiration, the curves are identical for both soil types, as no distinction
is made in the thresholds. The sand samples in figure 5.5d are more often scored over 0.8
than their marine clay counterparts, with the latter (figure 5.5¢) being concentrated in the
0.2 to 0.7 interval.

All three curves are the same type, more-is-better, attaching higher scores for higher
values for each measurement. Even if the respiration indicator has a different base formula
for scoring, the resulting curve has a very similar shape to the other two features.
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o Physical

Figure 5.6 contains the scoring curves for each physical indicator. In contrast to the
biological pillar, this one has all three curve types: less-is-better (bulk density), optimum
(moisture) and more-is-better (mean weight diameter).

1.0 . ]
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0.9 sand (ﬁf ' %Q
?
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o 206 f
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FIGURE 5.6: Scoring curves for the physical pillar by soil texture type

The sand scores for bulk density (figure 5.6a) are all greater than 0.6, with a big
majority above 0.9. The marine clay subset is distributed uniformly across its associated
curve, ranging from a perfect score to 0.3. This particular curve equation does not reach
a score of 0 and converges to 0.2. The marine clay function is more sensitive to higher
values for bulk density, reaching lower values faster than the sand one. As the moisture
(figure 5.6b) is scored according to a cosine curve, it has an optimum: of around 3.5% for
marine clay and 2.7% for sand. All scores are above 0.6, with only some samples exceeding
the optimum percentage. For the mean weight diameter (figures 5.6¢ and 5.6d), both
curves are the same. Every value higher than 1.5mm is assigned a perfect score, as seen
in the case of the sand texture. The marine clay offers a broader range of values, with
samples populating the entire slope.
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o Chemical

For this pillar, 5 of the 12 indicators have available equations and can be scored. The
pH curves are shown in figure 5.7, where the distinction is made based on crop type, not
texture. The graphs are separated based on soil type to emphasise the differences in the
scores’ distribution, but the shape of the curves is constant across textures. These curves
are only for the 8 types of crops found in the dataset, which were then matched with
their respective parameters using the SMAF file or other resources if needed (more details
in Appendix F). Some crops have the same equation parameters, resulting in an overlap
(clover and triticale in marine clay, for example). Each bell curve has an optimum value
ranging from a pH of 6 to 7. The width of the bell is denoted by the crop’s ability to tolerate
and thrive when the acidity varies. A narrower shape would indicate a more sensitive crop,
which can properly develop only in a specific interval (e.g. lucerne). In contrast, a crop
with a wider bell (e.g. oats) can grow with fewer constraints. For marine clay, all but three
pH values are grouped around a pH of 8, relatively clustered when compared to the sand
values, which are more acidic and span from 4.5 to 7.5.

1.01 —— wheat 1.01
—— clover
0.8 — lucerne 0.81
— spelt
o 067 — oats v 061
o triticale o
& @
0.41 0.41
0.21 0.2
0.0 0.0
5 6 7 8 9 10 45 50 55 6.0 65 7.0 75 8.0
pH pH
(A) Marine clay (B) Sand
FIGURE 5.7: pH scoring curves for both soil texture types
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FIGURE 5.8: Phosphorus scoring curves for both soil texture types

Phosphorus (figure 5.8) ascends quickly from a score of 0 to 1, where it plateaus until
a certain threshold is reached, decreasing again to 0. The two textures do not have exactly
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the same curve shape, but they are too similar to be easily decipherable from the same
graph. With only one outlier, the marine clay samples are all awarded a perfect score,
whereas some of the sandy samples have an excess of phosphorus. This indicator is also
dependent on the crop type; this variable is not included in this analysis of phosphorus
scores and the values associated with wheat are used. The potassium (figure 5.9) equations
are identical for the two soil types. Both have a similar distribution of samples across the
curves, with the sand being slightly lower in scores. Also with the same equations for both
sand and marine clay, the cation exchange capacity (figure 5.10) assigns a score of 1 to
values over 50 mmol/kg. Marine clay samples are all over 100, while the sand subset has
much lower values, with only a fraction of the total samples scoring the maximum. For
nitrogen (figure 5.11), the textures have separate curves, but all samples are scattered
across the 0.2 - 1 interval.
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FIGURE 5.9: Potassium scoring curves for both soil texture types
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Scoring summary indicators

After attributing scores to all individual indicators, the next step is evaluating the score
of a principal component. Each extracted PC is expressed as a linear combination of the
selected features. Some PCs consist of just one individual indicator (most of the second
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principal components), in which case computing the score is straightforward and does not
require additional processing. The majority of the principal components are, however,
made out of 2 or 3 individual measurements (up to 6 if referring to the original chemical
pillar), which need to be analysed more in-depth.

As a side note, when applying SPCA, the data is first scaled and centred to compen-
sate for the differences between the measurements (e.g. Respiration’s values are < 1,
while OC_RE6 approaches 50). This ensures the resulting PCs describe the data accurately
and are not biased by units of measurement and scales. However, raw indicator values
are used when plotting, as well as when computing the scores. The value of the PC it-
self is of little interest, as it does not provide any meaningful information on the sample
score. The actual equation of each PC is the crucial element in scoring summary indicators.

Due to different value-to-score functions, the scoring of summary indicators cannot be
represented by a single, smooth curve. This is because various combinations of indicator
values can yield the same X-axis values while producing different associated scores. Ap-
pendix E details the attempt to obtain a single scoring equation for a summary indicator
using a curve-fitting algorithm. The solution is not appropriate for the scope of the project,
as it requires additional user input and specific knowledge.

All but one individual measurement can be treated as constants to eliminate the need
for additional computation, analysis, and user input while also obtaining singular scoring
curves. The new scores are calculated using the linear equation of the PC, substituting
the indicator’s raw value with its corresponding score. The weights do not add up to 1, so
the result is then divided by the sum of the weights (using formula 4.5).

e Biological Pillar

Table 5.12 shows the equations used for computing the scores for each principal component.
As the second principal component (PC2) is composed of only one indicator for both texture
types, its evaluation is straightforward and requires no additional analysis.

. s(PC1) = [0.71 - s(Bact .mass) + 0.71 - s(Respiration)] / (0.71 + 0.71)
s(PC2) = 1 - s(0C_RES6)

. s(PC1) = [0.70 - s(Bact .mass) + 0.71 - s(0OC_RE6)] / (0.70 + 0.71)
s(PC2) =1 - s(Respiration)

TABLE 5.12: Formulas for scoring the principal components for the biological pillar
by soil texture type (M = marine clay, S = sand). The s() function transforms the
value of an indicator into a score.

Since the first PCs only have 2 indicators for the two soil textures, only one measure-
ment is discretised. The first marine clay and sand subsets’ first PC has the Bact.mass
indicator in common, which will not be sampled.

Figure 5.12 illustrates how the scoring curves develop according to the values of the
indicators. The evolution of the scores when only the Bact.mass measurement varies is
easier to assess and assigning a certain score for the summary indicator is possible. For
both first principal components, 10 samples are extracted from the Respiration (figure
5.12a) and OC_RE6 (figure 5.12b) indicators to demonstrate their impact on the summary
curves.
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FIGURE 5.12: Summary scoring curves for the first principal component of both
soil textures for the biological pillar. Plotting is done relative to the Bact.mass
indicator, which is common in both principal components. The second indicator in
each component is discretised. The Score axis is a function of Bact.mass and the
second indicator. The dashed red line marks the score of 0.5.

For both textures, all scoring curves reach over the 0.5 score threshold. Even the lowest
of the curves (when either Respiration or OC_RE6 are set 0) converge to 0.5, even when
the second indicator of PC1 is at its minimum. This happens because the two indicators
in both first PCs have almost equal weights. Thus, when Bact .mass reaches the maximum
score, the final summary score is halved by the second indicator’s minimum score (0).

For the marine clay principal component, the lowest five Respiration values (0.0 to
0.4) produce curves approximately 0.1 apart in score. Higher values of this parameter are
reaching maximum scores and are hard to distinguish from each other, as they overlap
almost completely. All curves converge when the Bact.mass value is close to 12.5.

In the case of the sand texture in figure 5.12b, each curve reaches its specific maximum
also around 12.5 pg/g of bacterial mass, similar to its counterpart. This is to be expected,
as the individual scoring curve for Bact.mass converges to 1 at this value (figure 5.5a).

e Physical Pillar

Table 5.13 displays the physical PCs in the form of linear equations and figure 5.13 shows
the shape of the physical summary scoring curves. With only 3 total indicators, the same
approach as for the biological pillar applies. moisture is the common element in the first
PC of both texture types, so this measurement is maintained as a variable on the x-axis.

i s(PC1) = [0.71 - s(moisture) + 0.71 - s(BD)] / (0.71 + 0.71)
s(PC2) =1 - s(MwD)

S s(PC1) = [0.71 - s(moisture) + 0.70 - s(MWD)] / (0.71 + 0.70)
s(PC2) =1 -s(BD)

TABLE 5.13: Formulas for scoring the principal components for the physical pillar
by soil texture type. When scoring, all weights are taken with absolute value.
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FIGURE 5.13: Summary scoring curves for the first principal component of both
soil textures for the physical pillar. Plotting is done relative to the moisture
indicator, which is common in both principal components. The second indicator in
each component is discretised. The Score axis is a function of moisture and the
second indicator. The dashed red line marks the score of 0.5.

Unlike the previous pillar, the physical one scores its individual indicators using three
distinct function types: more-is-better (the only type in the biological pillar), less-is-better
and optimum, resulting in a considerably distinct summary scoring curve shape. Since
moisture is maintained as a variable and its associated equation is an optimum value
type, its general shape is retained for the summary indicator.

One immediate observation when comparing the two soil textures is that the colours
of the lines are in opposite order. This is caused by the scoring function of bulk density
(BD), which yields better scores for lower values of the parameter. Moreover, the worst-
performing curve in the sand subset reaches a maximum score of 0.5, as expected when all
weights of the PC are almost equal. Its equivalent in the marine clay texture goes up to
0.6 due to the BD scoring curve not converging to 0.

e Chemical Pillar

The equations of the chemical principal components are laid out in table 5.14 and figure
5.14 exemplifies how the summary scoring curves develop. The plots are generated only
for wheat (crop is relevant when scoring the pH). Appendix G shows additional graphs for
other crop types.

\p| [S(PC1) = 0.63 - 5(pH) +0.31 - 5(P.0lsen) + 0.7L-s(N. Tot _E) / (0.63 + 0.81 + 0.71)
s(PC2) =1 -s(K_E)

g s(PC1) = 0.71 - s(pH) + 0.71 - s(P.01sen) / (0.71 + 0.71)
s(PC2) = 0.71 - s(N.Tot_E) + 0.71 - s(CEC_E) / (0.71 + 0.71)

TABLE 5.14: Formulas for scoring the principal components for the chemical pillar
by soil texture type. Eurofins is replaced by E for convenience.

When analysing the sand texture, both principal components look very similar to
the PCls of the previous pillars. Equal absolute weights indicate all features contribute
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FIGURE 5.14: Summary scoring curves for the chemical pillar

equally to the final component score. For the first PC, the second indicator is phosphorus,
an optimum value type of scoring function, like the pH. This can be seen in the overlap
of the first (P.olsen = 0 mg/kg — scored 0) and last line plots (P.0lsen = 180 mg/kg —
scored 0) in figure 5.14c, both being the worst-performing curves. The second PC (figure
5.14d) looks very similar to the biological summary curves, as both N.Tot_Eurofins and
CEC_Eurofins have the same equation type (more-is-better).

The first principal component for the marine clay texture is different than all other
curves analysed until now, as it is composed of three individual indicators. To be able to
produce the associated plot, both P.0lsen and N.Tot_Eurofins are discretised, with the
latter being able to take just one value per plot. The three indicators also have different
quite different weights, unlike the other PCs where each indicator contributes equally to
the score. This imbalance leads to scores surpassing the 0.5 line when two of the indicators
are (0, or going under it when 2 features have maximum scores.

5.4 RAQ3 - Visualising scores

As previously described in section 4.2, the adjusted explained variance is computed for all
sparse principal components using formulas 4.11a and 4.11b. The results are displayed in
table 5.15, separated according to texture type and summary indicator. When computing
the final pillar score and the scoring heatmaps, these values serve as weights for the principal
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components.

. BIO || PHYS || CHEM
]PC1 PC2 ]PC1 PC2 ]PC1 PC2

M| |0.437 0.333] [0.495 0.333 | |0.422 0.250
S | [0.448 0333 |0.462 0.333] |0.200 0.300

TABLE 5.15: Adjusted percentages of explained variance for each summary indica-
tor. Results are for all pillars and texture types (M = marine clay, S = sand).

Similar to the curve plots in the previous section, the heatmaps are visualised with
only one variable per axis. The first principal component in every pillar will keep one
measurement as a variable. The other indicator(s) will be sampled. The second summary
indicator is made up of just one feature for most cases, therefore no adjustments are needed.
The chemical PC2 for sand is the exception and has one feature sampled.

Adjusting heatmap granularity

Interpretability and ease of use are key factors in plotting a score heatmap. Human percep-
tion of a heatmap can be influenced by the number of colours, their intensity, and whether
hard borders are in place or only gradual transitions between distinct scores are present.
The same data is plotted by varying the number of colour divisions, to better compare
the different ways of visually representing the score map (figure 5.15). By increasing the
granularity of the colour-coded heatmaps, the accuracy with which a soil sample can be
scored also improves. Figures 5.15a and 5.15b have sharp transitions, clearly differentiat-
ing between the score intervals and providing the user with a general idea of how the soil
sample performs. While clarity is high, the abrupt changes and the reduced number of
divisions can lead to an oversimplified representation of more sensitive scores.

More accurate scoring can be extracted from figures 5.15¢ and 5.15d, where each 0.1
score interval is represented through 2 to 3 shades. Borders are still relatively clear, with
smoother transitions. More details on how the scores develop across the heatmap are
visible, especially for scores below 0.6. These plots can potentially offer better insights
and a more precise idea of how close the soil sample is to reaching a higher score step.
The lower contrast between regions might alter the perception of scores, as the distinction
between score milestones is not as emphasised compared to previous graphs.

Increasing the total amount of colour divisions to 30 (figure 5.15¢) blurs the boundaries
further, while a complete gradient (figure 5.15f) offers only a general idea of the score range.
These heatmaps are better fitted for a more research-oriented scope, such as analysing how
the health score is altered with small differences between samples. However, for an average
end-user, these plots are not the best visual representation for interpreting soil health.

The threshold for classifying a soil sample as healthy or mot healthy is not set, as
it requires specific field knowledge and understanding. Considering the pillar score and
visualising its position relative to possible improvements is currently the only criterion
in the framework for evaluating the state of a soil sample. Due to this aspect, along
with the scope of the assessment and the general interest of the stakeholders, the choice
of granularity for the heatmaps is ¢ = 10. This ensures every score level of 0.1 can be
clearly distinguished, facilitating quick decision-making and providing a good overview of
what changes could be made to increase the soil’s health. While this heatmap has a lower
accuracy than those with a higher ¢, it is better suited for quick evaluations and is easier to
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FIGURE 5.15: Varying the number of colour divisions (¢) when plotting scoring
heatmaps. Data is from the biological pillar, sand texture, 0C_RE6 = 20 g/kg.

interpret. Further analysis and results are presented using this representation. However,
the figures 5.15¢ or 5.15d can be more fitting for users who possess a deeper understanding
of the soil and its underlying processes.

Heatmap transformation based on data values

After deciding on the preferred granularity, scoring heatmaps for all pillars are generated
and analysed. Tables 5.12, 5.13 and 5.14 have the formulas for scoring the three pillars.

o Biological Pillar

Figure 5.16 illustrates how the biological pillar score varies based on different values of two
variables: Respiration for the marine clay texture (first row) and OC_RE6 for the sand one
(second row). As all biological indicators have a more-is-better type of scoring function,
the score distribution is straightforward (the lower right corner has the lowest scores and
the upper right corner, has the highest).

The discrepancies between textures are not immediately visible. The shapes of the
separate score intervals are nearly identical, with only slight variations in the width of the
intervals. Multiple factors produce similarly shaped curves, including the chosen granular-
ity and the relatively equal SPCA weights for both PC1 and the indicator score equations.

When either of the second indicators — Respiration for marine clay and 0C_RE6 for
sand — reach high values relative to when they reach their maximum score (as illustrated
in figure 5.5), approximately half of the heatmap area shows a score above 0.9. Achieving
a score below 0.2 is virtually impossible for medium values for the second indicator, even if
the other two measurements are approaching 0. Attaching a moderate score to a severely
unhealthy sample can potentially be a problem in scoring soil. However, in the case of
the biological pillar, it is highly unlikely, if not impossible, for either of the indicators to
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FIGURE 5.16: Heatmaps for scoring the biological pillar for marine clay and sand.
The second indicator in PC1 (Respiration for marine clay and 0C for sand) is set
as a constant in each first principal component. 0C = Organic Carbon.

have a medium to high value. In contrast, the others are extremely low, as the indicators
have closely related meanings (improbable to have high respiration but almost no organic
carbon or bacteria in the soil).

e Physical Pillar

The heatmaps for the physical pillar in figure 5.17 show how scores develop with the change
of the indicators. For both texture types, the moisture indicator is kept variable across
the first principal component (the x-axis), while the bulk density (marine clay) or mean
weight diameter (sand) are set as constants.

The shapes of the scoring areas are more complex than those of the biological pillar
due to a higher variety in the equations used to extract the score. Increasing the values of
the measurements does not necessarily lead to a better score, as moisture achieves perfect
scores when reaching its contextual optimum, while lower values of BD are attributed to
healthier soils.

For marine clay, the possible scores decrease as the bulk density of the soil increases.
This is visible in the sand subsets as well in figure 5.17b, as the score value drops when
bulk density is higher. For the sand subset, increasing the mean weight diameter of soil
particles improves the resulting scores, suggesting that better aggregation of soil particles
(larger MWD) improves the physical properties of sandy soils. The heatmaps for the two
textures have the same are shaped the same, with the exception that they are vertically
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FIGURE 5.17: Scoring heatmaps for the physical pillar. Results are for both soil
texture types. BD = bulk density and MWD = mean weight diameter.

flipped. This happens due to bulk density being on the y-axis in the sand textures, causing
the map to be upside down since BD is scored less-is-better.

e Chemical Pillar

This pillar is more intricate than the biological and physical ones, as it has more than three
indicators, with one of them (pH) being dependent on crop type instead of soil texture. To
provide a concise visualisation, the plots in figures 5.18 and 5.19 are generated using the
scoring parameters for wheat. Appendix G contains more examples of heatmaps generated
for crops found in the VitalSoils dataset.

In the case of marine clay, the chemical pillar’s first principal component is a linear
combination of three indicators. Figure 5.18 illustrates how the possible scores for a soil
sample change as nitrogen (N) and phosphorus (P) concentrations fluctuate. Higher nitro-
gen concentrations typically correspond to broader regions with higher scores, indicating
that more nitrogen generally improves the health of the soil. In contrast, phosphorus fol-
lows an optimum value scoring pattern, where medium concentrations (50 mg/kg) perform
best, leading to wider regions with higher scores compared to the other two phosphorus
levels.

The sand soil texture has two indicators per principal component, meaning both axes
have a variable indicator (pH for PC1 and nitrogen for PC2) and a constant one (phospho-
rus for PC1 and CEC for PC2). Figure 5.19 depicts how the scoring possibilities change
with different value combinations of individual indicators. Like nitrogen in the previous
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FIGURE 5.18: Scoring heatmaps for the chemical pillar, marine clay texture.
N = Nitrogen (N.Tot_Eurofins), P = Phosphorus (P.0lsen), K = Potassium
(K_Eurofins). pH is scored for wheat only.

texture type, higher values of CEC get better scores. Therefore, the heatmaps for sandy
soils develop similarly.

The heatmap for the lowest values of CEC (10 mmol/kg) and Phosphorus (0 mg/kg)
has the lowest possible scores from all pillars and textures, peaking at the 0.3 - 0.4 inter-
val. The bottom half of the plot is dominated by a deep blue corresponding to the lowest
score interval. For the other pillar-texture combinations, the second principal component
is made out of just one indicator and plotting its full range produces all possible scores.
This implies higher scores occur, which in combination with lower ones from PC1 would
still yield medium values. In the current case, as the secondary indicators for both princi-
pal components are set to their values which produce minimum scores, the combination of
PCs is also scored very poorly.

Due to how the pillar scores are computed, no plot displays the full range of scoring
intervals in a single map. Medium values for bulk density get quite close, as seen in figure
5.17a when BD = 1.6 g/cm®, having all but two intervals plotted (the highest and the
lowest). This “lack of representation” of all intervals in just one plot is neither a positive
nor negative aspect, as it greatly depends on the granularity of the scoring intervals and
the accuracy needed for a specific analysis. These heatmaps aim to offer an overview of a
soil sample’s health by understanding what indicator(s) ought to be changed to improve
the soil.
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FIGURE 5.19: Scoring heatmaps for the chemical pillar, sand texture. CEC =
Cation Exchange Capacity (CEC_Eurofins), P = Phosphorus (P.0lsen), N = Ni-
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FIGURE 5.20: Demo of the scoring tool for the biological pillar.

Visualisation and testing should be possible outside of the development environment.
A minimal web application is built with the help of the solara Python framework. The
app can handle user input for the soil texture type and values for individual indicators.
According to this information and the selected pillar, the program generates and displays
the appropriate heatmap plot, with a red bullet indicating the score associated with the
input. A separate widget displays the individual scores for the three indicators and the
total pillar score. Figure 5.20 is a screenshot of the application interface for the biological
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pillar. It assigns a pillar score of 0.63 to a marine clay sample, with 9 ng/g bacterial mass,
respiration of 0.3 ng/g/day and 20 g/kg organic carbon.

5.5 RQ4 - Analysing the differences between soil textures

The discrepancies in behaviour between the marine clay and sand textures have been also
discussed in the previous research questions and will be briefly summarised in this section,
while also expanding on certain aspects.

After computing the correlation coefficients for each pillar, most indicator pairs exhibit
similar values across textures. There are also cases when polarity changes across differ-
ent texture types, suggesting a significant shift in how soil properties interact in these
environments. The removal of redundant features differs only for the chemical pillar: the
marine clay subset retains the zinc indicator, while the sand subset retains cation exchange
capacity and aluminium measurements.

During SPCA tuning, the different values selected for the alpha parameter highlight
another way texture influences the indicators. Marine clay samples have higher values
across all pillars, resulting in sparser components. alpha was chosen to maximize informa-
tion retention while ensuring the components remain as sparse as possible. This suggests
that the selected indicators may better describe the behaviour of marine clay than sandy
soils. However, a potential alternative explanation is the difference in sample sizes, with
marine clay having approximately 78% more samples than sand. The evaluation metrics
reveal mostly negligible differences between the two textures, with sand performing slightly
better for all pillars except the physical one.

The extraction of principal components varies strongly from one texture to another.
For the biological and physical pillars, the resulting weights are nearly identical from one
texture to another. The distribution of indicators in PCs has almost no overlap for all
pillars, making it difficult to make a consistent comparison. The chemical pillar eliminates
some indicators when assigning weights with the most noticeable difference being that the
sand subset completely disregards potassium (K_Eurofins), whereas marine clay assigns
0 weights to copper (Cu_Eurofins). Both textures deem iron (Fe_Eurofins) irrelevant in
their principal components. As opposed to the other pillars, the choice of SPCA’s alpha
is the same for the two textures, thus both have the same degree of sparsity. This suggests
different indicators better describe a each texture.

Overall, the two soil textures seem to exhibit slightly distinct but related behaviours,
but the discrepancy in the number of samples attributed to each texture type most probably
plays an important role in the different results.

Further analysis of cross-texture variability

Each soil sample in the VitalSoils dataset is scored per pillar according to their texture
type. Various statistic metrics are applied to the dataset and displayed in table 5.16. For
all pillars, the marine clay samples reach a minimum lower than sandy soils, while sand gets
higher maximum scores (the exception is the physical pillar, where both soil types reach
perfect scores). This phenomenon is also reflected in the mean scores, especially within
the chemical pillar, where sandy soils have almost 0.3 score points over marine clay. The
standard deviation (o) does not follow a consistent trend across different texture types.
The most considerable difference is 0.11 points in the physical pillar, where the marine
clay samples are more dispersed.

The histograms in figure 5.21 describe how the scores for each pillar are distributed
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min | max |mean| o | var
M|| 022 077 043 0.11 0.01

BIO
S|]1023 097 054 0.19 0.03
M| | 0.40 1 0.82 0.15 0.02

PHYS
S ||0.81 1 0.95 0.04 0.001
M| 032 0.73 0.52 0.09 0.008

CHEM
S|]1037 099 0.85 0.13 0.01

TABLE 5.16: Statistical metrics applied to the resulting pillar scores for both soil
texture types

in percentages. The percentages are relative to the total number of samples of a certain
texture. The marine clay texture scores preponderantly between 0.3 and 0.5 for the biolog-
ical pillar, while sandy samples are more uniformly spread out across the scoring intervals.
The physical pillar shows that both textures have most of the samples in the highest bin,
with approximately 80% of sand scoring above 0.9. The marine clay scores in the chemical
pillar are condensed between 0.3 and 0.7, whereas the sand has almost 75% of its samples
in the two highest categories. In general, the sand samples score significantly better than
their marine clay counterparts, a fact also confirmed by the mean scores from table 5.16.
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FIGURE 5.21: Distribution of scores per soil pillar in percentages split by texture
type. The percentages are relative to the number of samples for a specific texture
type.
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The first two score bins are completely unpopulated regardless of the pillar, indicating
no collected samples are in an extreme state of degradation.

In figure 5.22, SPCA with 2 components is applied to each complete pillar, without
dividing the dataset into texture types first. alpha is not tuned and has the default value of
1. Each sample is then plotted with the newly extracted sparse components and coloured
according to their texture type.

PC2

(B) Physical Pillar

o

PC2

(@]
o

Marine Clay
Sand

(¢) Chemical Pillar

(D) All pillars combined

FIGURE 5.22: Principal components obtained through SPCA for each individual
pillar and all of them combined. The points are split based on texture type (marine
clay or sand).

A distinction between the two soil textures can be observed in the physical pillar in
figure 5.22b. Due to the outliers, drawing a clear border between the textures is not feasible.
However, the second principal component appears to make the distinction between the two
soil types, with higher values being attributed to the marine clay texture, whereas the sand
samples are mainly located below the 0 value of PC2. The chemical pillar (figure 5.22c)
exhibits a similar behaviour, with the first PC being the deciding factor for the textures.
Marine clay samples are condensed in a narrow vertical space between -2 and 0 for PC1,
with only some points being spread out across the plot. The sand texture is more dispersed,
but most associated points have the PC1 value > 0.

The biological pillar(fig. 5.22a) and the merged pillars (fig. 5.22d) prove hard to make
a distinction between the soil textures. Most points are randomly dispersed across the
plots and textures are intertwined. Combining all pillars seems to produce a cluster of
marine clay samples. However, it is also populated by around half of the sandy points,
therefore inconclusive if a real distinction can be made between textures.
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Chapter 6

Discussion

RQO. What soil properties are relevant to be used as individual indicators
for soil health?

Indicators used for the evaluation of soil health differ greatly from paper to paper, with
some researchers relying solely on a couple of measurements they already have, while others
simply select a small subset they deem significant based on their domain knowledge. Other
publications construct their minimum dataset from other (limited) literature pieces, but
there is no general agreement over what set of indicators is the best for expressing soil
health. Publications are not always consistent with the names of the indicators, and subtle
differences exist also in the meaning of apparently equivalent measurements.

In this research, the indicators were chosen objectively based on the frequency with
which they occurred in over 20 publications. The measurements were also aggregated under
the same name and frequency count if their meaning was similar. This approach may be
improved by requesting more specialised input and guidance, as some aggregated indicators
could potentially be important as individuals, even if strongly connected. The choice of
indicators is still contextual, depending strongly on specific soil properties (texture) and
its environment (climate, annual precipitation, location).

The literature which provided the relevant indicators varies in terms of year of pub-
lishing, offering a mix of foundation knowledge and newer studies. However, not a lot of
consistent variation exists across many of these papers, with many of them being based on
common older research (such as the work of Doran and Parkin from 1997 [66]). This can
lead to a lack of integration of newer methods and the acceptance of the same old (and
perhaps redundant) indicators. As a tangible example, the latest version of SHAPE [67]
(2024) argues in favour of using the POXC' measurement instead of other traditional meth-
ods of extracting carbon. The reasoning behind this choice is that not only is it faster and
cheaper to measure than other biological indicators, but it is also more sensitive to changes
in soil and environment than other carbon fractions. Although the VitalSoils dataset con-
tains this particular measurement, it was not used as it was not frequently found in the
literature. Correlation coefficients were computed for it and the other biological indicators,
resulting in over 0.9 correlation with the other organic carbon columns.

1 - s .
permanganate-oxidizable carbon, a measurement of active carbon
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RQ1. How can related soil properties be grouped to reduce the problem
of multidimensionality?

A soil sample is initially characterised by over 140 abiotic indicators, most of which need
to be measured individually or gathered by interviewing farmers. By extracting relevant
attributes from specialised literature, splitting the dataset by soil texture (marine clay
or sand), removing strongly correlated features and applying dimensionality reduction
techniques, a minimum dataset (MDS) was obtained in the form of summary indicators -
linear combinations of columns for each pillar. Ultimately, the number of measurements
needed in the summary indicators is reduced to 14, 10% of the initial measurements.

Excluding redundant features based on strong association or applying factor analysis
are not novelty approaches in the field of soil health (or quality), the most similar method
being presented by Sparling and Schipper [41]. The authors start with only 14 initial
indicators, a tenth of the current research’s dataset. When assessing correlations, they
consider a coefficient of 0.45 strong, no clear threshold is set and some indicators are
removed based on the findings of other studies or by using criteria specific to their research
scope. Moreover, their minimum dataset is composed of 7 indicators, half of their initial
data, which explains 87% of the variance when 4 principal components (n) are extracted
with PCA, but only 72% for 3 components and 56% for n = 2. Lima et al [68| retain 8
indicators for their MDS from a total of 29, a reduction of 73%. The authors examine the
correlations between indicators but do not use strong association as a dismissal criterion.
Instead, the dataset is minimised by selecting attributes with high weights in principal
components (after applying PCA). Other studies use a similar approach, with the mention
that they remove highly correlated features after discriminating based on PCA weights,
with a threshold of 0.5 for Li et al. [69], whereas Zang et al. [70] set it to 0.7.

In the current research, the solution to achieving a minimum dataset follows a more
objective and analytical trajectory, as attributes are dismissed based almost exclusively
on numerical results, with more strict thresholds (abs(r) = 0.75). PCA is used in this
context only for comparison purposes when evaluating sparse PCA (SPCA), an algorithm
which does not seem to be used in any related research. Resulted principal components
do not serve as a mean of removing even more features but as a way of reducing the
dimensionality of a soil sample by condensing each pillar into two summary indicators.
The number of remaining standalone measurements is considerably higher than the results
in other studies (equal size to the initial dataset in the case of [41]), but they include more
biological indicators and have the highest reduction rate compared to the starting dataset,
achieving a removal rate of 90% regardless of soil texture.

RQ2. How can summary indicators be scored in a manner which ex-
presses a soil sample’s health?

Applying the SMAF scoring curves is not a novel approach, as it has been used in many
other case studies. The addition to the field brought by answering this research question
consists of computing the summary scoring curves for the summary indicators. Not only
are the summary indicators sparser and easier to obtain due to the use of SPCA instead
of normal PCA, but the resulting curves provide a general overview of the healthiness of
a soil pillar. This is an important aspect for the stakeholders (ecologists and farmers, for
example) as it greatly reduces the number of indicators they need to evaluate and indi-
vidually score and analyse. Moreover, the weights associated with each indicator in a PC
automatically scale their importance in the final score. Consulting summary indicators
means looking at the state of a pillar as a whole, not only at the individual results, creat-
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ing a better outline of the soil’s condition and which pillar could potentially be improved.
However, this logic is best applied to the biological and physical pillars, where most indi-
cators are interconnected. For their chemical counterpart, it can be argued that looking
at standalone scores for each indicator might be more beneficial, as the values of some
elements (nitrogen, or phosphorus, for example) or the pH can be changed individually by
enriching the soil with certain supplements.

The current scoring curves are not yet final, as some alterations were made to the
Respiration thresholds. These changes were done according to the dataset values of the
indicators. Moreover, the thresholds for the measurements scored by the normalisation
equation 5.1 are specific to the case studies from the papers they were extracted from. Some
uncertainties are also present for the available water capacity indicator, as the SMAF file
denotes this measurement as being too transitory to be useful in the context of soil health.

Computing a score based on a weighted sum of individual scores is not a novelty,
whether it relates to the pillar or a soil function. Usually, the associated weights are just
equally distributed among the components. The current framework constructs the sum-
mary indicators based on SPCA, which automatically determines each factor’s importance
in describing a pillar.

RQ3. What is the most suitable manner of expressing the results of the
assessment?

The chosen approach for visualising the scores is as a heatmap. While unable to represent
all possible scores of a pillar in one static plot, by discretising all but one variable per axis,
the heatmaps are an easy-to-understand and interpretable representation of soil health.
The choice of which indicator remains variable on a certain axis influences the visualisation,
as the main shape of the scoring intervals is dictated by that of the indicator’s scoring curve.
The chemical pillar prioritises the pH on the x-axis, resulting in a bell-shaped colourisation
(reversed shape due to the negative sign of the pH in the principal components). If the pH
is replaced by phosphorus, for example, the heatmap will resemble the shape of its scoring
curve, as seen in figure G.2.

CASH [13] also uses a heatmap palette (red to green) to differentiate between scores.
Similarly to this research, the step is a tenth of the maximum score and each interval has
its own shade. The main difference is what is scored, as CASH displays this heatmap
as the background of individual scoring curves. The colours are distributed as stripes
corresponding to each interval, only aiding in attaching a score to a specific portion of the
curve. The heatmaps created in the current study are designed to evaluate an entire pillar
and to provide the user with insight into what soil property needs improvement and how
a pillar’s components influence the healthiness of a sample.

The proposed representation of scores has not been tested by stakeholders. No user
study was done on the granularity degree of the heatmaps, however, the web app can be
easily updated to allow a user to modify the number of shades per score interval. As for the
concept of heatmaps, although relatively intuitive and easy to read, farmers or ecologists
might have different needs or interests which are not accurately represented through this
type of plot. We deem the current solution accurate from a proof of concept approach.
Moreover, combining as many soil properties into a single indicator and providing the
option to visually analyse the results is unconventional in the soil health science field, as
no known papers offer similar results.
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RQ4. How does soil texture type influence the indicators and the scoring?

After analysing each research step from the point of view of texture type, it is obvious that
certain differences occur between marine clay and sand samples. The relevance of these
differences is hard to quantify, as marine clay has considerably more available samples in
the dataset.

When comparing pillar scores, sandy soils perform significantly better. This may be
caused by multiple factors, such as certain biases in choosing the fields for sampling,
incorrectly labelling the textures in the dataset or perhaps the sand soils are inherently
healthier in The Netherlands area.

Dimensionality reduction techniques also fail to make a very clear distinction between
the two textures, with just a slight differentiation of sand and marine clay visible in the
physical and chemical pillars.

Limitations

The summary indicators obtained through this approach are characteristic of the area of
The Netherlands, as all samples have been collected on this territory. Generality is not yet
achievable with such a limited selection of samples and also due to the highly contextual
parameters. The VitalSoils dataset contains a relatively small number of samples, which
limits the general applicability.

From all indicators considered relevant in the literature (approximately 30, as some
encapsulate various measurements), 21 could be matched with the dataset. Further, the
chemical pillar was reduced from over 10 properties to only 5, due to a lack of scoring
curves.

Applying the SMAF equations requires additional contextual parameters, such as cli-
mate, soil suborders or mineralogy. These factors are not explicitly stated in the dataset,
and while most of them can be logically deduced, it does not offer an analytically sound
way of accurately computing the scores. As an example, the soil suborder is needed to
determine the organic matter class in the framework. There is no related information
in the dataset other than texture classes, so the class was determined based on what it
symbolises: high or low organic matter.

After applying DRTs, the results prove to be highly volatile. Across different textures,
the principal components have little in common. The weights attributed to the same
indicator vary greatly (mainly in the chemical pillar), the distribution of the measurements
into principal components has almost no overlap, and some properties might be retained
in one texture and removed in the other. The change of alpha also results in considerable
changes in the structure of the PCs, not just in the total explained variance. All these
aspects make the results subjective to the dataset, with a high chance of very different
weights occurring when applying the same method to different sets of samples.
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Chapter 7

Conclusion

The proposed framework offers an improved method for determining a minimum dataset
of indicators which can accurately describe the state of a soil sample. Extensive literature
review and the use of adequate statistical methods and correlation thresholds provide
a more robust approach to eliminating redundant indicators, rather than relying solely
on domain knowledge or just the available features. If basic dimensionality reduction
techniques are used in most other studies for creating a minimum dataset, Sparse PCA is
utilised here to compact each pillar into two interpretable dimensions while retaining 40%
to 80% of variability, depending on the pillar. Based on these dimensions, each of the three
pillars is evaluated by integrating the individual scoring equations for each corresponding
measurement. The proposed framework also accommodates and provides an interpretable
visualisation for the stakeholders in the form of a score heatmap. This particular plotting
option can depict the state of a soil sample and possible directions of improvement based
on raw values for individual indicators. While some differences occur between different
soil textures at all steps of the pipeline, they also fluctuate considerably. The marine
clay samples scored, on average, much lower than their sandy counterparts. However,
the analysis is rather inconclusive for the extent to which they alter the importance of
indicators or scoring.

Overall, this research proposes a new framework for assessing soil health in an analyt-
ically sound manner, which can be easily extended to be adequate for more soil types or
different datasets.

Future work

Originally from the 90, SMAF is quite an old framework. While innovative for its time,
it was created based on a limited amount of data, using soil samples only from the North-
West of the USA. SHAPE, its successor, offers a more actual approach to determining
scoring curves. Its models are trained on more data and it allows users to see the potential
of the soil for a specific measurement. Currently, SHAPE can evaluate only a limited
number of indicators. However, with the addition of more measurements, the framework
can be implemented into the current research, potentially improving the performance and
accuracy.

As previously mentioned, the contextual parameters required by SMAF (and SHAPE)
are not determined analytically. Specialised input from specialists in ecology is needed to
confirm (or correct) the choice of values of the parameters or to offer a better method for
determining them.

To further validate and adjust the results and the visualisation, input from the stake-
holders needs to be gathered and implemented. This requires interviewing farmers and
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requesting the opinion of ecologists on what is working, what should be changed and what
is unclear in the current framework.

Ultimately, the development of a fast, reliable and user-friendly web application can
aid in the usability of the framework. Thus, farmers, lawmakers or scientists from various
fields can simply input the soil measurements and receive the score of a sample, being
able to evaluate its health. Moreover, with the help of specialists, the application can be
extended to offer possible ways of enhancing each pillar of the soil, if needed.
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Appendix A

Complete tables of indicators and
sources

’ Indicator

References

Chemical

Nitrogen (N)

pH

Electrical conductivity

Phosphorus (P)

Potassium (K)
CEC

Iron (Fe)

Heavy metals
Manganese (Mn)
Calcium (Ca)
Magnesium (Mg)

Aluminum (Al)

[42, 66, 71, 32, 1, 30, 8, 72, 64, 40, 44, 65, 69, 70, 39]
38, 11, 4, 73, 31, 29]

[4, 42, 14, 66, 71, 1, 29, 30, 74, 13, 8, 64, 40, 44, 65
[69, 70, 38, 11]

[4, 42, 14, 66, 71, 29, 30, 74, 13, 8, 64, 44, 65, 69, 70]
38, 11]

4, 42, 66, 71, 32, 1, 30, 13, 72, 64, 40, 65, 69, 70, 39]
66, 38, 11]

[1, 11, 13, 30, 32, 38, 40, 42, 64, 70, 69, 66, 71, 72|
66, 71, 74, 8, 64, 40, 65, 69, 38

[14, 71, 32, 13, 1, 40, 70, 39, 38|

[4, 71, 1, 13, 8, 40, 70, 39, 38|

[14, 71, 13, 1, 40, 70, 39, 38]

[71, 1, 72, 32, 40, 38]

71, 13, 29, 40, 38

[14, 71, 32, 40]

TABLE A.1: Indicators and full references for the chemical pillar
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Indicator

References

Biological

Respiration

Organic Carbon

Organic Matter

Earthworms

Active Carbon

[4, 42, 73, 71, 31, 32, 29, 30, 14, 13, 8, 72, 40, 65
39, 66, 67, 38]

[1, 4,8, 11, 14, 29, 32, 38, 39, 44, 65, 66, 71, 72, 67
[42, 28, 75, 71, 30, 74, 73, 14, 13, 29, 72, 64, 40, 69, 70|

Microbial biomass [4, 74, 8, 64, 40, 39, 66, 38, 11|

4, 28, 71, 29, 30, 1, 64, 40, 65, 38
13, 65, 64, 71, 73]

TABLE A.2: Indicators and full references for the biological pillar

Indicator

References

Physical

Bulk density

Aggregate stability

Water holding capacity

Texture
Water infiltration
Porosity

[4, 42, 28, 75, 1, 66, 71, 29, 30, 74, 8, 72, 64, 40, 44]
65, 69, 70, 39, 66, 38, 11, 14]

[42, 28, 75, 71, 31, 29, 30, 74, 8, 72, 64, 44, 65, 39, 66]
67, 38, 11, 66, 73, 40]

[4, 66, 71, 29, 74, 13, 8, 72, 64, 44, 70, 39, 66, 38, 11]
[4, 42, 71, 29, 30, 66, 13, 64, 69, 70, 66]

28, 75, 66, 71, 30, 74, 8, 29, 72, 66]

64, 40, 44, 65, 69, 66, 38, 29

Mean weight diameter [64, 40, 44, 65, 38, 11|

Compaction

Erosion

74, 13, 8, 72, 3§
4, 14, 1, 30]

TABLE A.3: Indicators and full references for the physical pillar
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Appendix B

Additional plots for RQ1

Additional SPCA trade-off plots
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F1GURE B.1: SPCA trade-off plots for all pillars combined, separated by soil texture
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F1cURE B.2: SPCA trade-off plots for the adapted chemical pillar
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Correlation coefficients

o o [T GRS o370 o
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Cu.PAE_E --0.080.17 0.14 0.63 =1-0.000.14-0.36-0.16-0.300.02

Co.PAE_E ﬂ 0.10 0.07-0.03 0.12 0.08-0.37-0.14-0.30-0.25
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FiGure B.3: Correlation coefficients for the chemical pillar. The lower triangular
half is marine clay, upper triangular is sand.
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F1GURE B.4: Correlation coefficients for the biological and physical pillars. The
lower triangular half is marine clay, upper triangular is sand.
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Appendix C

Evaluation metrics for DRTs

Here are the full tables with the results for the evaluation metrics. The values are computed
for each pillar. as well as for all pillars combined. as a comparison. The metrics are applied
separately for each texture type (marine clay and sand) and the number of extracted
principal components (n).

R” is the coefficient of determination (also the explained variance in this case). Cont
is continuity (formula 4.3). Trust is trustworthiness (equation 4.2). r shows the Pearson
correlation coefficient between the pairwise distances of the points from the original space
and the distances in the lower dimensional space. This metric aims to evaluate how the
original "shape" of the data changes in the new representation. A higher correlation coef-
ficient would indicate the points retain proportional distances to the initial ones, whereas
a weak 7 signifies that the points are now scrambled.

The dimensionality reduction techniques used are principal component analysis (PCA),
space PCA (SPCA), incremental PCA (IPCA), and kernel PCA (KPCA). The latter is
tested with five different kernels: polynomial of degree 2 (p2), polynomial of degree 3 (p3),
RBF, sigmoid (sig), and cosine.

| MARINE CLAY | SAND |
n=2 n=3 n=2 n=3

‘ R?> Cont Trust r ‘ ‘ R?> Cont Trust r ‘ ‘ R?> Cont Trust r ‘ ‘ R> Cont Trust r ‘
PCA 0.77 0.97 0.90 0.94 1 1 1 1110.79 0.96 0.89 0.94 1 1 1 1
SPCA 0.77 0.96 0.90 0.93 1 1 1 1110.78 0.97 0.91 0.95 1 1 1 1
IPCA 0.77 0.96 0.90 0.94 1 1 1 1110.79 0.96 0.90 0.94 1 1 1 1
KPCA p2 | |0.67 0.92 0.84 0.82|[0.90 0.97 0.95 0.87||0.76 0.94 0.87 0.86|[0.95 0.98 0.97 0.90
KPCA p3 | |0.65 0.88 0.83 0.69|[0.91 0.94 0.95 0.72]]0.77 0.92 0.86 0.73]]0.94 0.96 0.96 0.77
KPCA rbf||0.50 0.94 0.86 0.41|]0.66 0.97 0.91 0.52||0.54 0.94 0.85 0.56| [0.67 0.97 0.93 0.58
KPCA sig | |0.63 0.96 0.91 0.87|]0.82 0.99 0.99 0.96||0.65 0.96 0.88 0.90|[0.80 0.99 0.99 0.97
KPCA cos||0.54 0.94 0.85 0.50| |0.73 0.97 0.92 0.58|]0.57 0.93 0.86 0.57|[0.77 0.97 0.93 0.67

TABLE C.1: Biological pillar

73



MARINE CLAY

|

SAND

|

n=2

n=3

n=2

n=3

‘ R?> Cont Trust r ‘ ‘ R? Cont Trust r ‘ ‘ R? Cont Trust

r HR2 Cont Trust r ‘

PCA 0.85 0.98 0.94 0.96 1 1 1 1/]0.80 0.97 0.92 0.92 1 1 1 1
SPCA 0.83 0.97 0.92 0.95 1 1 1 1/ 10.80 0.97 0.92 0.93 1 1 1 1
IPCA 0.85 0.98 0.94 0.96 1 1 1 11]0.80 0.97 0.92 0.92 1 1 1 1
KPCA p2 | |0.83 0.97 0.93 0.88]]0.93 0.97 0.95 0.90|[0.80 0.96 0.91 0.85|(0.98 0.99 0.99 0.91
KPCA p3 | [0.82 0.95 0.94 0.77]]0.92 0.94 0.93 0.80| [0.77 0.92 0.86 0.69||0.95 0.94 0.94 0.72
KPCA rbf| |0.64 094 0.86 0.63|]0.80 0.98 0.95 0.68|(0.60 0.93 0.84 0.55||0.66 0.96 0.92 0.62
KPCA sig | |0.78 0.98 0.94 0.94||0.90 1 10.99](0.70 0.97 0.92 0.91|0.84 1 1 0.99
KPCA cos| |0.67 094 0.87 0.71|]0.83 0.97 0.94 0.74]]0.64 0.93 0.84 0.63|]0.83 0.97 0.91 0.69
TABLE C.2: Physical pillar
| MARINE CLAY 1 SAND |
n=2 n=3 n=2 n=3

‘ R®> Cont Trust r ‘ ‘ R?> Cont Trust r ‘ ‘ R* Cont Trust r ‘ ‘ R* Cont Trust r ‘
PCA 0.44 0.88 0.79 0.80||0.56 0.93 0.87 0.93|[0.45 0.91 0.85 0.70||0.60 0.96 0.93 0.90
SPCA 0.42 0.89 0.79 0.76]|0.52 0.89 0.79 0.88||0.42 0.91 0.83 0.66||0.53 0.96 0.91 0.74
IPCA 0.44 0.87 0.79 0.82||0.55 0.92 0.86 0.91|]0.44 0.93 0.86 0.83][0.59 0.96 0.93 0.91
KPCA p2 | |0.36 0.82 0.76 0.79| |0.53 0.85 0.76 0.85||0.44 0.87 0.83 0.77|]0.57 0.92 0.87 0.83
KPCA p3 | |0.35 0.81 0.77 0.75]]0.41 0.80 0.75 0.76| |0.45 0.86 0.79 0.69||0.56 0.90 0.83 0.72
KPCA rbf | |0.24 0.86 0.74 0.29](0.29 0.90 0.79 0.34||0.29 0.87 0.79 0.42{]0.36 0.91 0.85 0.44
KPCA sig | |0.21 0.89 0.81 0.65|(0.25 0.93 0.86 0.68|/0.19 0.91 0.84 0.68|]0.22 0.95 0.91 0.78
KPCA cos| [0.26 0.87 0.75 0.21|]0.36 0.91 0.80 0.20| [0.37 0.90 0.81 0.47||0.51 0.93 0.89 0.52

TABLE C.3: Chemical pillar
| MARINE CLAY | SAND |
n=2 n=3 n=2 n=3

‘ R’ Cont Trust r ‘ ‘ R’ Cont Trust r ‘ ‘ R’ Cont Trust r ‘ ‘ R’ Cont Trust r ‘
PCA 0.69 0.96 0.90 0.80||0.65 0.95 0.88 0.87|(0.65 0.95 0.88 0.87|[0.84 0.98 0.95 0.95
SPCA 0.67 0.95 0.89 0.76]|0.59 0.94 0.88 0.80||0.59 0.94 0.88 0.80||0.79 0.98 0.93 0.94
IPCA 0.68 0.96 0.90 0.82||0.64 0.94 0.86 0.86||0.64 0.94 0.86 0.86||0.83 0.98 0.94 0.95
KPCA p2 | |0.65 091 0.84 0.79]]0.69 0.94 0.87 0.86|[0.69 0.94 0.87 0.86|(0.84 0.97 0.95 0.91
KPCA p3 | |0.60 0.86 0.81 0.75|]0.64 0.90 0.83 0.66| |0.64 0.90 0.83 0.66||0.83 0.95 0.93 0.76
KPCA rbf| |0.50 0.93 0.85 0.29| [0.50 0.91 0.85 0.55|{0.50 0.91 0.85 0.55||0.60 0.95 0.90 0.62
KPCA sig | [0.58 0.95 0.90 0.65|]0.47 0.94 0.88 0.84|(0.47 0.94 0.88 0.84||0.57 0.98 0.94 0.93
KPCA cos| [0.52 0.93 0.85 0.21]]0.52 0.92 0.84 0.63]]0.52 0.92 0.84 0.63|[0.70 0.95 0.90 0.71

TABLE C.4: Adjusted chemical pillar
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Appendix

D

Feature coefficients for 2 and 3
principal components per pillar

Feature coefficients are obtained after applying regular PCA, sparse PCA (SPCA) with
alpha and ridge_alpha tuned as explained in subsection 5.2 and incremental PCA (IPCA).
Results are for 2 and 3 resulting principal components (n). PCA does not change coeffi-
cients when increasing the number of PCs, so it is not split like SPCA and IPCA.

PCA SPCA IPCA
n=2 n=3 n=2 n=3
P1 P2 P3 S1 S2||S1 S2 S3 n 12 n 12 I3
: Respiration| [0.62 -0.19 0.76| |0.71 O|| O O 1 0.63 -0.24|]0.62 -0.19 0.76
8 Bact.mass| |0.59 -0.53 -0.61 0.71 0 1 0 0] |0.58 -0.48|]0.59 -0.53 -0.61
= OC_RE6| |0.52 0.83 -0.22 0 0| 0 1 0| 051 0.84|]0.52 0.83 -0.22
Qo |Respiration 0.55 0.75 -0.36 0 1 0 0.55 0.80| [0.55 0.75 -0.36
<Zﬂ Bact.mass| |0.57 -0.65 -0.50| |0.70 0] | -1 0.59 -0.58|]0.57 -0.65 -0.50
2 OC_RE6| |0.61 -0.07 0.79| |0.71 0 0.60 -0.17|]0.61 -0.07 0.79
TABLE D.1: Biological pillar
PCA SPCA IPCA
n=2 n=3 n=2 n=3
P1 P2 P3 S1 S2|[S1 S2 S3 I 12 I1 12 I3
z BD| |-0.55 0.67 -0.50| [-0.71 0O||-1 0 O -0.56  0.68|| -0.55 0.67 0.50
8 moisture| | 0.65 -0.03 -0.76 071 0j] 0 0 1 0.64 -0.02 0.65 -0.03 0.76
= MWD| | 0.52 0.74 0.42 0 1/ 0 1 0 0.53 0.74 0.52 0.74 -0.42
a BD|| 0.47 0.86 0.19 0 -1/, 0 -1 0 -0.49 0.84|| -0.47 0.86 0.19
<Zﬁ moisture| |-0.64 0.19 0.74 071 0 1 0.61 0.13 0.64 0.19 0.74
N MWD | |-0.60 0.47 -0.64 070 0| 1 0 O 0.63 0.53 0.60 0.47 -0.64

TABLE D.2: Physical pillar
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PCA SPCA IPCA
n=2 n=3 n=2 n=3
P1 P2 P3 S1 S2 ST S2 S3 I1 12 It 12 13
pH| [-0.51 -0.21 -0.10| |-0.59 0/]-059 0 0 049 -0.24|| -0.49 0.23 -0.10
P.Olsen| | 0.26 -0.48 0.13 0 0.78 0 0.78 0 -0.29 -0.37|| 0.29 044 0.12
K_E|| 0.19 -0.37 -0.33 0 0 0 0 -0.21 -0.40 0.23 0.25 -0.42
b Cu.PAE_E| | 0.07 -0.21 0.05 0 0 0 0 -0.06 -0.21 0.09 0.07 -0.25
3 Co.PAE_E| | 0.44 0.36 0.00 0.52 0/]052 0 0 -0.43  0.50 0.43 -0.51 0.16
O Zn.PAE_E|| 0.14 0.15 0.65 0 0 0 0 1 -0.13  0.29 0.12 0.02 0.68
= N.Tot_E| | 0.40 -0.30 0.02 0.26 0.32|| 0.26 0.32 0 -0.42 -0.34|| 0.41 0.39 -0.04
Fe_E|| 0.02 -0.11 -0.50 0 0 0 0 0 -0.02 -0.16 0.03 0.09 -0.26
Ca_besch_E| |-0.04 -0.55 0.38 0 0.55 0 0.55 0 -0.03 -0.35 0.01 0.52 0.38
Mg_E|| 0.51 0.05 -0.20 0.56 0/ 056 0 0 -0.49 -0.02 0.49 -0.05 -0.20
pH| [-0.47 -0.06 -0.13| |-0.57  0]|-0.57 0 0 0.46 0.15 0.47 -0.05 0.15
P.Olsen| | 0.29 0.16 -0.45 0.18 0/] 015 0 0.31 -0.27 0.40|| -0.28 0.15 0.40
K_E|| 0.12 0.49 -0.24 0 0 0 0 0 -0.08 0.26|| -0.11 049 0.28
Cu.PAE_E| | 0.43 0.26 -0.05 0.52 0/]052 0 0 -0.41 0.02|| -0.42 0.26 0.03
Q| Co.PAEE|| 0.39 0.23 0.23 047 0[] 048 0 0 -0.37 -0.21|| -0.38 0.23 -0.19
5 N.Tot_E| |-0.05 0.56 0.21 0 0.85 0 0.86 0 0.08 -0.23 0.04 0.55 -0.20
% Fe_E|| 0.04 0.01 0.40 0 0 0 0 0 -0.03 -0.50|| -0.04 0.06 -0.50
CEC_E| |-0.38 0.40 -0.01| |-0.22 0.52] |-0.23 0.51 0 0.40 -0.04 0.38 0.36 -0.03
Ca_besch_E| [-0.25 0.28 -0.19 0 0 0 0 0 0.27  0.22 0.24 0.36 0.23
Mg_E|[-0.38 0.23 0.12| |-0.32 0]]-0.31 0 0 0.40 -0.16 0.39 0.19 -0.15
Al_ox| |-0.03 -0.08 -0.64 0 0 0 009 0.03 0.58 0.03 -0.10 0.57
TABLE D.3: Chemical pillar
PCA SPCA IPCA
n=2 n=3 n=2 n=3
P1 P2 P3 S1 S2 ST S2 S3 11 12 I1 12 13
> pH| [-0.53 0.43 0.44 -0.63 0] -0.71 0 0 -0.51 0.12]]-0.50 0.32 0.40
E P.0Olsen| | 0.48 0.08 0.83 0.31 0 0 0 1 0.48 -0.43|| 0.48 -0.02 0.86
= K_E|| 0.34 0.88 -0.32 0 1 0 1 0 0.34 0.89|| 0.35 0.92 -0.18
= N.Tot_E| | 0.61 -0.18 -0.09 0.71 0] 0.71 0 0 0.63 -0.06| | 0.63 -0.23 -0.25
pH| |-0.62 -0.20 0.45 -0.71 01]1]-0.71 0 0 0.65 0.03]| 0.64 -0.14 0.48
a P.0Olsen| | 0.49 0.37 0.15 0.71 0| 0.71 0 0 -0.52 0.38]]-0.52 0.28 0.27
<Zﬂ K_E|| 0.12 0.46 0.75 0 0 0 0 1 -0.16 0.67|(-0.14 0.54 0.64
AIN.Tot_E| [-0.19 0.66 -0.46 0 0.71 0071 0 0.12 0.46|| 0.15 0.66 -0.54
CEC_E| |-0.57 0.42 -0.04 0 0.71 0071 0 0.52 0.44]] 0.53 0.41 0.01

TABLE D.4: Adjusted chemical pillar
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Appendix E

Alternative approach to extracting
summary Scoring curves

Various combinations of indicator values can yield the same X-axis values while producing
different associated scores, as shown in figure E.1, thus making the extraction of summary
scoring curves more intricate. The biological pillar is used as a case study in attempting
to extract a singular summary scoring curve. The summary values are computed using the
linear combinations of the first principal components, based on the equations in table 5.12
(using raw indicator values), and the corresponding scores are derived by substituting the
values with the scores in the same equations and dividing by the sum of the weights.
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FIGURE E.1: Scored summary indicators for the biological pillar

For both textures, but especially for the sand texture, a general trend is visible in the
scattered points, with the score typically increasing as the summary indicator value rises.
However, this trend is inconsistent across all combinations of individual indicator values,
as seen in E.la. For example, when the summary indicator equals 6, one sample is scored
around 0.45, while similar values receive higher scores, ranging from 0.55 to 0.8. A similar
pattern is observed for the sand texture in figure E.1b, where values approaching 15 are
scored between 0.35 and 0.55.

The points appear to be primarily distributed according to a non-linear equation, which
can be approximated. One method to derive this equation involves mathematically process-
ing the formulas for each first principal component concerning their scores. This approach
is challenging due to the complexity of the individual scoring functions, which are difficult
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to manipulate in a manner which can produce a precise result. An alternative approach
that more easily captures the trend involves applying a curve-fitting function from the
scipy library in Python. For both texture types, the curve was approximated as a logistic
function (same form as the ones for 0C_RE6 and Bact.mass in table 5.10). The program
approximated both textures’ b and ¢ parameters, keeping a set to 1. The values for each
parameter and the logistic function are shown in table E.1. The approximated summary
scoring curves for each of the first principal components in the biological pillar are displayed
in figures E.2a and E.2b, with the triangles being the new summary scores computed ac-
cording to the fitted functions. The bullets for both texture types are computed identically
as in figure E.1.

a b ¢ Equation
M| |1 3.244 0.231
S||1 17908 0.197

y=al[l+b-exp(—c-x)]

TABLE E.1: Approximated parameters for fitting the summary scoring curves for
the biological pillar in both texture types.

o computed Qy
e i 9% O
091 © 2 fitted ;
© 0.8
0.8
v 0.7 o v 0.6
3 0.6 S o
A &
0.5 0.4 ’z»é
AQ
0.4 o)
031 o computed 0.21 o
' © fitted
0 5 10 15 20 25 0 10 20 30 40 50
0.71 * Bact.mass + 0.71 * Respiration 0.7 * Bact.mass + 0.71 * OC_REG6
(A) PC1 of Marine Clay (B) PC1 of Sand

FiGurE E.2: Fitted summary scoring curves for the first principal component of
both soil texture types for the biological pillar

Fitting a curve to the points provides a singular equation for scoring summary indica-
tors, which is the preferred outcome. However, this approach requires additional input and
analysis within the framework, as the approximation functions need an initial equation as a
starting point. This means users must review the point distribution and scoring formulas
for each indicator contributing to the linear combination of the summary indicator. In
cases where the summary indicator is composed of just two measurements (Bact.mass and
Respiration for marine clay texture, or Bact.mass and OC_RE6 for sand texture, as spe-
cific examples), or when all indicators follow the same base function, this task is achievable
with a certain level of field knowledge. When the number of indicators per principal com-
ponent increases or the equations vary significantly, it becomes difficult for a typical user
to determine an appropriate equation to fit the points, deeming this method unfeasible.
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Appendix F

Additional SMAF parameters and
classes for scoring

Site-specific parameters translated to classes

texture texture class
clay (> 60% clay) 1
sandy clay, clay loam, silty clay loam, 5
silty clay, or clay (< 60% clay)
silt loam, silt 3
sandy loam (> 8% clay), A
sandy clay loam, or loam
sand, loamy sand, 5
sandy loam (< 8% clay)
TABLE F.1: Soil texture classes
1 %) cl
season class degree days / avg. ppt class ° og)e; 0) ¢ ?ss
spring 1 hi/hi: = 170°days & = 550 mm 1 i
2-5 2
sumier 2 hi/lo: = 170°days & < 550 mm 2 . ]
fall 3 lo/hi: < 170°days & = 550 mm 3 i )
9-15
winter 4 lo/lo: < 170°days & < 550 mm 4
15+ )
TABLE F.2: TABLE F.3: Climate classes. ppt _
Season classes — precipitation. TABLE  F.4:

Slope classes
The organic matter (OM) class is determined using soil suborders, ordered by OM

content. This information is not available in the current dataset, therefore the assumption
is that the samples have a high OM content (class 10). The weathering parameter is also
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based on soil types, having a total of 3 classes. The first two classes consider only a couple
of suborders, so class 3 (all others - only slightly weathering) is set. Mineralogy also has
3 classes, the first two being unfit for The Netherlands as they are of volcanic nature
(smectitic and glassy); other — class 3 — is deemed appropriate for this context.

parameter set class

season 1
climate
organic matter
mineralogy

slope

W = W =

weathering

TABLE F.5: Classes for the parameters which are applied for all samples

Curve equations and parameters

Although most of the classes for the site-specific features remain constant in this analysis,
the tables with the values of the equation parameters are kept mostly complete. The
changes in values can offer valuable insight into how and the degree to which each parameter
affects the score.

Organic Carbon

y=a/(l+b-e ") (F.1)

c=(c1-ca)+(e1-caec3) (F.2)

a b OM c; texture cy; climate c3

1 50.1 1 1.30 1 1.60 1 0.15
2 155 2 1.25 2 0.05
3 217 3 1.10 3 -0.05
4 3.81 4 1.05 4 -0.10
) 1

TABLE F.6: Lookup table for fixed parameters and the site-specific factors for
scoring organic carbon

Microbial biomass

y=a/(l+b-e ") (F.3)

c=(c1-co-c3) (F.4)
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a b oM cq texture ¢y season, climate c3
1 40.748 1 0.0062097 1 1.100 1 1
2 0.0124192 2 1.025 2,1 0.920

3 0.0186290 3 1 2,2 0.930

4 0.0212898 4 0.980 2,3 0.940

5 0.950 2,4 0.950

3,1 0.980

3,2 0.975

3,3 0.970

3,4 0.965

4,1 0.880

4,2 0.900

43 0.920

4.4 0.940

TABLE F.7: Lookup table for fixed parameters and the site-specific factors for

scoring microbial biomass. A season, climate of 1 indicates spring.

pH
2 2
y=a- 6—(x—b )/2¢
b c
crop Source
pH opt pH range / 2
barley 6.25 0.75 SMAF
winter wheat 6.25 0.75 SMAF
clover 6.5 1 SMAF
oats 6 2 SMAF
triticale 6.5 1 SMAF
lucerne 7 0.5 [76]
spelt 6 0.75 [77]
winter rye 6 1 [78]

(F.5)

TABLE F.8: Parameters for scoring the pH indicators based on crop type. b is the
optimal pH value and c is half of the accepted range for fluctuating the pH.

Phosphorus

The scoring curve for phosphorus is defined by two separate functions, and choosing which
to apply depends on the maximum level of P (P,,,,) and EnvProtect, as seen in equation
F.6. The latter is relative to the slope class and is a limit meant to consider the envi-
ronment, as phosphorus runoff can cause damage to water bodies. P,,,; is the maximum
optimal for crop use and is computed as Pp,q; = Pppt + 6. Py (optimal value for P) is
specific to each crop type. Since not all crops in the dataset (as seen in the pH section
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above) can be matched to a value, P, is set to 21 mg/kg (values range from 19 to 21 in
the SMAF file, thus the difference in results would not be considerable).

fi fx-m=< P
y=1+fy if x+-m > EnvProtect (F.6)

1  otherwise

Equation F.7a describes fi, and b is chosen based on table F.11. fy corresponds to
equation F.8a and ¢ is a function of slope, organic matter and texture (same table F.11).

a-b+c-(x~m)d

= F.7a

f2 b+ (x-m)? (.72)

b=0by+by: by-bs (F?b)

by = 213.96744 + 39.579185 « P, + 2.3020512 - ngt (F.7¢)
_ —c-(2-m)?

fo=a-b-e (F.8a)

c=(c1+c1c9)-c3 (F.8b)

The phosphorus scoring scheme depends on multiple site-specific factors, as well as on
the method used for measuring, m. Besides the actual method, m is also relative to the
weathering class of the soil, which can be seen in table F.10. As it is not specified in the
dataset, all samples are classified as slightly (class 3). The method used for obtaining the
dataset phosphorus is Olsen, equivalent to class 4 in the methods column. The remaining
5 methods are not mentioned in this appendix, as they are irrelevant to this case study.

a b c d method weathering m

fi 9.25-10° Tab F.11 1 3.06 4 1 2.4
o1 45  TabF.Il -2 4 2 18
4 3 1.7

TABLE F.9: Lookup table for the
constant factors in both phosphorus
functions

TABLE F.10: Lookup table for
the method factor parameter (m)

slope EnvProtect c; OM Dby Co texture b3 c3

1 160 110000 1 0.1250 0.250 1 0.98 0.9
2 140 90000 2 0.0250 0.050 2 099 1
3 115 70000 3 0.0175 0.035 3 1.00 1.1
4 85 35000 4 0.0100 0.020 4 1.01 14
5 60 20000 5 1.03 1.6

TABLE F.11: Lookup table for the site-specific factors for scoring phosphorus
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Potassium

texture class a b
1,2 1.054133 -0.00981
y=a-(l- e-b‘x) (F.9) 3,4, 5 1.074490 -0.01340

TABLE F.12: Lookup table for the site-specific
factors for scoring potassium

Bulk density

This indicator is dependent on texture type. For a texture class = 4, the method for
computing the b, ¢, and d parameters changes and includes soil mineralogy. This method
is not described here, since this research deals exclusively with classes 1 and 2.

a texture b c d
0.994 1 0.792 321.34 -12.990
2 2 0.794 &R8.025 -12.061

(F.10)

y=a—-b-e°
3 0.796 32.189 -11.297

TABLE F.13: Lookup table for scoring BD

Available water capacity

(F.11)

_ (a'b+c~xd)/(b+xd) if region = arid
a+b-cos(c-z+d) if region = humid
As the samples are only collected from The Netherlands, the region is humid, thus only

the second equation is applied. Table F.14 shows how the parameters are computed for
this specific function.

a b c texture d
0.4772 0.52675 6.87765 1 -1.8928800
2 -2.3483425
3 -2.4717800
4 -2.2356867
5 -2.0427200
TABLE F.14
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Appendix G

Additional crop plots

wheat barley clover lucern
1.01 R
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FIGURE G.1:

chemical pillar, marine clay texture.
values, only changing the crop type.
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Summary scoring curves for the first principal component of the

Curves are plotted according to the same
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FIGURE G.2: Plotting Phosphorus as x-axis instead of pH. Same conditions used

as

in fig. G.1.
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FiGURE G.3: Scoring heatmaps for the chemical pillar, marine clay texture.
N = Nitrogen (N.Tot_Eurofins), P = Phosphorus (P.0lsen), K = Potassium
(K_Eurofins). Different heatmaps for 2 types of crops.
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