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1.1 Motivation

Hydrogen is one of the candidates to replace hydrocarbons as a portable

energy source, one of the most direct ways to make it is water splitting:

2H2O

Energy

2H2 + O2

This reaction has a known thermodynamic energy cost, but due to

reaction kinetics the energy needed is higher in practice. The difference

is called overpotential, and its linearly related to the cost of producing

hydrogen [1]. The reaction itself has two sides to it: hydrogen evolution

reaction (HER) happening at the cathode and oxygen evolution reaction

(OER) happening at the anode. In this work we are only considering the

anode side - preforming the OER reaction, an example of a voltammetry

measurement can be seen in fig. 1.1.

There has been previous work done on this subject at the group of Inor-

ganic Material Science (IMS) at this very university, which coupled with

a theory paper forms the origin of this work. Within this work transition

metal perovskites and their mixed superstructures are purported to

improve the overpotential performance of the OER reaction.

1.2 Perovskites

Figure 1.1: An example of a voltamme-

try measurement from [2], together with

an illustration of a standard ABO3 per-

ovskite.

The physical material this work is concerned with is the Perovskite. A

perovskite is a mineral class named after a Russian mineralogist Lev

Perovski, with a general chemical formula 𝐴𝐵𝑋3 with A and B being two

cations of two different kinds, and X being a single species of anion.

Here only intrinsic
1

1: Intrinsic is defined here as a perovskite

without doping and only 3 species in the

formula

transition metal (TM) oxide perovskites of the form

𝐴𝐵𝑂3 are considered where the B site is a TM. The idealized cubic

structure of such a perovskite can be seen as an inset in figure 1.1, A

site (Yellow) is in the corners, the B site (Blue) is found in the centre

octahedrally coordinated by the Oxygen anions (Red). In real life most

perovskites are distorted from this structure as we will see later.

Despite the aforementioned distortion, the TM remains mostly octahe-

drally coordinated (six nearest neighbours of the same kind). This means

that we can use Molecular orbit theory (MOT) and Ligand field theory

(LFT) [3]

[3]: Griffith et al. (1957), Ligand-field theory

(which is an evolution of crystal field theory [4] for transition

metals [5]) to somewhat quickly establish some initial guesses about the

electronic structure near the Fermi level.

Figure 1.2: A diagram showing the ar-

rangement of the electronic states accord-

ing to progressive more detailed inter-

action considerations. a) Charge state

b)Madelung potential b)Electrostatic in-

teraction) [6]

In the fig. 1.2(b) one can see the one sided MOT diagram near the

Fermi level for the prototypical 𝐴𝐵𝑂3 perovskite where the B site is a

transition metal. One thing immediately noticeable is that in most cases

the unoccupied states of the A ion are far above the rest, so it usually
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does not play an important role in determining the electronic properties.

The A site does however influence the p-d valence and conduction bands

energies via crystal field interaction. Its size also influences the stability

and distortions of the perovskite. Nevertheless the A site can be omitted

from the conversation, leaving the B and O sites and their interactions as

the main cause of electronics properties of interest, greatly simplifying

the conceptual understanding.

Figure 1.3: The TM3d orbital arrange-

ment in octahedral coordination show-

ing the orbitals behind the symmetry

classes [7].

As in fig. 1.2 (c), as the states are filled the initial gap is between O2p and

TM3d states, and as the 3d states start to fill, the gap is expected to happen

between the 3d states only. This assumption holds if we exclude TM3d-

O2p mixing and interaction, which is the level of approximation assumed

for this work. With this assumption in mind we can further reduce our

conceptual efforts by focusing on these states and their interaction.

Now if we zoom in further into the TM d states in image 1.3, one might

notice that they are further split. The cause of this splitting is associated

with electrostatic and covalent interactions between the TM and its

ligands (the coordinating nearest neighbours, so the O site here)
2

2: The gap is often called 10Dq for the

octahedrally coordinated case, referring

to crystal field calculations of the gap.

The 𝑒𝑔 states are +6Dq from 𝐸 𝑓 and 𝑡2𝑔
are -4Dq from 𝐸 𝑓 . Hence the uneven

height split in fig. 1.3

. The

names 𝑒𝑔 and 𝑡2𝑔 refer to the types of symmetries these orbitals belong

to; it is by this understanding and the interaction of these symmetries

that we can make these level splitting predictions. The details pertaining

the process of obtaining the exact predictions of the orbital arrangement

in energy are far beyond the scope of this thesis, let alone this chapter

and can be found in many books [8]

[8]: Cotton (1991), Chemical applications of
group theory

[7]

[7]: Figgis et al. (2000), Ligand Field Theory
and Its Applications

.

As we move from left to right in the TM part of the periodic table the TM

have more electrons in these d states. The distribution of these electrons

between these orbitals depends on the electrostatic and covalent interac-

tions between the TM B site and the O site, i.e. low/intermediate/high

spin arrangement. And it is this distribution and the level of covalency

that largely influences properties such as magnetism, conduction be-

haviour and many more [9]. So most of the considerations of this thesis[9]: Goodenough (1971), Metallic oxides
are related to these specific states.

1.3 Catalysts

As mentioned at the beginning, the goal would be to use these TM-O

perovskites as catalysts for the OER part of water splitting. Making

any predictions and conclusions on TM-O performance requires some

knowledge about the reaction itself, and how the TM-O plays a role in

this.

1.3.1 OER

The overarching goal as mentioned before is to reduce the over-potential

for the OER reaction. We can examine an idealised reaction in acidic

media for OER from [10]

[10]: Man et al. (2011), Universality in Oxy-
gen Evolution Electrocatalysis on Oxide Sur-
faces

:

2H2O + 4 × 1.23eV O2 + 4H
+ + 4e

−
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This form shows that there are in essence two reactions transporting four

electrons. At the cathode you add 2 electrons per 𝐻2 molecule and you

get hydrogen gas, this is the Hydrogen Evolution Reaction (HER), and

it has no potential requirements here. At the anode you then subtract

these 4 electrons per 𝑂2 molecule thus completing the electrical loop

and generating oxygen gas (OER). One has to note that the exact reaction

and overpotential requirements at both the anode and cathode differ per

medium and pH [11].

Now if one wanted to measure the rate of this reaction you could look

at the amount of product gained at each electrode, or you could just

look at the current passing through. This is exactly what is done in

the typical reaction measurement - cyclic voltammetry whose typical

measurement result can be seen in fig. 1.1. The ideal catalyst would in

this case behave like an ideal diode with its knee voltage being the ideal

thermodynamic 1.23V needed for catalysis, with everything over this

value called overpotential (𝜂). The fig. 1.1 also shows measurements of

promising catalyst candidates, and the knee voltages are nowhere near

the idealised value.

1.3.2 TM oxide perovskites as potential OER catalysts

Figure 1.4: A volcano plot from [2]

There are volumes written examining TM oxides and TM-O perovskites

as possible catalysts for the OER reaction. First unifying work on trying

to understand catalysis done by oxides was done by [12], proposing a

volcano plot based around the enthalpy change of the compound when

the TM transitions to a higher oxidation state.

Volcano plots are rooted in the Sabatier’s principle which states that there

is a golden mean of catalysis where the interactions between the catalyst

and the reactants is not "too" strong and not "too" weak. These volcano

plots in practice display a variable describing the reaction rate on the Y

axis and a variable believed to represent catalyst-reactant interaction on

the X axis. They are the main tool to asses and predict possible reaction

performance.

As one can imagine since then there are many candidate variables

proposed for the X axis. The most notable examples compiled by Bockris

et al. [13] are: [13]: Bockris et al. (1984), The Electrocatal-
ysis of Oxygen Evolution on Perovskites

▶ TM-OH bond strength

▶ The specific TM d electron occupancy

▶ Effective magnetic moment

It has to be said that most of the models presented in that work are still

in use to this day as evident by more recent overview papers such as the

one by Hong et al. [14]. What is also notable is that these three parameters

are not independent from one another as will be shown later and allude

to a deeper variable not yet discovered.

For the interests of this thesis the specific TM d orbital occupancy is

chosen as our guideline. The specific volcano plot pertaining to this can

be seen in fig. 1.4. The volcano plot displays many TM-O compounds,

and their TM 𝑑 − 𝑒𝑔 occupancy, which refers to the two higher energy

TM d orbitals as can be seen in figure 1.3.



4 1 Introduction

These orbitals - 𝑑𝑧2 and 𝑑𝑥2−𝑦2 can hold 4 electrons at full occupancy, yet

the optimum is at 1.25 electrons. This suggests that magnetic behaviour

and covalent bonding are intrinsic to a good catalyst for this reaction.

Another suggestion made by this plot is that one could add or subtract

𝑑 − 𝑒𝑔 electrons in a known TM-O such that there is on average 1.25 𝑑 − 𝑒𝑔
electrons left at the TM site to obtain a seemingly very good catalyst. This

notion will be used to predict if the TM-O super-structures examined in

this thesis are better performers at OER than their counterparts.

1.4 Previous work

Here the previous work relevant to this thesis is discussed. There is both

computational and experimental work done on TM-O perovskites as

catalysts, with the practical work being done here at the University of

Twente IMS group.

1.4.1 Superstructure charge transfer hypothesis

As discussed before one supposed way to influence the activity of a TM-O

catalyst is to change the number of d-band electrons. One promising way

to influence that is presented in a paper by Zhong and Hansmann [15].[15]: Zhong et al. (2017), Band Alignment
and Charge Transfer in Complex Oxide In-
terfaces In their work they argue that if you create a heterojunction of certain

TM-O perovskites, then charge will move from one perovskite to the other.

In their model charge transfer only takes place between the transition

metal atoms of the constituent perovskites, thus you would change the

charge state of TM atoms on both sides of the junction.

Figure 1.5: The visual explanation of the

oxygen band alignment driven charge

transfer from [15]. (a) shows the clas-

sic semiconductor band alignment. (b)

Shows the interface between two per-

ovskites and their shared Oxygen. In (c)

the proposed band alignment of O2p

states is shown. (d) Shows the 𝐸 𝑓 equali-

sation driven charge transfer.

In the paper argues that when two oxide perovskites meet making a

interface, they will always share an oxygen on the interface, and thus the

electronic DoS pertaining to that oxygen will fixate all other bands in

energy, as the oxygen is shared. This can be seen in the visualisation they

provide in figure 1.5 (b). The mechanism of charge transfer is somewhat

analogous to semiconductors as can be seen in fig. 1.5 (a). Instead of just

having the electron affinity (or work function in case of metals), their

model relies on a couple more numbers and their relationships. They

argue that the filled O2p states below the Fermi level will align thus

shifting the rest of the states up or down in energies. The charge transfer

takes place between the two half filled TM 3d states which have the Fermi

energy somewhere in the middle of them.

Again referring to Figure 1.5 (c and d), after the alignment of the O2p

states the Fermi level will equalize and the charge will flow from the

perovskite with the largest O2p-TMd distance to the one with a smaller

O2p-TMd difference. Thus boiling down charge transfer to two numbers

- average energy of the first filled O2p state average with respect to the

Fermi level, and the average energy of the first (half-filled) TM3d state

average with respect to the Fermi level.

Just like with classic semiconductors, this formalism would allow us to

simply obtain the DoS of the constituent individual perovskite structures,

and simply perform the band alignment based on the first filled O2p

band below the Fermi energy, and make predictions based on only this.
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Figure 1.6: The simplified result from

[15]. Filled symbols are ep and empty

symbols are ed. 3d-black 4d-red 5d-blue

for Sr compounds and the dashed line is

for La 3d series

It is also noted within the paper that this notion stays intact even adding

a buffer layer of a "neutral" perovskite. By neutral the authors mean a

perovskite who’s 3d energy level is between the two outer most ones, again

pointing out to a classic semiconductor heterojunction like behaviour.

Since these two numbers are easily obtainable from simple bulk DFT

calculations the authors present the data for select compounds in figure

1.6 taken from [15]. This data encompasses all Strontium compounds

(𝑆𝑟 + 𝑇𝑀 + 𝑂3) for three rows of transition metals (3d, 4d and 5d) with

depicted with the solid lines, and all Lanthanum compounds with the

first (3d) row of transition metals (𝐿𝑎 + 3𝑑𝑇𝑀 + 𝑂3) depicted with the

dashed line.

Now this goes hand in hand with the simple symmetry based level

splitting we argued in the previous section and the purported 3d orbital

occupancy relation to catalytic activity. If one looked at fig. 1.2 you could

see that the band directly above or at the Fermi level is the TMd band.

Ideally we would like to have semiconducting or metallic compounds

because then the Fermi level would be located between the TM d states

and one would then be able to influence the 𝑒𝑔 electron amount in one of

the perovskites by the use of this heterostructure formalism.

This simple scheme predicts that say a heterostructure of 𝐿𝑎𝑇𝑖𝑂3 and

𝐿𝑎𝐶𝑜𝑂3 would force cobalt into a lower oxidation state by the virtue of

Ti donating elctron(s) to the Co thus adding to its 3d electron occupancy.

This would be very useful according to fig. 1.4, as this would most likely

push 𝐿𝑎𝐶𝑜𝑂3 to the peak of the Sabatier’s volcano.

To add some criticism to this paper I have to note that both 𝐿𝑎𝑇𝑖𝑂3 and

𝐿𝑎𝐶𝑜𝑂3 (Further as LTO and LCO) both are charge transfer insulators in

real life [16, 17], which means they have no half filled d shells. Moreover [16]: Cwik et al. (2003), Crystal and mag-
netic structure of LaTiO3 : evidence for non-
degenerate 𝑡2𝑔 -orbitals
[17]: Rata et al. (2010), Lattice structure and
magnetization ofLaCoO3 thin films

they are also non cubic, unlike in the model presented here, which might

have influence on the results, both experimental and theoretical.

This thesis focuses on La compounds so in ways the image 1.6 contains

more info than we are interested in, and in other ways too little. Points of

interest are the Lanthanum series compounds marked with the dotted

line, but the authors chose not to include 4d and 5d metals for this

line, moreover they stopped at Cobalt, whereas we are also interested in

𝐿𝑎𝑁𝑖𝑂3.
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1.4.2 Experimental work done at UT

Based on the theoretical prediction experimental work was conceived

here at the University of Twente. The first experimental observation of

what might be interfacial charge transfer was noted in the PhD thesis of

Josee Kleibeuker [18]. It was however Jaap Geessincks PhD thesis which[18]: Kleibeuker (2012), Reconstructions at
complex oxide interfaces

fully focused on this topic experimentally [19, 20]. In the latter work,

[19]: Geessinck (2020), Charge transfer at
the interface between complex oxide thin films
[20]: Araizi-Kanoutas et al. (2020),

Co valence transformation in isopolar
LaCoO3/LaTiO3 perovskite heterostruc-
tures via interfacial engineering

Jaap focuses on the 𝐿𝑎𝑇𝑖𝑂3 − 𝐿𝑎𝐶𝑜𝑂3 interface, which is predicted to

cause electron donation from the Titanium to the Cobalt. Many variations

are tested no interface, one and two interface structures and finally a

structure where a blocking buffer layer is inserted. These can be seen in

fig.1.7.

In said paper and thesis they report successful generation of interfacial

valence transformed divalent cobalt ions. They show that by altering

the thickness of the 𝐿𝑎𝐶𝑜𝑂3 layer and the number of interfaces they

can achieve a mix of -tri or -di valent cobalt, with up to 100% divalent

cobalt. This change in charge is supposedly realized without a substantial

change in structure or chemical doping.

Figure 1.7: The family of samples man-

ufactured and tested within the scope

of [20]. The number in yellow highlights

the number of "active" 𝐿𝑎𝑇𝑖𝑂3/𝐿𝑎𝐶𝑜𝑂3

interfaces, with the last one having a

𝐿𝑎𝐴𝑙𝑂3 buffer layer which they predict

will disable charge transport.

To understand if the claims are true, we have to examine the evidence

provided. The evidence they provide is in the form of many measurements.

Here I will discuss these measurements as well as the arguments that

accompany them.

XAS - X-Ray absorbtion spectroscopy

Figure 1.8: Transitions that contribute to

XAS edges. One would excite the L2,3

edges to see electrons getting excited to

the d band. Thus obtaining information

about the chemical environment of the

ion.

XAS was done at the Co-L2,3 and Ti-L2,3 edges using soft X-rays. The

figure 1.8 shows a schematic representation of these excitations.

This means that 2p band electrons are excited to the 3d band, according

to Fermi’s golden rule one then probes the joint densities of state of the

2p and 3d bands. The assumption made here is that the core 2p electrons

are static and only provide spectroscopic selection rules, meaning that

XAS largely probes the unoccupied 3d band states.

What one obtains is an approximation of the densities of state of the

3d-band. This proves to be very insightful due to the fact that the levels

are not degenerate and hybridise differently due to different valence,

and bonding environments. This XAS fingerprint is unique to a particular

atom, its valence state and chemical environment. Meaning that there is

a large amount of information to be extracted from such measurements.

One general notable trend is that the higher the valence state of an atom

is the higher energy edge it produces in XAS.[21, 22]
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Figure 1.9: Here are the Valency finger-

print result from [20]. In the left two

pictures the absorption spectra of differ-

ent samples is shown and on the right the

valency fingerprints of Co from known

spin state samples is shown. [24]

The results of the various superstructures is shown in figure 1.9. Going

from left to right - the first two graphs show the superstructure mea-

surements and the third graph shows reference data obtained from [23].

These are known reference compounds showing both low and high spin

variations of trivalent cobalt as well as a sample of divalent Cobalt.

As one can see in figure 1.9, there is no doubt that the valence state

of cobalt has been changed, and the first graph on the left shows that

valency changes are strongest in two interface systems extending to a

"sandwich" of up to 30 UC of LCO.

Here the lowermost interface has been placed 15 nm below the film

surface, and thus is essentially invisible in TEY-XAS
3

due to its limited 3: The authors employed two measure-

ment methods - TEY (Total electron yield)

and FY (Fluorescent yield).TEY measure-

ments do not penetrate deep into the sur-

face and FY measurement depth is mate-

rial dependant due to the Beer-Lambert

law.

probing depth [25]. This means that this trend of changed Co valency

can still be there, it is just not probed.

More interestingly - the practical single interface system in the bottom

of the leftmost graph in fig. 1.9 already exhibits 30% divalent Co and a

slight shift downwards in energy.

Here the paper clearly mentions that the cause of this change in valency

could indeed be the predicted charge transfer from the theory paper, or

it could be oxygen non stoichiometry of the 𝐿𝑎𝐶𝑜𝑂3 layer.

This comes as they faced problems during manufacturing with the

oxygen partial pressure. In order to grow 𝐿𝑎𝑇𝑖𝑂3 you need a low oxygen

background pressure (below 10
−4 𝑚𝑏𝑎𝑟), otherwise you risk growing

𝐿𝑎2𝑇𝑖2𝑂7 instead of 𝐿𝑎𝑇𝑖𝑂3, or will just over oxidate the compound

forcing Ti to a 4+ instead of 3+ charge state. On the other hand 𝐿𝑎𝐶𝑜𝑂3

prefers a more oxygen rich environment ( 10
−2 𝑚𝑏𝑎𝑟 oxygen partial

pressure) to avoid oxygen vacancies as shown in [26, 27]. [26]: Scheiderer et al. (2018), Tailoring
Materials for Mottronics: Excess Oxygen
Doping of a Prototypical Mott Insulator
[27]: Meng et al. (2018), Strain-induced
high-temperature perovskite ferromagnetic
insulator

This means that true high oxygen partial pressure growth of 𝐿𝑎𝐶𝑜𝑂3

would aggressively over-oxidise the underlying 𝐿𝑎𝑇𝑖𝑂3 layer. In order

to avoid problems they grow both at the same oxygen partial pressure

of 2 · 10
−3 𝑚𝑏𝑎𝑟 so both layers stabilise. Similarly oxygen diffusion was

also quoted in the thesis of Kleibeuker as the source of the valence

change. However there is no attempt made at directly examining the

stoichiometry of the layers here.

STEM-Scanning transmission electron microscopy

Figure 1.10: A schematic representa-

tion of the STEM setup. Bf stands for

bright field, Df stands for dark field, and

HAADF stands for high annular dark

field. [28]

At the end of the last subsection a question was raised about the layer

quality, and possibility of over-oxidation. To answer this STEM (Scanning

transmission electron microscopy) measurements were performed by the

authors.
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STEM is a form of Transmission electron microscopy where you rasterize

your image via scanning instead of obtaining an image at once with a

large collimated beam. A set-up diagram can be seen in fig. 1.10. Two

measurement methods of this set-up are used - HAADF-STEM (High-

angle annular dark-field imaging) and STEM EELS (electron energy loss

spectroscopy).
4

4: In terms of electron matter collisions

there are backscatters which are the

imaging form of SEM. Then there are

three types of forward scatters - direct

beam electrons (just passing trough),

elastically scattered electrons and inelas-

tic scattered electrons. The first one is

used in normal TEM imaging, the sec-

ond one in HAADF-STEM and the latter

is used for Electron Energy loss spec-

troscopy (EELS).

HAADF-STEM measures at annular detectors as can be seen in 1.10.

These detectors avoid the main beam, and in our case use a high angle

with respect to the main beam. This allows one to catch Rutherford

scattered electrons rather than Bragg scattered (diffraction) electrons. The

scattering cross section in this mode is very Z dependant, and therefore

the contrast increases quickly with Z (roughly 𝑍2
). This allows one to

discern individual atomic sites, especially in such a matrix where heavy

and light atoms are mixed.

Figure 1.11: An example single scan EELS

spectrum of 𝐿𝑎0.85𝐶𝑎0.15𝑀𝑛𝑂3 [29]. At

set energies one can probe excitation

edges similar to XAS. And just like with

XAS the higher edge implies a higher

valence state. To see these small changes,

logarithmic axis is used.

STEM-EELS on the other hand uses the inelastic recoils from the sample.

These inelastic recoils happen due to a multitude of reasons among which

transitions, and the specific spectra (just as with XAS) is dependant on the

local bonding environment and valence state among others. An example

of a single location EELS measurement can be seen in fig. 1.11.

Figure 1.12: The STEM results. On the left

most image (a) the layer stack is imaged

with the HAADF-STEM technique. (b)

and (c) On the right hand side you have

the core-loss probes of two edges of the

structure imaged in (a). These results are

rastered along the z axis.

The STEM results can be seen in fig. 1.12. Strain analysis in the thesis

shows that the interfaces between 𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝑇𝑖𝑂3 are under large

strain, and in both an expansion of 𝐿𝑎𝑇𝑖𝑂3 out-of-plane lattice parameter

is seen in sub figure (a). On the right two images show the STEM-EELS

spectra.

In the subfigure (b) the Co specific edge can be seen. In the region near the

interface the edge shifts towards lower energies indicating 𝐶𝑜2+
presence.

While in the rightmost image the O K-edge in subfigure (c) shifts towards

higher energies indicating that the Oxygen also experiences change in

valence and local chemical environment. This is quite interesting as that

implies the Oxygen ions are also part of this transfer.

In the text they do explicitly say that when they do compare peak ratios

more electrons are lost by Ti than gained by Co. Implying that there is

some involvement of oxygen. But if oxygen migration/ overoxidation

would be systematic we would see other structures in HAAFD-STEM

such as 𝐿𝑎2𝑇𝑖2𝑂7 or the Brownmillerite 𝐿𝑎𝐶𝑜𝑂2.5.

In conclusion the experimental evidence show that there is a change

in valency of the TM’s in these superstructures. However one cannot

say with full confidence that the sole responsible for this is the band

alignment driven charge transfer.
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1.5 The Goals of this work

Figure 1.13: A preliminary OER measure-

ment found at the very end of the PhD

thesis of Jaap [19], indicating that super-

structures have an markable influence

on the OER activity (Note that the X axis

is logarithmic).

To summarize - catalytic activity is thought to be influenced by the

electronic configuration of the transition metal. This configuration is

in turn thought to be changeable by band alignment driven interfacial

charge transfer.

The goal of this thesis is to test the latter prediction stemming from the

work of Zhong and Hansmann. Their prediction is based upon certain

assumptions whose validity has not been proven, and the experimental

results seem to be inconclusive.

It is here that the goal of this thesis emerges - to test this charge transfer

hypothesis and if possible to extend the predictions of the theory paper.

This will be done by DFT calculations of the constituent materials and

the actual superstructures.

The prediction of Zhong and Hansmann encompasses a large swath of

materials. To focus the effort, the materials considered in this thesis are

𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝐹𝑒𝑂3 eptiaxied on 𝐿𝑎𝑁𝑖𝑂3. Charge transfer is predicted

to happen between all three of them, and both 𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝑁𝑖𝑂3 are

close to the optimum 𝑒𝑔 occupancy for OER as per figure 1.4.
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As outlined previously we want to know more about the electronic

configuration and electronic structure of our material stack, as that has

been shown to a be a predictor for OER. To do so we need to calculate

those properties. To proceed with calculations, I first need to talk about

the theory behind the methods and the methods themselves. The methods

used pertain to the field of electronic structure theory. So naturally the

related theory is quantum in nature. Most of the theory is well known

and therefore copied almost verbatim from various books and articles

on the topic. These include Electronic Structure by Richard M. Martin

[30]

[30]: Martin (2020), Electronic Structure:
Basic Theory and Practical Methods

, A bird’s-eye view of density-functional theory by Klaus Capelle [31]

[31]: Capelle (2006), A bird’s-eye view of
density-functional theory

,

and Theory and Practice of Density-Functional Theory by Peter E. Blöchl

[32]

[32]: Blöchl (2011), Theory and Practice of
Density-Functional Theory

.

2.1 Theory

In this section of the chapter I only discuss the theory regarding Density

Functional Theory, the practical implementations and considerations are

left for the second section titled Methods.

2.1.1 Schrödinger’s problem

Since an electronic system is quantum mechanical in nature, the logical

approach is to use the Schrödinger equation. Lets start by first rewriting

the classic equation for our problem of electrons in a solid with atomic

nuclei. Before proceeding we will make a simplification - we take upon the

Born- Oppenheimer approximation that only the movement of electrons

is of interest because the atomic cores are heavy and thus move very

slowly in our time-scale of interest, and we will only solve for the electrons

in the potential of the atomic nuclei. We are left with the many body

Schrödinger equation for i (j) electrons in a solid system with K (L) nuclei:

In eq. 2.1: ℏ is the Planck constant divided

by 2𝜋, 𝑚𝑒 is the mass of the electron, 𝑒

is the elementary charge, and 𝑍 is the

charge of the nuclei.[∑
𝑖

− ℏ2

2𝑚𝑒
∇2

𝑖 +
∑
𝑖𝐾

𝑍𝐾𝑒

|r𝑖 − R𝐾|
+ 1

2

∑
𝑖≠𝑗

𝑒2

|r𝑖 − r𝑗|
+ 1

2

∑
𝐾≠𝐿

𝑍𝐾𝑍𝐿𝑒
2

|R𝐾 − R𝐿|

]
Ψ(r1 , r2 , ..., r𝑁 ) = 𝐸Ψ(r1 , r2 , ..., r𝑁 )(2.1)

A system describing only electrons would

only include terms 1-3, with 𝑉̂𝑒𝑥𝑡 being

left for external potential. It is only by

our decision of adding nuclei-nuclei in-

teraction and specifying that the exter-

nal potential acting on electrons is of

Coulomb type from the nuclei, that the

Schrödinger equation is one of a solid. It

encompasses our application of bound-

ary conditions pertaining to a solid.

Where the general form of the electronic structure Hamiltonian is this:

𝐻̂ = 𝑇̂ + 𝑉̂𝑒𝑥𝑡 + 𝑉̂𝑖𝑛𝑡 + 𝐸𝐼𝐼 (2.2)

The problem consists of four terms: the kinetic energy of the electrons,

the electron-nuclei interaction, the electron-electron interaction and the
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nuclei-nuclei interaction, and is missing the kinetic energy of the nuclei

because of the Born-Oppenheimer approximation.

Once one solves for the wave function then any observable can simply be

obtained by applying an operator of choice on the wave function.

There is but one problem. Lets take an example of trying to solve for

the wave function of 100 electrons (two tin atoms) in a lattice of 10 grid

points in each direction. A quick calculation shows that to initialize

the guess wave-function in memory you would need to store roughly

8.0E+9 Zettabytes.
1

1: The wave function is a complex val-

ued number sampled at each grid point

so 2 ∗ 10
3𝑁 = 2 ∗ 10

3
0 numbers need to

be stored now we store it in single preci-

sion floats each being 32 bits or 4 bytes

yielding 6.4e+31 bits of storage needed.

Quickly checking that’s about 8.0E+9

Zettabytes. A study has shown that hu-

manity’s storage capacity in 2010 was

roughly 290 Exabytes [33], if we say that

in 15 years it has quadrupled and we are

at one Zettabyte we would still need a

billion Earth’s to simply store the first

guess of the wave-function.

Similar problems arise with any compute following

the memory call. This type of problem is called an "intractable problem"

in computational theory. These problems are technically solvable but

require a nearly infinite amount of resources (time or computers in this

case), and therefore they are considered unsolvable.

2.1.2 Hohenberg-Kohn-Sham answer

So if we want to do practical calculations on our perovskites, something

better (read cheaper) is needed. The "cheaper" method used in this thesis

is Density Functional theory, and its foundations are discussed in this

section. This theory has been ground breaking and has revolutionised

many fields, so there is no surprise that Walter Kohn got awarded a nobel

prize for this work. [34][34]: (1998), Nobel Prize in Chemistry 1998

Hohenberg-Kohn theorem

Previously it was stated that one can obtain any observables from the

wave function simply by applying the required operator. One of these

observables is particle density:

𝑛(r) = 𝑁

∫
𝑑3𝑟2

∫
𝑑3𝑟3...

∫
𝑑3𝑟𝑁Ψ

∗(r)Ψ(r) (2.3)

So one can logically reason that a ground state wave function will map

to a ground state density. As it turns out this idea goes both ways as

Hohenberg an Kohn have discovered [35].[35]: Hohenberg et al. (1964), Inhomoge-
neous Electron Gas

The Hohenberg-Kohn theorems tell us that:

Theorem 2.1.1 The correlated many body wave-function can be replaced by
the particle density, because the entire mapping is injective, thus meaning
that the density determines the Hamiltonian and the wave-function, and any
observable can be written as a functional of the density.

Theorem 2.1.2 A universal functional for the energy 𝐸[𝑛] in terms of the
density 𝑛(n) can be defined, valid for any external potential 𝑉𝑒𝑥𝑡(r). For any
particular 𝑉𝑒𝑥𝑡(r), the exact ground-state energy of the system is the global
minimum value of this functional, and the density 𝑛(r) that minimizes the
functional is the exact ground-state density 𝑛0(r).

An addition to these two there are two corollaries to be had with them:
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Corollary 2.1.3 The kinetic energy and interaction terms of the Hamiltonian
eq. 2.1 are universal functionals of the density, but the𝑉𝑒𝑥𝑡 is not and is unique
to the system. But the density uniquely determines the external potential to
within a constant.

Corollary 2.1.4 The basic theory (there are extensions) is restricted to ground
state densities 𝑛(r) with some external potential𝑉𝑒𝑥𝑡 , such densities are called
"V - representable". This defines the space of possible densities within which
we can construct functionals of the density.

Now we can take the theorems and corollaries, and thus specify a

prototypical total energy functional from the terms in equation 2.1:

𝐸𝐻𝐾 = 𝑇[𝑛] + 𝐸𝑖𝑛𝑡[𝑛] +
∫

𝑑3r𝑉𝑒𝑥𝑡(r)𝑛(r) + 𝐸𝐼𝐼 (2.4)

Here the square brackets denote that its a functional. 𝑇[𝑛] is the kinetic

energy term, 𝐸𝑖𝑛𝑡[𝑛] is the electron electron interaction term, and 𝐸𝐼𝐼 is

the nuclei - nuclei interaction term encompassing the coulomb interaction

of the nuclei. We can rewrite the first two terms in eq.

2.4 into a universal functional, as they are

functionals only of the density: 𝐸𝐻𝐾 =

𝐹𝐻𝐾[𝑛] +
∫
𝑑3r𝑉𝑒𝑥𝑡 (r)𝑛(r) + 𝐸𝐼𝐼 . This

functional 𝐹𝐻𝐾 is called the Hohenberg-

Kohn functional.

The proof of these theorems can be easily found in the sources and

therefore not discussed here.

Now if we want to discuss fermions, an extension to this theory is needed,

as they have to abide by the Pauli principle - no two electrons can agree

in all quantum numbers. Meaning that upon an exchange of two of the

N-electron coordinated the wave functions will change sign. The spin

interaction is captured within the 𝑉𝑒𝑥𝑡 as per usual but to include that

explicit interaction the density
2

term has to be rewritten: 2: Next to the charge density one also has

to write a spin density 𝑠(r) = 𝑛(r, 𝜎 =↑
) − 𝑛(r, 𝜎 =↓) and also spin polarization

density 𝜁 =
𝑠(r)
𝑛(r) as 𝐸𝑥𝑐 functional tend

to be expressed in these terms

𝑛(r) = 𝑛(r, 𝜎 =↑) + 𝑛(r, 𝜎 =↓) (2.5)

All in all this is a great results, but if we are interested in any observable,

we would still need either the ground state density or the fully interacting

many body wave function, and that gets us back at square one.

Kohn-Sham method

To solve the issue of having to deal with the interacting many body wave

function, Kohn and Sham in 1965 [36] decided to simply go around the [36]: Kohn et al. (1965), Self-Consistent
Equations Including Exchange and Correla-
tion Effects

whole problem by using rules previously set in place by the Hoheberg-

Kohn theorem. Instead of solving the interacting problem, the proposal is

to solve a system which has the same ground state density but the particles

are non-interacting single particles, and the interaction is handled trough

the "exchange–correlation functional of the density" acting on each of the

particles through the added potential we have seen before. Large part of

the interaction is handled by Hartree term, with the correlation being

much smaller [30].

The Kohn–Sham construction of an auxiliary system rests upon two

assumptions:
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Theorem 2.1.5 The exact ground-state density can be represented by the
ground-state density of an auxiliary system of non-interacting particles. This
is called “noninteracting-V- representability”; although there are no rigorous
proofs for real systems of interest, we will proceed assuming its validity. This
leads to the relation of the actual and auxiliary systems shown in Fig. 7.1.

Theorem 2.1.6 The auxiliary hamiltonian is chosen to have the usual kinetic
operator and an effective local potential 𝑉𝜎

eff(r) acting on an electron of spin
𝜎 at point r. We assume that the external potential 𝑉̂ext is spin independent;
nevertheless, except in cases that are spin symmetric, the auxiliary effective
potential 𝑉𝜎

eff(r) must depend on spin in order to give the correct density for
each spin.

These two statements lead to a rewrite of equation 2.4:

𝐸𝐾𝑆 = 𝑇𝑠[𝑛(r, 𝜎)] +
∫

𝑑r𝑉𝑒𝑥𝑡(r)𝑛(r) + 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝑛] + 𝐸𝐼𝐼 + 𝐸𝑥𝑐[𝑛] (2.6)

Here𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝑛] takes over the coulomb interaction
3

3: The classic coulomb interaction term

is the third term in equation 2.1. This is

discreet sum over all electrons whilst ex-

cluding self interaction. Now when deal-

ing with densities you are forced to adopt

a different expression : 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒 [𝑛] =

1

2

∫
𝑑3r𝑑3r′ 𝑛(r)𝑛(r

′ )
|r−r′ | . This integral expres-

sion allows for the electron to "interact"

with itself as you are not excluding the

count with itself as before. This leads to

what is called "self interaction error".

. Here𝑉𝑒𝑥𝑡 ,𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝑛]
and 𝐸𝐼𝐼 form a well defined group, and 𝑇𝑠[𝑛(r, 𝜎)] the single-electron

kinetic energy, is in principle also a functional of the spin density.

And all many body effect of exchange-correlation are now grouped

within the exchange-correlation energy 𝐸𝑥𝑐[𝑛].

Now if we compare eq. 2.4 and eq. 2.6 we can rewrite 𝐸𝑥𝑐 into:

𝐸𝑥𝑐 = 𝑇̂ − 𝑇𝑠[𝑛(r, 𝜎)] + 𝑉̂𝑖𝑛𝑡 − 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝑛(r, 𝜎)] (2.7)

And now it becomes apparent that 𝐸𝑥𝑐 is the difference in kinetic and

internal interaction energies between the true interacting many body-

system and our fictitious independent-particle system.

Achieving self-consistency

Figure 2.1: The Self-consistent Kohn-

Sham cycle from Martin [37]. One note

here - the electron density here is ob-

tained by the sum of over the states and

their occupation numbers 𝑓 𝜎
𝑖

. The equa-

tions use potentials rather than energies.

The potentials (i.e.𝑉𝑥𝑐 ) are obtained as

functional derivatives with respect to the

density at a point r.

Now to obtain a useful solution of this auxiliary system we must minimise

the problem with respect to either the density 𝑛(r, 𝜎), or the effective

potential 𝑉𝜎
𝑒 𝑓 𝑓

(r), as can be seen in fig. 2.1.

Now to do this we have to vary the wave-functions and apply the chain

rule to eq. 2.6, giving us a Schrödinger-like equation:

(𝐻𝜎
𝐾𝑆 − 𝜀𝜎𝑖 )𝜓𝜎

𝑖 (r) = 0

Where 𝐻𝜎
𝐾𝑆(r) = −1

2

∇2 +𝑉𝜎
𝐾𝑆(r)

With 𝑉𝜎
𝐾𝑆(r) = 𝑉𝑒𝑥𝑡(r) +

𝛿𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒
𝛿𝑛(r, 𝜎) + 𝛿𝐸𝑋𝐶

𝛿𝑛(r, 𝜎)
= 𝑉𝑒𝑥𝑡(r) +𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒(r) +𝑉𝜎

𝑋𝐶(r)

(2.8)
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The equations labelled 2.8 are the actual Kohn-Sham equations. The

equations are of single particle form and the potential and density must

be found self consistently as per figure 2.1. The density is obtained

by summing over the occupied single-particle orbital densities. Moreover

due to the Hohenberg-Kohn the ground state density should uniquely

determine the potential at the minimum.

The success of this formalism is that we now have now separated the large

intractable problem into smaller independent and tractable problems where

the interaction is handled by this exchange-correlation functional.

2.1.3 Exchange Correlation Approximation Functionals
Figure 2.2: The "Jacobs Ladder" of den-

sity functional approximations, adapted

from the publication of John P. Perdew

and Karla Schmidt [38]. The accuracy

of the computational results is said to

increase as you approach the "top".

As discussed previously, we now need to define an exchange-correlation

functional. Now technically H-K would tell us that for a given system there

is a unique functional that is exact, but in reality those do not exist and

the available exchange-correlation functional are all but approximations.

To preface this discussion John P. Perdew and Karla Schmidt [38]

[38]: Perdew et al. (2001), Jacob’s ladder
of density functional approximations for the
exchange-correlation energy

have

coined a term - the "Jacobs Ladder" of density functional approximations

i.e. a sort of a ranking of accuracy and computational cost / complexity.

I will only compare the functional I will use in ascending order of the

Jacobs ladder, or ones that are fundamental and appear very often in

the sources, this means that this is in no way an exhaustive or complete

comparison.

Preface Hartree - Fock

While not an exchange correlation functional in the KS sense, its useful

to understand this method to know the pitfalls and strong points of

some of the available functionals. Long before the HK and KS theorems,

the scientific community already saw the intractability of the problem

described by eq. 2.1 and they were looking for solutions.

There were two popular approaches - solving a completely non-interacting

electron problem called "Hartree method" [50 from Martin] (Yes the same

guy as before)
4

4: The Hartree method involves solving

individual electron WF’s in individual

orbitals, and since each of these is a solu-

tion, then by proxy the product of these

solutions should at least be an approxi-

mation to the many body solution. These

electrons interacted with a central po-

tential caused by all other electrons and

the nuclei. Self interaction was remedied

by subtracting an orbital dependant self-

term. Since the development of "Hartree-

Fock" the effective Hartree potential has

been made orbital independent still with

the self interaction problem.
, or one where the electrons only obey the Pauli exclusion

principle - the "Hartree-Fock" method. The method is a modification to

the former done in 1930 by Vladimir Aleksandrovich Fock. [Ref 53 in

Martin]. Here the Antisymmetrization is done explicitly via the Slater

Determinant:

The 𝜙 (r, 𝜎) are the single particle "spin-

orbitals", which have to be independent

and are often chosen to be orthonormal

for simplicity. Φ here is the approxima-

tion to the many body wave-function.

Φ =
1√
𝑁 !

����������
𝜙1 (r1 , 𝜎1) 𝜙1 (r2 , 𝜎2) 𝜙1 (r3 , 𝜎3) . . .

𝜙2 (r1 , 𝜎1) 𝜙2 (r2 , 𝜎2) 𝜙2 (r3 , 𝜎3) . . .

𝜙3 (r1 , 𝜎1) 𝜙3 (r2 , 𝜎2) 𝜙3 (r3 , 𝜎3) . . .

. . . . . .

. . . . . .

���������� (2.9)

This Slater determinant is the correct solution of the SEQ of N non-

interacting electrons. It embodies the Pauli principle which is a conse-

quence of the fact that fermions need to have antisymmetric wavefunc-

tions.

Now if we take the Hamiltonian in eq. 2.2 and simplify it using the new

wave-function :
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⟨Φ|𝐻̂|Φ⟩ =
∑
𝑖 ,𝜎

∫
dr𝜓𝜎∗

𝑖 (r)
[
−1

2

∇2 +𝑉ext(r)
]
𝜓𝜎
𝑖 (r) + 𝐸𝐼𝐼

+ 1

2

∑
𝑖 , 𝑗 ,𝜎𝑖 ,𝜎𝑗

∫
drdr′𝜓𝜎𝑖∗

𝑖
(r)𝜓

𝜎∗
𝑗

𝑗
(r′) 1

|r − r′|𝜓
𝜎𝑖
𝑖
(r)𝜓𝜎𝑗

𝑗
(r′)

− 1

2

∑
𝑖 , 𝑗 ,𝜎

∫
drdr′𝜓𝜎∗

𝑖 (r)𝜓𝜎∗
𝑗 (r′) 1

|r − r′|𝜓
𝜎
𝑗 (r)𝜓𝜎

𝑖 (r′)

(2.10)

Looking at eq. 2.10, the first line is quite familiar, the second line is the

Hartree potential seen before, but the third line is the Fock exchange. The

notable feature here is that, while the Hartree term has a self interaction

error, this error is cancelled by the same counting error in the Fock

exchange. This property is very useful to make the relation nr. 2.7 work.

This cancellation will return and feature prominently when discussing

Hybrid functionals later.

The HF equations are single-particle equations with no correlation, so

there is no long-range screening of the Coulomb interaction by the

dielectric constant of the material, and the thermochemical predicting

power is bad. Hence they are not used in this thesis.

LSDA

LSDA (which is the spin polarized version [39] of LDA)
5

is one of the5: Local Spin Density Approximation

and Local Density Approximation re-

spectively

simplest exchange correlation approximations. By observing at how the

community has gone about constructing it (and its versions), we can

learn a bit on how the community approaches understanding, building

and using these exchange correlation functionals.

The basic idea behind this approximation is that you treat the electron

density as uniform across your space, also known as a Homogeneous

Electron Gas.

To begin we rewrite the energy term in an integral with the density, and

also separating the exchange part and the correlation part:

𝐸𝐿𝑆𝐷𝐴𝑥𝑐 [𝑛(r, 𝜎)] =
∫

𝑑3r𝑛(r)𝜖ℎ𝑜𝑚𝑥𝑐 [𝑛(r, 𝜎)]

=

∫
𝑑3r𝑛(r)

[
𝜖ℎ𝑜𝑚𝑥 [𝑛(r, 𝜎)] + 𝜖ℎ𝑜𝑚𝑐 [𝑛(r, 𝜎)]

] (2.11)

Now luckily the exact solution for the homogeneous electron gas is

known exactly, and thus the for the spin polarized version
6

we write:6: For LDA its:

𝜖ℎ𝑜𝑚𝑥 [𝑛(r, 𝜎)] = − 3

4

(
3

𝜋

) 1

3

𝑛
4

3

𝜖ℎ𝑜𝑚𝑥 [𝑛(r, 𝜎)] = −6

(
3

4𝜋

) 1

3

1

𝑛

(
𝑛

4

3 (𝜎 =↑) + 𝑛 4

3 (𝜎 =↓)
)

(2.12)

This comes from an exact solution from Dirac, its sometimes called Slater

exchange, Hartree-Fock-Slater.Most of the correlation expressions are

functions of 𝑟𝑠 or the local Seitz radius,

which is defined as a radius of a sphere

containing on average one electron, this

depends on the electron density of your

system.
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Now since HF is still an approximation, there were missing pieces to the

puzzle, namely correlation. Correlation is simply the working name for

"the rest" which makes the relation 2.7 work.

People have obtained an expressions for correlation of the homogeneous

electron gas in many ways. It has been calculated to great accuracy using

Monte Carlo methods [40] and there are attempts to obtain it via analytic

methods [41]. However the most used ones in practice are the complicated

fits and parametrizations of the former
7
. [42, 43] 7: An example that fits the margins is a

part of the Perdew-Zunger one, for when

𝑟𝑠 < 1:

𝜖𝑃𝑍𝑐 (𝑟𝑠 ) = −0.0480 + 0.0311 ln 𝑟𝑠

−0.0116𝑟𝑠 + 0.0020𝑟𝑠 ln 𝑟𝑠

it is easy to see that these expressions

tend to get jazzy.

Surprisingly LSDA works well, yielding lattice parameters a few percent

off the experimental ones, and reaction energies not that far off. Besides

the obvious issue of uniform electron density, there is another one. Since

we are using the Hartree potential and therefore integrating over our

electron distribution, our electrons suffer from self interaction error which

leads to over de-localisation of our electrons as they over-interact. And

most importantly for this project the bandgaps are always underestimated

or not there when comparing to experiment. This however is a general

problem of KS DFT with local potentials. [44] [44]: Perdew et al. (2017), Understanding
band gaps of solids in generalized Kohn–
Sham theory

GGA - PBE - Perdew–Burke–Ernzerhof

After LSDA the next logical step would be to include the non-homogeneity

of the electron density in our functional. The way it is done is by adding

Taylor expansions of the density gradient (∇𝑛(r, 𝜎)) to the functional.

[45] The gradient is added as as a functional in the following way:

𝐸𝐺𝐺𝐴𝑥𝑐 =

∫
𝑑3r𝑛(r)𝜖ℎ𝑜𝑚𝑥𝑐 [𝑛(r, 𝜎)] 𝐹𝑥𝑐 [𝑛(r, 𝜎),∇𝑛(r, 𝜎)] (2.13)

Just as before the functional 𝐹𝑥𝑐 = 𝐹𝑥 + 𝐹𝑐 is mostly split into two, where

each part is handled separately. For 𝐹𝑥 a gradient dependant enhancement
factor is added which simply scales the LSDA exchange. Correlation again

is handled in evermore complicated ways.

The most known and used one is called PBE [46] with the name being an [46]: Perdew et al. (1996), Generalized Gra-
dient Approximation Made Simple

abbreviation of the authors surnames. In PBE the enhancement factor is:

𝐹𝑃𝐵𝐸𝑥 = 1 + 𝜅 − 𝜅

1 + 𝜇𝑠/𝜅 , where 𝑠 =
1

2(3𝜋2)1/3

|∇𝑛(r)|
𝑛(r)4/3

(2.14)

And 𝐹𝑐 in this case gets an added function which depends on s

s is the scaled-dimensionless gradient

defined in eq. 2.14

, 𝑟𝑠
and the spin polarization 𝜁. As the correlation expression for LSDA was

already too complicated to include, it is easy to understand that the one

for PBE is even more complicated.

Compared to LSDA, PBE and most other GGA’s under-bind molecules

(LSDA over-binds), that is to say their SC lattice parameters are larger

than experimental[47]

[47]: Filippi et al. (1994), All-electron local-
density and generalized-gradient calcula-
tions of the structural properties of semi-
conductors

. However GGA’s do improve the description of

structural properties, cohesive energies and magnetism, even when you

exclude specialized GGA’s. But most of our LSDA woes are still present -

there is still the self interaction error. To add to this the problem, band

gap reproduction problem is quite fundimental within DFT,
8

8: The fundimental band gap is defined

as the Ionisation potential - Electron affin-

ity:

𝐸𝑔𝑎𝑝 = 𝐼𝑃(N) − 𝐸𝐴(N)
≠ 𝜖𝐿𝑈𝑀𝑂 (N) − 𝜖𝐻𝑂𝑀𝑂 (N)

, which is not the KS band gap. The dif-

ference is a derivative discontinuity that

none of the local XC-functionals (LSDA,

PBE) posses

and it is

not easy to solve.
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Hybrid - HSE - Heyd–Scuseria–Ernzerhof

Now we step up the ladder again and arrive at Hybrid functionals. The

idea of one is very simple, you mix an Exchange Correlation Approx-

imation (LSDA, GGA or meta-GGA) functional with some exact Fock

exchange. [49, 50] The reason for doing this this being the cancelling ofInitially it would seem logical to only use

Fock Exchange but as it turns out that

is also not that optimal and the current

fractional and range separated mixing

methods have their merit. [48]

the 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒 self interaction error. In the HF section it was shown that

the double counting in both HF terms leads to cancellation of the self

interaction error.

There are two types of implementations; Ones where the mixing is

fractional everywhere
9
, and fractional-range-separated as in HSE [53].9: For example : PBE0 [51, 52]

𝐸PBE0

xc
=

1

4

𝐸HF

x
+ 3

4

𝐸PBE

x
+ 𝐸PBE

c

.

[53]: Heyd et al. (2003), Hybrid functionals
based on a screened Coulomb potential

In a range separated Hybrid functional the slowly decaying HF exchange

is only mixed in the short range and in the long range the XC functional

takes over.

Here I am going to discuss HSE06 [54], it mixes the HF exchange with

[54]: Paier et al. (2006), Screened hybrid
density functionals applied to solids

PBE with a range separation parameter 𝜇 = 0.2 :

𝐸HSE

xc
=

1

4

𝐸HF,SR

x
(𝜇) + 3

4

𝐸PBE,SR

x
(𝜇) + 𝐸PBE,LR

x
(𝜇) + 𝐸PBE

c
(2.15)

The 𝜇 dependence here comes from a change in the Coulomb kernel:

1

𝑟
= 𝑆𝑅𝜇(𝑟) + 𝐿𝑅𝜇(𝑟) =

erfc(𝜇𝑟)
𝑟

+ erf(𝜇𝑟)
𝑟

(2.16)

Figure 2.3: The HSE06 range-seperated

kernel compared to the classic Coulomb

kernel.[55] The

erfc(𝜇𝑟)
𝑟 follows

1

𝑟 at the

beginning but asymptomatically goes to

zero. While its long range counterpart

erf(𝜇𝑟)
𝑟 starts at a set small value but even-

tually tends to the
1

𝑟 in the long range.

Both of the functions (erfc, erf) are essentially Gaussian softened step

functions to reduce numeric problems. Since this is a soft drop off, the

switch is very gradual, but the critical point is the screening radius 𝑟𝑠 =
2

𝜇

which is 10 Å for HSE06. At this point the short range part has decayed

to zero and the long range part follows the Coulomb kernel
1

𝑟 .

HSE06 has two limiting cases; with𝜇 = 0

you obtain PBE0 and with 𝜇 → ∞ you

obtain PBE

The advantages seem clear - Exact exchange for local part of the density

and a "cheaper" long range part for faster computation. But again this is

still a non-local operator, this means that the KS scheme is minimized

with respect to the orbitals and not density. To evaluate the Fock exchange

operator one has to work with orbitals instead of densities and preform a

complex integral over all of real space. Both of these mean that you suffer

a large computational penalty compared to density only functionals.

But at the end of the day the description is improved as minimize

the self interaction error, but now we have another problem - in cases

where one electron is present the correlation part of the admixture still

can overcompensate for the SI correlation. This is largely why the HF

exchange is only partially mixed. Moreover by including this exchange

we now concede bond energy error [56] in favour of better localisation

error, so at best its a trade-off.

DFT+U - PBE+Dudarev’s U

One of the original reasons people developed methods beyond GGA

was to correct for the over-de-localisation. And as it turns out there is a

cheaper way to do it: Hubbard-U [57].[57]: Hubbard (1965), Electron correlations
in narrow energy bands - iv. the atomic rep-
resentation
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This formalism adds two orbital dependant parameters: J - Local ex-

change strength and U - Coulomb repulsion. The J parameter enhances

the strength of the exchange correlation hole, this favours single spin

occupancy and de-localisation. The U parameter on the other hand en-

compasses the coulomb interaction between electrons and neighbouring

atom electrons, it favours full occupancy and localisation. Since these

are competing interactions the implementations often only consider an

effective𝑈𝑒 𝑓 𝑓 (= 𝑈 − 𝐽) [58]. Hartree used to subtract the self interac-

tion per orbital in his method, this is an-

other method where you subtract some

orbital dependant energy, so in essence

we are back where we started

However there is a fundamental problem of orbital based treatments -

there is no unique way to identify local orbitals in an extended system,

and the treatments themselves are somewhat empirical 10
to put it so, with

10: Attempts at grounding the U param-

eter try to connect it to more complicated

theories [59].

no real consensus on the right implementation [60].

There are a couple of different implementations of the U parameter, here

I will be discussing a simplified rotationally invariant one from Dudarev

et al [61] applied on top of PBE: [61]: Dudarev et al. (1998), Electron-energy-
loss spectra and the structural stability of
nickel oxide: An LSDA+U study

𝐸𝑃𝐵𝐸+𝑈 = 𝐸𝑃𝐵𝐸+
𝑈𝑒 𝑓 𝑓

2

∑
𝜎

[(∑
𝑚1

𝑛̂𝜎
𝑚1 ,𝑚1

)
−

( ∑
𝑚1 ,𝑚2

𝑛̂𝜎
𝑚1 ,𝑚2

𝑛̂𝜎
𝑚2 ,𝑚1

)]
(2.17)

Where 𝑛̂𝜎
𝑚1 ,𝑚2

are the site occupancy matrices of magnetic quantum

number 𝑚. The added term goes to zero if matrices are idempotent
11

, 11: Idempotency mathematically means

𝑛̂𝜎 = 𝑛̂𝜎 𝑛̂𝜎 which only happens if the

eigenvalues are 1 or 0. If this is the case

then the two sums in eq. 2.17 are the

same and there is no penalty.

which only happens if levels are fully occupied or fully unoccupied, i.e.

you introduce a penalty for non integer occupancy.

We know that GGA’s over de-localise, so the U is exactly what we need.

This helps with the localisation of the complicated Transition metal (TM)

oxide open shell electrons [62], as his method quite literally adds a penalty

for over-de-localisation. And since you only do a simple projection on top

of a KS calculation there is almost no computational penalty. Studies also

show that the use of U parameter can lead to a better de-localisation error

compared to hybrid functionals [56]. The only caveat is that U parameters

are system specific, and there is no one single U parameter for a system

that will allow you to correctly describe all the properties of the system,

so one must choose wisely and substantiate their choice.

2.2 Methods

Here the more practical implementation as found in VASP is going to

be detailed, together with my choices when doing computation. The

implementation within VASP also dictates the methods I can use and

thus also the choices I can make.

2.2.1 Augmented plane waves and basis sets

There are some inherent issues with solving the KS equations in a real

numeric setting; Near the atoms themselves the kinetic energy of the

electrons is very large, resulting in rapid oscillations in the wave function

and thus requiring fine grids to capture this, however the large kinetic

energy term means that the environment itself has little influence on the
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wave function, so you don’t need a big basis set, just fine grids. On the

other hand, between the atoms in the bonding region the kinetic energy is

small and the WF is smooth, yet quickly changing and sensitive to the

environment. Meaning that a good description here requires a large basis

set. Its easy to recognise that they are competing issues, and sating them

both is very costly, thus there must come some solution. There are three

satisfying solutions available:

1. Basis functions that resemble atomic orbitals. The atomic region

only needs a few, and bonding is described by the overlapping tails

of these functions.

2. Pseudopotentials, which regard an atom as a perturbation of the

free electron gas. For this problem the natural basis functions are

plane waves. Plane wave basis sets are complete and good for

smooth wave functions. Their problem arises with their simplicity,

where you need an exceedingly large amount of them to describe

fluctuations of the WF near he nucleus. Moreover all the information

on the charge density and WF near the core is lost.

3. Augmented-wave methods which could be considered as a combi-

nation of the former. One uses atom-like wavefunctions near the

nuclei and a specific set of functions - envelope functions for the

bonding in between. Thus the space is divided into atom centred

spheres separating the atomic regions and the interstitial region. The

partial solutions are matched by equating their derivatives at the

the boundary of the spheres.

It is useful to highlight why Plane waves are a logical choice when dealing

with solids. Solids exhibit a periodic nuclei structure whose periodicity

(and symmetry) in 3D space is characterised by its Bravais lattice. It is

by this fact that electrons within a solid experience a periodic potential

landscape, with the relationship between the electronic eigenstates and

this periodicity being the subject of Bloch’s theorem which states:

Theorem 2.2.1 The eigenstates 𝜓 of the one-electron Hamiltonian in periodic
potential 𝑈(r + R) = 𝑈(r) for all R of the Bravais lattice, can be chosen to
have the form of a plane wave times a function with the periodicity of the
Bravais lattice:

𝜓𝑛k(r) = 𝑒 ik·r𝑢𝑛k(r), (2.18)

where
𝑢𝑛k(r + R) = 𝑢𝑛k(r) (2.19)

for all R in the Bravais lattice. 12

12: The index n is known as the band

index, as for a given k there are many

independent eigenstates.

Combining the two relations in the Theorem gives:

𝜓𝑛k(r + R) = 𝑒 ik·R𝜓𝑛k(r) (2.20)

From which the alternate formulation follows - The eigenstates of the

Hamiltonian can be chosen so that associated with each 𝜓 is a wave

vector k such that eq. 2.20 is fulfilled for every R in the Bravais lattice.

13
13: R is a general Bravais lattice vector

given by R = 𝑛1a1 + 𝑛3a2 + 𝑛3a3 and

k is the corresponding reciprocal space

vector k = 𝑥1b1 + 𝑥2b2 + 𝑥3b3 such that

b𝑖 · a𝑗 = 2𝜋𝛿𝑖 𝑗

Thus one can see that plane waves and their associated wave vectors

naturally describe problems of motion in periodic potentials.
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Thankfully there has been a lot of work done on this complicated subject

of basis sets, and the most frequently used implementation for solids is

the Projector augmented-wave formalism. Projector augmented-waves

(PAW) as introduced by Peter E. Blöchl [63], is an energy and potential [63]: Blöchl (1994), Projector augmented-
wave method

independent version of the Augmented-wave method. It must be noted

that the implementation within VASP by Kresse and Joubert [64] is [64]: Kresse et al. (1999), From ultrasoft
pseudopotentials to the projector augmented-
wave method

slightly different than the original version by Blöchl. We still feature

augmentation spheres. Meaning the problem is still subdivided into two

by the radii 𝑟𝑐,𝑅 cantered around the atomic site at ®𝑹𝑅. These radii are

sometimes chosen to be the ionic radii, but within VASP they are also

often chosen to be half the nearest neighbour distance. The inside and

outside of these spheres are handled differently, with the derivatives at

the edge matched.

The main idea of this method is to map the physical one-particle WF’s��𝜓𝑛〉 to some auxiliary

��𝜓̃𝑛〉 which is smooth and numerically convenient

using a transformation operator:

��𝜓𝑛〉 = T̂
��𝜓̃𝑛〉 (2.21)

The auxiliary WF’s are simply the plane wave parts of the full WF’s,

which translate into the WF’s of the pseudopotenital approach.

Further we know that the full WF is more complete thus we can write the

transformation as an identity and the sum of atomic contributions Ŝ𝑅

T̂= 1̂ +
∑
𝑅

Ŝ𝑅 (2.22)

Since Ŝ𝑅 is each atoms local contribution it is defined in terms of all

electron (AE) partial waves

��𝜙𝑖〉 which are the solutions of the Schrödinger

equation for the isolated atoms at a specific energy 𝜖𝑖 and for a specific

angular momentum 𝑙𝑖 .

𝜓(®𝑟) =
∑
𝑖∈𝑅

𝜙𝑖(®𝑟)𝑐𝑖 for

���®𝑟 − ®𝑅𝑅
��� < 𝑟𝑐,𝑅 (2.23)

Since the frozen core approximation is being used, the density and energy

of the core electrons of isolated atoms. And the transformation T̂only

produces WF’s that are orthogonal to the core electrons, while the core

electrons are treated separately. Meaning that these atomic partial waves

only include valence states that are orthogonal to the core WF of the

atom. And for these partial waves

��𝜙𝑖〉 we also choose auxiliary waves��𝜙̃𝑖〉 such that:

��𝜙𝑖〉 =

(
1̂ + Ŝ𝑅

) ��𝜙̃𝑖〉 for 𝑖 ∈ 𝑅

Ŝ𝑅
��𝜙̃𝑖〉 =

��𝜙𝑖〉 − ��𝜙̃𝑖〉 (2.24)

The pseudo partial waves

��𝜙̃𝑖〉 are equivalent to the AE partial waves

outside a core radius 𝑟𝑐,𝑅 and match continuously onto

��𝜙𝑖〉 inside the

core radius:
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𝜙𝑖(®𝑟) = 𝜙̃𝑖(®𝑟) for 𝑖 ∈ 𝑅 and

���®𝑟 − ®𝑅𝑅
��� > 𝑟𝑐,𝑅 (2.25)

The partial waves are not bound states

so they are not normalizable unless you

truncate them beyond 𝑟𝑐,𝑅 .

Now to be able to work the transformation operator on an arbitrary

auxiliary wavefunction we need to define it into the auxiliary partial

waves:

𝜓̃(®𝑟) =
∑
𝑖∈𝑅

𝜙̃𝑖𝑐𝑖 =
∑
𝑖∈𝑅

𝜙̃𝑖(®𝑟)
〈
𝑝̃𝑖

��𝜓̃〉
for

���®𝑟 − ®𝑅𝑅
��� > 𝑟𝑐,𝑅 (2.26)

This is done with the help of the projector functions

��𝑝̃𝑖〉. Now one

can apply Ŝ𝑅 to the the previous expression to obtain the true wave

function:

��𝜓𝑛k
〉
=

��𝜓̃𝑛k
〉
+

∑
𝑖

(��𝜙𝑖〉 − ��𝜙̃𝑖〉) 〈𝑝̃𝑖 ��𝜓̃𝑛k
〉

(2.27)

With the auxilarry wavefunction and the auxillary partial wave being

expressed in term of a plane wave sum:

〈
r | 𝜓𝑛k

〉
=

1

Ω1/2

∑
G
𝐶𝑛kG𝑒

𝑖(G+k)·r
(2.28)

Here Ω is the volume of the Wigner - Seitz cell, and G is the wave vector

in question. These wave vectors go to up to G𝑚𝑎𝑥 which in VASP is

defined by the plane wave cut-off energy:

𝐸𝑃𝑊 =
ℏ2G2

𝑚𝑎𝑥

2𝑚𝑒
(2.29)

The energy here is given in Rydberg units of energy [Ry]. There are more

considerations to be made when calculation the electron density using

this plane wave representation shown here, but they are not discussed

here.

2.2.2 Structure optimization

As part of this research the structures are optimized. While the reasons

why one might want to do it are obvious, the methods are not, this

chapter is dedicated to how.

As we saw in eq. 2.1 part of the total energy of our system comes

from nuclei - nuclei interaction of nuclei located at R1 ,R2 . . .RM. Thus

our potential energy of this interaction is a function of these locations.

And there is an equilibrium structure, for which the potential energy is

minimum:

𝑈(R𝑒𝑞

1
,R𝑒𝑞

2
...R𝑒𝑞

𝐾
) = min𝑈(R1 ,R2 . . .R𝐾) (2.30)

While this is a useful relation it is not particularly helpful. If you start

with locations R1 ,R2 . . .RM you do not a priori know where to go in this

three dimensional potential landscape. You could try and move in a
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random direction and see if it helps, but this is very time consuming, and

you will spend time calculating steps that do not contribute to lowering

of the energy in any way. Lucky there is a better way, you could move in

the direction of the forces
14

: 14: Writing the force as the negative gra-

dient of the potential energy arises from

solving the Lagrangian of the second

kind with the Lagrangian of the N parti-

cle system 𝐿 =
∑𝑁
𝑖=1

𝑚𝑖v2

𝑖
−𝑉(r𝑖)

F𝐼 = −∇𝐼𝑈(R1 ,R2 . . .R𝐾); 𝐼 = 1, 2 . . . 𝐾. (2.31)

Where the ∇𝐼 denotes the gradient with respect to the ionic position R𝐼 .

Now we just need to know how to calculate the forces. This is where we

can use the Hellman-Feynman [65] theorem. [65]: Feynman (1939), Forces in Molecules

Theorem 2.2.2 The Hellmann-Feynman theorem states that given the solu-
tions to the Schrödinger equation 𝐻̂𝜆𝜓𝜆 = 𝐸𝜆𝜓𝜆, where the Hamiltonian 𝐻̂𝜆

depends on a parameter 𝜆, and 𝜓𝜆 is a normalized function,
〈
𝜓𝜆

��𝜓𝜆

〉
= 1,

the following relation holds:

𝑑𝐸𝜆

𝑑𝜆
=

〈
𝜓𝜆

��𝑑𝐻̂𝜆

𝑑𝜆

��𝜓𝜆

〉
(2.32)

Now within DFT we do not have this classic potential energy expression,

but we do have the Hamiltonian which depends on the ionic positions

R𝐼 , so we can express the force in this way:

F𝐼 = −∇𝐼𝐸0 =
〈
𝜓0(R)

��∇𝐼𝐻̂[R]
��𝜓0(R)

〉
(2.33)

Which in this case comes down to the difference in nuclei-nuclei and

electron-nuclei interactions, and these depend on your ground state

density, which again depends on 𝐸𝑥𝑐 . The way you approach this self

consistently is that you converge a KS calculation, then from the GS

density you calculate the forces. Then you move the nuclei and begin

again.

2.2.3 Charge analysis methods

The main goal of this thesis is evaluating possible charge transfer. To do

this we need to define what we consider charge belonging to an atomic

site. There are 2 (4) I will discuss here. These two ways we can divide

into two groups:

1. Charge density based methods - Bader charge analysis (Density

integration)

2. Wave function based methods - Löwdin (Mulliken) population

analysis

Bader charge analysis

Since we are explicitly dealing with charge densities, the simplest way to

find out how much charge is at some location R is to simply integrate the
charge. Now, for this integral, how do you define where one atom ends

and another one starts?
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If we view atoms as spheres held together by bonding sticks, then the

logical way is to integrate all the charge density in this sphere. This is still

done very often, and was also used as proof in the computational paper

by Zhong and Hansmann. The radius often chosen is the Wigner–Seitz

radius 𝑟𝑠
15

. This radius is defined as the radius of a sphere which has the15: This is the same 𝑟𝑠 as discussed in

the LSDA section.
average volume of an atom in the bulk solid of said material.

So if we wanted to know say the WZ

radius of Iron, we could take one mol of

solid Fe and measure its volume, then

divide this volume by the Avogardo num-

ber and obtain the volume of the sphere

whose radius is the WZ radius.

As one might imagine a value extrapolated from a bulk of a monolithic

material does not always work in complex materials, especially when

the material exhibits covalent bonding. Nevertheless I will provide this

value for the bulk materials as a reference point.

Another way to define where one atom ends and the other begins is to

look at the charge density. If we think of atoms as these blobs of electronic

densities as it is often depicted in chemistry books when talking about

bonding, then we can just find the place where the density is at the

minimum and cut the atom off there.

A visual example seen in figure 2.4, it is easy to see where one would

"cut" to obtain the densities belonging to each of the atoms.

This approach was defined by Richard F.W. Bader [66], the exact way[66]: Bader (1985), Atoms in molecules
of "cutting" the density in 3D is mathematically involved and further

discussed in his publications, hence it will not be discussed here.

Figure 2.4: A representation of hydrogen

bonding with the resultant molecular

orbital being the blue line, taken from

[67].

The exact code used to compute the Bader charges is described in [68],

[68]: Tang et al. (2009), A grid-based Bader
analysis algorithm without lattice bias

and was written for VASP by members of the Henkelman Group.

The only gripe with this method is that in cased where covalent or

metallic bonding takes place, it can locally over-predict the actual charge

at a site as this technique does not bode well with "shared" electrons.

Thus making covalent bonding look more ionic.

Löwdin (Mulliken) charge analysis

The Löwdin (and Mulliken) way of approaching charges is based on

wavefunctions and their interactions. This method is rooted in the idea of

Linear Combination of Atomic Orbitals - LCAO, where we can express

the Molecular orbital 𝜙 as a sum of Atomic orbitals 𝜒:

𝜙𝑖 = 𝑐𝑖 𝑗𝜒𝑗 + 𝑐𝑖𝑘𝜒𝑘

A visual representation of this can be seen in figure 2.4 again, here the

two purple atomic orbitals form the blue molecular orbital. The middle

part where they intersect is the overlap population between two orbitals.

When all the overlaps for an orbital are calculated, they are subtracted

from the initial orbital giving net population. Now the gross population of

an orbital 𝜇 overlapping with other orbitals 𝜈 is:

GP𝜇 = NP𝜇 + 1

2

∑
𝜈

OP𝜇𝜈 (2.34)

After that one just adds up the orbital gross populations of the occupied

orbitals, giving you the Mulliken charge of an atom.
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To obtain Löwdin charges, the same method is used but the atomic

basis functions are orthogonalized via application of Löwdins symmetric

orthogonalization (LSO) [69]. This supposedly improves the description [69]: Löwdin (1950), On the Non-
Orthogonality Problem Connected with the
Use of Atomic Wave Functions in the Theory
of Molecules and Crystals

in crystalline solids. Because of this Löwdin population will be used,

in case there is a large discrepancy Mulliken populations will also be

disclosed. (In most cases the difference is not very large)

These methods are heavily influenced by what you consider to be the

atomic orbital. In non plane-wave basis set methods the results are heavily

basis set dependant, in plane wave methods the results depend on your

choice of projections. The exact method used in this work is described

in [70]. This method is part of the LOBSTER package and uses a robust [70]: Ertural et al. (2019), Development of a
robust tool to extract Mulliken and Löwdin
charges from plane waves and its application
to solid-state materials

projection method originally described in [71]. The exact implementation

[71]: Sanchez-Portal et al. (1995), Projec-
tion of plane-wave calculations into atomic
orbitals

of this projection somewhat deviates from the original and is described

in [72].
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With the theoretical basis in place, a good starting place would be

where Zhong and Hansmann left off. In this chapter I will attempt to

reproduce the results of the computational paper and also add 𝐿𝑎𝑁𝑖𝑂3

to these results, as it was not included in the original paper. Furthermore

I will discuss the implications of their assumptions that lead to their

prediction.

3.1 Methods and Reproduction

The paper [15] does not go into very much detail about the calculations [15]: Zhong et al. (2017), Band Alignment
and Charge Transfer in Complex Oxide In-
terfaces

themselves, so I contacted the main author of the paper - Zhicheng Zhong

for more details. This allowed me to perform the same calculations as in

the paper. The methods used were as follows:

1. The calculations were done on PBE relaxed cubic unit cells

2. The modified Becke-Johnson exchange correlation functional [73] [73]: Tran et al. (2009), Accurate Band Gaps
of Semiconductors and Insulators with a
Semilocal Exchange-Correlation Potential

was used to calculate the DoS
1

1: The mBJ functional is a potential only

meta-GGA functional meaning that it

has no definition of 𝐸𝑥𝑐

3. The calculations were not run in a spin-polarized fashion

4. Wannerization
2

2: Wannier functions are an alternative

state representation of periodic systems,

the functions themselves can be consid-

ered molecular orbitals thus giving way to

projections. The process to obtain them

is somewhat involved, and beyond the

scope of this thesis [74].

was performed to obtain the orbital character of

the states

5. The numbers presented as the band averages are the first moments

of the O2p states right below 𝐸 𝑓 and the TM3d states near 𝐸 𝑓

When reproducing the results, I used VASP’s in-built orbital projection

scheme, in which Kohn-Sham states are projected onto spherical har-

monics, to obtain the O 2p and TM 3d density of states. Even though,

this procedure differs from the Wannierization used in [15], the results

are in good agreement, indicating that the details of the orbital projec-

tion scheme and exact definition of the O 2p and TM 3d states is not

relevant.

To obtain the first moments of the O2p states the first fully occupied

state below the Fermi Energy was used, here arises the first problem

encountered. The exact definition of these states is a bit arbitrary as DOS

do not fully go to zero in-between the more pronounced structures, so at

some points one has to make a choice on what to call the state. Here the

state is chosen as the first set of continuous states that span more than

one eV, and whose total state count is similar in number to the ones of a

given TM or La above 𝐸 𝑓 . This meant excluding small sets of states such

as the ones seen in figure 3.2 for 𝐿𝑎𝐶𝑜𝑂3.

In fig. 3.1 I show my reproduction of the results. Here added results of a

hybrid functional are seen, this choice will be explained later. Interestingly

enough, or rather unexpectedly 𝐿𝑎𝑁𝑖𝑂3 does not follow the trend of the

previous materials of an ever rising O2p level average.
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Figure 3.1: Partial remake of the results

found in the fig. 1.6. With 𝐿𝑎𝑁𝑖𝑂3 added

in the same computational fashion, all

results are extended with the results ob-

tained with a spin-polarized HSE06 cal-

culation. Only the O2p states are plotted,

as in the original paper, it is theorised

that only the O2p location with respect

to the Fermi level matters.

Figure 3.2: The DoS plots of select com-

pounds found in the paper. Here the mBJ

functional is also used, however here the

calculation is done in a spin polarized

way. The VASP local projection labels are

added to the legend.

In fig. 3.2 I have plotted select DoS plots calculated the same way as the

paper suggests with the averages of the O2p levels marked with black.

These results were produced with a spin-polarized calculation meaning

that the electron density is separated into up and down populations

as discussed in the theory section. The non-spin polarized results are

qualitatively similar.

Many DoS in fig. 3.2 have La-f states crossing the Fermi level, indicating

that the perovskites are metallic in nature. Firstly from figure 1.2 it is

expected that the A site states should be far from the Fermi level, meaning

that this representation is somewhat un-physical. Secondly many of these

perovskites are not metals, but this will be discussed later.
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3.2 Critique and Explanation

In the light of these results, it is worth pondering upon their validity.

Thankfully as part of the thesis of Kleibeuker there is a handy diagram

highlighting the main electronic properties of the La-TM oxides:

LaMO3 3𝑑𝑥 electronic behavior 𝑈(𝑒 V) Δ(𝑒 V) magnetic behavior

LaTiO3 3𝑑1
MH 0.1 4.5 antiferromagnetic

LaVO3 3𝑑2
MH 1.1 4.0 antiferromagnetic

LaCrO3 3𝑑3
CT - 3.4 antiferromagnetic

LaMnO3 3𝑑4
CT - 1.1 antiferromagnetic

LaFeO3 3𝑑5
CT - 2.2 antiferromagnetic

LaCoO3 3𝑑6
CT - 0.6 paramagnetic

LaNiO3 3𝑑7
metallic - 0 paramagnetic

LaCuO3 3𝑑8
metallic - 0 paramagnetic

Table 3.1: Physical properties of 𝐿𝑎𝑀𝑂3

at low temperatures. An overview from

the PhD thesis of Josee E. Kleibeuker [18]

The table 3.1 contains a lot of information. The second column displays

the number of electrons in the 3d band for each material. The third,

fourth and fifth columns contain information pertaining to the type of

electronic behaviour,a small explanation of their meaning is provided in

the inset figure 3.3.

When comparing the DoS from figure 3.2 to the information found in table

3.1 one can observe that 𝐿𝑎𝑇𝑖𝑂3 is not a Mott-Hubbard insulator, 𝐿𝑎𝐶𝑜𝑂3

is also not a Charge-Transfer insulator. 𝐿𝑎𝐶𝑟𝑂3 might be considered one

if the La-f states are excluded, and 𝐿𝑎𝑁𝑖𝑂3 appears to be metallic as

intended although the states crossing 𝐸 𝑓 are again La-f.

Figure 3.3: A visual explanation of cor-

related oxide insulator and metal types

according to their electronic structures

[75].

So what is the cause of this misrepresentation? Apparently this phe-

nomenon is a known issue when DFT is used to calculate properties

of materials in a way where the real structure or symmetry breaking

properties such as magnetic ordering are not considered. In many places,

and even in the experimental paper [20] discussed previously, this differ-

ence in behaviour is attributed to the failures of DFT to fully describe

correlated materials. This is not the case as illustrated in a landmark

paper by Malyi and Zunger [76]. In this paper they highlight that more

[76]: (2020), False metals, real insulators,
and degenerate gapped metals

often than not it is ones choice of computational simplification that leads

to an incorrect electronic description.

Different causes of incorrect electronic description can be found in fig.

3.4. There are many of them and sadly one cannot be sure which one

is the one needed until it is tried. One thing that we can improve very

quickly is the choice of functional. As described in the theory section

HSE06 is better at describing complicated materials. So the structures

were re-calculated using HSE06. The initial qualitative agreement of

HSE06 results with the results found in the original work of Zhong and

Hansmann can be seen in fig. 3.1.

These calculations can be seen in fig. 3.5. Now if we compare the results

then 𝐿𝑎𝑇𝑖𝑂3 is still a metal however the La-f states have been pushed up

in energy, 𝐿𝑎𝐶𝑜𝑂3 has become an insulator, although it is still arguable

weather or not it is of the Charge-Transfer type. 𝐿𝑎𝑁𝑖𝑂3 is a proper

metal with TM states crossing the Fermi level continuously. 𝐿𝑎𝐶𝑟𝑂3,

just like 𝐿𝑎𝑇𝑖𝑂3 is still a metal, and just like with 𝐿𝑎𝑇𝑖𝑂3 if one would

consider the sub-gap as the actual gap then it would be a Charge-Transfer

insulator.
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Figure 3.4: A table from [76] listing the

most common causes of unexpected elec-

tronic behaviour.

Even though this is not perfect the results seem to be more in line with

experimental observations, and pen-and-paper predictions. In light of

this improvement we can reproduce a version of fig. 1.6 with HSE06, this

reproduction is displayed in fig. 3.6.

In this reproduction it can be seen that the trend still continues if the

data is extracted and processed the same way it was done in the Zhong

paper, with 𝐿𝑎𝑁𝑖𝑂3 still being an outlier. Nevertheless, the new-found

idea, or rather a glaring problem of correct material representation leads

to a rethinking of the validity of the theoretical predictions of Zhong and

Hansmann.

If we take our DoS and try to visualize the kind of band alignment driven

charge transfer between two of these materials, one quickly comes across

a conceptual problem. Such a plot can be seen in fig. 3.7. In this plot

the DoS of the two perovskites are aligned according to the averages of

the O2p states under 𝐸 𝑓 , just as suggested by Zhong and Hansmann

in fig. 1.5 (c). The black lines are their individual constituent Fermi

levels, and the red line would then be the new Fermi level once the two

materials make contact. Here we see a conceptual problem - if we correctly

predict experimental like insulating behaviour in these materials then

the materials would not have free states to receive electrons at, so this

theory would work if these were metals.

Overall this does not paint a good picture for this band alignment theory.

However we still have to see if if the theory actually fails if we actually

put the two materials together and calculate the superstructure.

Fina
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(a) 𝐿𝑎𝑇𝑖𝑂3 (b) 𝐿𝑎𝐶𝑜𝑂3

(c) 𝐿𝑎𝑁𝑖𝑂3 (d) 𝐿𝑎𝐶𝑟𝑂3

Figure 3.5: The DoS plots of the same

structures as before, but now done with

HSE06.

Figure 3.6: A full remake of the 𝐿𝑎𝑇𝑀𝑂3

series from fig. 1.6 using HSE06 and in-

cluding the TM3d averages
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Figure 3.7: A side-by-side plot of two

DoS around 𝐸 𝑓 with the DoS aligned ac-

cording to their O2p bands as suggested

by Zhong and Hansmann.
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In the light of the Malyi and Zunger paper, it is apparent that modelling

these materials is challenging due to the intricate coupling of structure,

electronic structure, and magnetic properties. In this chapter, I will

validate my computational choices by comparing DFT results for the

relevant bulk TM oxides with experiment. And establish reference values

to be used for examining later calculations.

4.1 Structure and U parameter choice

Structure is one of the main input files in VASP, without it one cannot do

any calculations so it makes sense start here.

When it comes to structure, it is often reported in Hermann–Mauguin

notation, whereas chemists more often refer it in the Glazer notation [77]

[77]: Glazer (1975), Simple ways of deter-
mining perovskite structures

.

The glazer notation describes the structures in terms of the tilting of the

octahedra rather than symmetry operations.

Figure 4.1: The Glazer notation uses let-

ters abc to represent tilts along the axiis.

The use of the same letter twice or more

implies same tilting amplitude. The su-

perscripts +,-,0 describe in phase, out of

phase and zero tilt systems. Image from

[78].

There are far more space groups than glazer tilt systems and the mapping

of tilt systems onto space groups is not unique, but to give the reader a

good understanding of the structural distortions a mapping can be found

in figure 4.2.

Figure 4.2: The dotted lines represent

Landauer phase transitions of the first

kind (they have to be discontinuous).

Adapted from [79], color version from

[80].

In this chapter the both the experimental structures with distortions as

well as the simple cubic (𝑃𝑚3̄𝑚) versions will be explored and their

differences highlighted. These structures are relaxed and their properties

are calculated with PBE+U as well as HSE06. The U parameter is obtained

from literature.

Thankfully the physical structures of these compounds have been well

researched in the past. With large scale studies on the physical properties

such as the one from Koehler and Wollan [81]

[81]: Koehler et al. (1957), Neutron-
diffraction study of the magnetic properties
of perovskite-like compounds LaBO3

being commonplace.
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4.1.1 𝐿𝑎𝐹𝑒𝑂3 Structure

There have been neutron diffraction [81] and powder XRD [82–88]

studies on the 𝐿𝑎𝐹𝑒𝑂3 structure. All of them found the structure to be

orthorhombic in the 𝑃𝑛𝑚𝑎(#62) space group with substantial deviations

from the cubic structure, 𝑎+𝑏−𝑏− in glazer notation. Nevertheless some

still report the pseudo cubic lattice parameters [81, 84]. At a temperature

of around 1228 K (≈ 955
◦𝐶) the material exhibits a phase transition and

turns to 𝑅3̄𝑐 [89], but since this temperature is very high we can ignore

this phase.

Next are the chosen structures which will represent the material, which

can be seen in figures 4.3 and 4.4.

Figure 4.3: The 𝐿𝑎𝐹𝑒𝑂3 𝑃𝑛𝑚𝑎(#62) unit

cell. The image shows connected bonds

and atoms just outside the unit cell, but

the actual cell has four formula units

4𝐿𝑎𝐹𝑒𝑂3.

Figure 4.4: On the right is the 𝐿𝑎𝐹𝑒𝑂3

simple cubic cell. On the left you can

find the psuedocubic cell of the 𝑃𝑛𝑚𝑎
structure with its 𝑎+𝑏−𝑏− distortions as

an illustrative example.

Previous literature has studied the material with the use of GGA and

LDA functionals [90, 91], and it was found that this formalism was

not sufficient to obtain good lattice parameters, bandgaps or magnetic

moments, especially so for the cubic model which is predicted to be

metallic by these functionals. Many authors [91–94] have used a Hubbard
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U parameter to compensate for the problems of (semi)local functionals,

as discussed in Chapter 2.1.3.

And when it comes to the U parameter it seems that GGA+U is better

than LSDA+U at reproducing more of the desired parameters at the same

time, both for the cubic and orthorhombic cases [90, 91, 93].

The limiting range for a U parameter to be used with PBE was set by

Davis George Daniel [87] to be between 4-6 eV. And indeed a choice [87]: Daniel (2014), The Electronic and Ther-
modynamic Properties of Ca doped LaFeO3

– A First Principles Study Using Density
Functional Theory

of U in that range shows a good match with most observables [91]. A

fairly recent in depth analysis of the experimental bandgap, coupled

with a newer study this was revised to 4.64 eV [95], as a better fit for the

bandgap. Thus PBE+4.64U is used for the remainder of this work for

𝐿𝑎𝐹𝑒𝑂3.

The relaxed lattice parameters of both 𝐿𝑎𝐹𝑒𝑂3 structures can be seen in

table 4.1.

Orthorhombic lattice par. Å a b c Cubic lattice par. Å a

Experimental [82–88] 5.553 ± 0.005 5.565 ± 0.003 7.856 ± 0.006 Experimental [81, 84] 3.927

PBE+U (𝑈 = 4.64) 5.503 5.509 7.765 3.941

Error % −0.9% −1% −1.2% +0.4%

Table 4.1: The calculated lattice parame-

ters of 𝐿𝑎𝐹𝑒𝑂3 compared to the experi-

mental ones.

The 𝑃𝑛𝑚𝑎 structure did exhibit slight Jahn-Teller distortions during

relaxation. The glazer tilts were found to be a = 1.25
◦

and b = 8.33
◦
, no

experimental values were found for comparison.

It is quite surprising that the lattice parameters are erred on the negative

side for the Orthorhombic structure. This is much unexpected, largely

due to the fact that one expects GGA functionals to overestimate the

lattice parameters, and also because computational literature also report

overestimation.

There is an explanation to this result. In fig. 4.5b one can see that if the

cell is initialised in a ferromagnetic ground state, the lowest energy lattice

parameters are lower than the experimental ones. On the other hand

the results for the cubic lattice seem fine and in line with expectations,

contrary to what fig. 4.5b might suggest. This probably is caused by the

fact that in [87], the calculations are performed for 2x2x2 cubic cells,

as other sources confirm FM like behaviour for larger cubic supercells

[94].

As this difference is not drastic in this case and the error is in range of

standard GGA over prediction error it is decided to continue with this

structure.

(a) The magnetic ordering relation to the

cubic unit cell size shows that one can enter

a "false ground state".

(b) Unlike for the cubic case, the G type anti-

ferromagnetic structure, is always lowest in

energy for the Orthorhombic cell.

Figure 4.5: Size and magnetism ordering

relation in 𝐿𝑎𝐹𝑒𝑂3 in two different struc-

tures from [87]. The calculations were

done with PBE.
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4.1.2 𝐿𝑎𝐶𝑜𝑂3 Structure

LaCoO3 is a bit more complicated in terms of computational modelling,

as it has a very tight relationship between the physical and electronic/-

magnetic structure with one giving positive feedback to the other and

vice versa; and computational choices such as the choice of a particular

functional also influence this [96, 97].[96]: Rondinelli et al. (2009), Structural
effects on the spin-state transition in epitaxi-
ally strained LaCoO3 films
[97]: Ritzmann et al. (2014), Ab initio
DFT+U analysis of oxygen transport in La-
CoO3: the effect of Co3+ magnetic states

Early papers measuring the structure of 𝐿𝑎𝐶𝑜𝑂3 mention it as distorted
- pseudocubic [98] [99], they report pseudo cubic lattice constants and

rhombohedral angles. Onwards the material is generally reported as

rhombohedral in the 𝑅3̄𝑐(#167) space group [100–103][104]. Some more

[104]: Raccah et al. (1967), First-Order
Localized-Electron ⇆ Collective-Electron
Transition in LaCoO3

recent work [105] using high-resolution x-ray diffraction measurements

[105]: Maris et al. (2003), Evidence for or-
bital ordering in LaCoO3

at 60 K (≈ −213
◦𝐶) concluded that it is the 𝐶2/𝑐(#15) space group. 𝑅3̄𝑐

is a subgroup of 𝐶2/𝑐 with the difference being the latter allows for

Jahn-Teller distortions. It is assumed that these are small, and will arise

from the 𝑅3̄𝑐 (𝑎−𝑎−𝑎− in glazer) structure if relaxed, so 𝑅3̄𝑐 is used.

This reduced symmetry however explains the anomalous behaviour of

lattice parameters seen in fig. 4.6, which would coincide with a phase

transition from 𝐶2/𝑐 to 𝑅3̄𝑐 as predicted in fig. 4.2. So the difference

between the two structures is not nil and leads to measurable differences

[106].

Figure 4.6: Anomalous temperature de-

pendent behaviour of the La-O distance.

[103]

The anomalous lattice behaviour is attributed to the emergence of two

differently sized Co-O octahedra. This splitting is not only thought to be

temperature dependent, but also influenced by other factors as will be

discussed in later sections. The presence of two distinct Co-O distances

can be explained by the fact that high spin Co
3+

has a larger ionic radius

0.61 Å compared to the low spin counterpart Co
III+

with 0.545 Å [107].

This alludes to spin ordering, and shows that distortions and spin go

hand in hand in this material.

As for computational choices James M. Rondinelli and Nicola A. Spaldin

[96] showed in their work that LSDA is already quite good at reproducing

properties of this material, and they established a reasonable upper bound

on the U parameter of 4 eV for LSDA+U. This comes in sharp contrast to

optimal U parameters obtained self-consistently, reported to be double

that [108]. This choice of U parameter was confirmed for PBE by a large

study by J. Buckeridge [109] showing good bandgaps and valence band[109]: Buckeridge et al. (2016), Efficient
and accurate approach to modeling the mi-
crostructure and defect properties of LaCoO3

DoS closely matching with experiment when using PBE+4U. As he

concludes that a U parameter of 4 eV is about as universal as you can get, it

will be used for the remainder of this work.

The structures used here are found in figures 4.7 and 4.8, with their

relaxed lattice parameters found in tables 4.2 and 4.3.
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Figure 4.7: The 𝐿𝑎𝐶𝑜𝑂3 𝑅3̄𝑐(#167) rhom-

bohedral unit cell in its hexagonal rep-

resentation. The extra oxygens bonding

outside the cell bounds are for illustrative

purposes to make the octahedra more dis-

cernible. The actual cell has four formula

units of 4𝐿𝑎𝐶𝑜𝑂3.

Figure 4.8: On the right is the 𝐿𝑎𝐶𝑜𝑂3

simple cubic cell. On the left you can find

the𝑅3̄𝑐 psuedocubic cell with its 𝑎−𝑎−𝑎−

distortions as an illustrative example.

Hexagonal lattice parameters Å a c Cubic lattice parameter Å a

Experimental [81, 98–103, 110] 5.436 ± 0.01 13.107 ± 0.03 Experimental [98, 99, 111] 3.82

PBE+U (𝑈 = 4𝑒𝑉) results 5.544 13.251 3.81

Error % +2.0% +1% +0.2 %

Table 4.2: The calculated lattice param-

eters of 𝑅3̄𝑐 and simple cubic 𝐿𝑎𝐶𝑜𝑂3

compared to the experimental ones.

Surprisingly the 𝑅3̄𝑐 cell did indeed relax into 𝐶2/𝑐 as reported in table

4.3, the normal parameters are also reported in table 4.2.

Monoclinic lattice parameters Å a b c 𝛽 (deg) Co-O1 Co-O2

Maris et al. [105] 5.37 5.433 7.64 90.99 1.874 1.993

PBE+U (𝑈 = 4𝑒𝑉) results 5.442 5.58 7.626 89.2 1.928 2.103

Error % 0.013 % 0.027 % -0.001 % -0.02 % 0.03 % 0.055 %

Table 4.3: The calculated lattice parame-

ters of 𝐶2/𝑐 compared to the experimen-

tal ones. In this structure the two Co-O

distances are discerned.

The substantially better match with 𝐶2/𝑐, the space group which dis-

cerns two separate Co-O distances is a very interesting result. As the

low temperature ground state should be 𝑅3̄𝑐 with this Co-O distance

separation only appearing near room temperature. The tilts found here

were slightly different along each axis but the average was found to be

8.58
◦

which is in agreement with the experimentally determined 8.29
◦

by Vogt et al. [112].
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4.1.3 𝐿𝑎𝑁𝑖𝑂3 Structure

Figure 4.9: Phase diagram of RNiO3 ox-

ides from [113], colour version from [80].

There are quite some studies detailing the physical structure of 𝐿𝑎𝑁𝑖𝑂3.

Besides the aforementioned Neutron diffraction study [81], there is

another large one [114] and some more XRD studies [115, 116].

In the natural unconstrained ground state 𝐿𝑎𝑁𝑖𝑂3 appears to be Rhom-

bohedral in the 𝑅3̄𝑐 symmetry group and thus has the corresponding

glazer notation of 𝑎−𝑎−𝑎−. There is a phase transition from 𝑅3̄𝑐 to 𝑃𝑚3̄𝑚

(simple cubic), which was predicted [117] and observed [118]. It hapens

above T=1000k (≈ 727𝐶), so its safe to say that this phase is not observed

anywhere near room temperature as one can seen from the phase diagram

in 4.9, and therefore it is not considered here.

In general the Rhombohedral phase is not something one would expect

here knowing that this material is 3𝑑7
from table 3.1, and that it is low spin.

With one 𝑒𝑔 atom, normally this would lead to Jahn-Teller distortions,

but here it does not. The origin of this unexpected phase is explained by

the complex bonding environment [119].

As for the computational details, Gou et al [120] did a large computational[120]: Gou et al. (2011), Lattice normal
modes and electronic properties of the corre-
lated metal LaNiO3

study on the ground state properties of 𝐿𝑎𝑁𝑖𝑂3 using many functionals.

They find a self consistent U parameter of 5.74 eV, and highlight a

good match with a U parameter found (5.7 eV) when fitting results of

a many body approach (GWA) [121]. These results however were not

very promising. Luckly there is a paper of a very similar system to what

we want to look at - a many unit cell 𝐿𝑎𝑁𝑖𝑂3 system - from Baeumer

et al. [122]. Here they saw a good correspondence with UPS spectra[122]: Baeumer et al. (2021), Tuning elec-
trochemically driven surface transformation
in atomically flat LaNiO3 thin films for en-
hanced water electrolysis

and a match in out of plane lattice parameter with PBE+U (U = 2eV),

and their other functional results were similar to the ones produced by

Gou [120], meaning that we can directly compare the two results and

conclude that a U parameter of 2eV is a substantially better choice for

this problem compared to the higher self-consistently obtained values.

The U parameter of 2 eV will be used for the remainder of this work.

Figure 4.10: The 𝐿𝑎𝑁𝑖𝑂3 𝑅3̄𝑐 unit cell in

question. It is the hexagonal representa-

tion of the cell, and the cell is displayed

in a way where we are aligned with one

of the pseudocubic axis, allowing one to

see the octahedral distortions.
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Figure 4.11: On the right is the simple

cubic 𝐿𝑎𝑁𝑖𝑂3 cell. On the left you can

find the 𝑅3̄𝑐 psuedocubic cell with its

𝑎−𝑎−𝑎− distortions as an illustrative ex-

ample.

Hexagonal constants Å a c Ni-O-Ni dist. Ni-O-Ni angle Tilt angle

Experimental [81, 114–116, 123] 5.456 ± 0.004 13.147 ± 0.027 1.933 164.8 6.2 [124]

PBE+2U (𝑈 = 2𝑒𝑉) 5.517 13.111 1.96 160.3 6.93

Error % +0.011% -0.003% +0.014 % -0.027 % +0.12 %

Table 4.4: The 𝑅3̄𝑐 results compared to

experimental results.

Cubic lattice parameter Å a

Experimental [81, 115] 3.838

PBE+2U (𝑈 = 2𝑒𝑉) 3.84

Error % +0.001 %

Table 4.5: The cubic results compared to

experimental results. The experimental

results are the pseudocubic parameters

given in early papers.

The results of the relaxed structures can be seen in tables 4.4 and 4.5.

The results are as expected with most parameters being overestimated,

except for the long hexagonal parameter.
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4.2 Valence and Magnetism

Figure 4.12: The original designation of

possible magnetic orderings of a mag-

netic cubic lattice from [125]

[125]: Wollan et al. (1955), Neutron Diffrac-
tion Study of the Magnetic Properties of
the Series of Perovskite-Type Compounds
[(1 − 𝑥)La, 𝑥Ca]MnO3

used to this

day. This is an exhaustive list of possible

co-linear magnetic orderings within a

cubic lattice.

This section serves not only as a way to see if the materials are represented

correctly but also as a tool to judge the larger set of results. By comparing

the valence states and local magnetic moments of those results to these

bulk calculations we can see what changes at the interface between two

materials

Although these perovskites have a very complicated structure, it is mostly

the TM atoms that contribute to magnetism. And thankfully the TM

sublattice is cubic, meaning that we only have to consider the magnetic

ordering of a cubic lattice. All possible orderings of such a lattice are

found in figure 4.12.

Here both PBE+U and HSE06 will be used to evaluate both types of

structures for each perovskite. Here the distorted structures calculated

with the hybrid functional and experiment will be seen as a benchmark

for the simplified systems evaluating their performance. This is done

with the eventual goal in mind to use a "cheap" method later for larger

structures.

4.2.1 𝐿𝑎𝐹𝑒𝑂3 Valence and magnetism

Low temperature coherent magnetic reflection experiments have shown

an effective magnetic moment of 4.6 ± 0.2𝜇𝐵 at low temperatures [81],

and a neutron diffraction measurement placed the local Fe magnetic

moment at 3.77𝜇𝐵 [86]. It is confirmed as a G-type anti-ferromagnet

[81]. The anti ferromagnetic behaviour is also confirmed by the very

low measured effective magnetisation [88, 126, 127]. And a Neel temp of

≈ 730𝐾 − 750𝐾(457
◦𝐶 − 477

◦𝐶) has been measured using a plethora

of methods [86, 128, 129], meaning that the ground state of 𝐿𝑎𝐹𝑒𝑂3 is

anti-ferromagnet for our purposes.

It is notable that below the Neel temperature AFM interaction is driven by

super exchange through the oxygen ligands. This leads to 𝐿𝑎𝐹𝑒𝑂3 having

some magneto-elastic coupling between the physical and electronic

structure [86, 89]. Linked to this it seems that the octahedral distortions

exhibit their maximum at the Neel temperature [89].

But unlike other TM-perovskites it seems that this coupling is not that

strong, as pressure induced spin state changes are predicted to happen

far out of reach of normal epitaxial pressures [93, 130], moreover it seems

that uni axial compression in the range of epitaxial strain does little to

the magnetic and structure parameters of the material [131], so we can

expect this material to not have a complex spin-structure relationship.

There is a small caveat that has to be considered, this was already shown

in figure 4.5a. Is appears that the energy minimum for the FM and

AFM-G structure is the same separated only by the difference in lattice

parameters. Moreover [94] shows that large cubic structures tend to go

into a false FM ground state.

Figure 4.13: A schematic representation

of the expected Fe high spin state in

𝐿𝑎𝐹𝑒𝑂3 from measurements and elec-

tron occupancy from table 3.1.

To benchmark the performance of our functional and structure choices,

we can first look at partial charge analysis data in table 4.6.
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Cubic structure oxidation state overview Pnma AFM-G oxidation state overview

PBE+U

Atom Wigner-Seitz int. Bader Löwdin Wigner-Seitz int. Bader Löwdin

La 2.66 2.12 1.37 2.75 2.07 1.26

Fe 1.05 1.77 1.71 1.12 1.94 1.66

O 0.97 -1.3 -1.03 0.94 -1.34 -0.98

HSE06

La 2.75 2.22 1.44 2.54 2.19 1.34

Fe 1.12 1.92 1.77 1.14 2.05 1.73

O 0.94 -1.38 -1.07 0.92 -1.41 -1.03

Table 4.6: Atomic oxidations states ob-

tained with a simple radius integral, a

charge density based method (Bader)

and a WF method (Löwdin). The nomi-

nal oxidation states of La and Fe are 3+

and -2 for Oxygen in 𝐿𝑎𝐹𝑒𝑂3.

Table 4.7: The ground state magnetic or-

dering appears to be AFM-G. Computed

with PBE+U, energy is given as differ-

ence to ground state in eV per formula

unit.

Mag. Type Δ [eV per f.u.]

FM 0.20

AFM-A 0.13

AFM-C 0.06

AFM-G 0

An interesting conclusion arises - as you break symmetries by going to a

more distorted structure (Pnma) and improve the functional description

(HSE06) not only do the overall oxidation states increase but so does the

difference between Löwdin and Bader oxidation states. The Wigner-Seitz

integral provides a fairly un-physical answer for all situations. This can be

explained by the very covalent nature of TM oxides as many electrons are

shared in the interstitial space and are involved in covalent bonding.

Magnetisation 𝜇B

Cubic Total Fe - W-Z Fe - Löwdin

PBE+U 5 4.41 4.22

HSE06 5 4.27 4.25

Pnma AFM-G

PBE+U 0 4.2 4.12

HSE06 0 4.1 4.17

Table 4.8: The local magnetic moments

of Fe. The total magnetisation is the dif-

ference between all the up and down

spin densities. The other columns list the

local magnetic moments, obtained as the

difference between up and down densi-

ties locally on the Fe atomic site.

The local magnetic moment of Fe can be seen in table 4.8, surprisingly the

local magnetic moment of Fe is not impacted by structure or functional

choice. The cubic structure was tested with a single unit cell and is thus

ferromagnetic. A similar conclusion can be made if one looks at the orbital

projected occupancies of the Fe atom in figure 4.14. They are qualitatively

similar, with 𝑃𝑛𝑚𝑎 favouring a different occupancy ordering for the

minority spin channel.

Figure 4.14: PBE+U resultant projected

Löwdin orbital occupancies of the Fe 3d

states. HSE06 delivered results that are

qualitatively equal. The red is the spin

up channel, while the blue is the spin

down channel. Results are colour coded

according to value.

In figure 4.14 the orbital projected occupancies are shown. The ordering of

the cubic result is quite unexplainable as there are no symmetries broken.

Thus the expected 𝑂ℎ orbital ordering should hold, yet according to the

occupancies it is flipped. The orthorhombic result however shows the

symmetry breaking that accompanies the slight Jahn-Teller distortions

mentioned previously,as these distortions are known to lower 𝑒𝑔𝑧
2

orbital

energy [7].

On the basis of these results it is clear that PBE+U and the simple cubic

representation does a good job at reproducing the experimental magnetic

properties, but fails in regards to orbital occupancy.
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4.2.2 𝐿𝑎𝐶𝑜𝑂3 Valence and magnetism

Figure 4.15: A schematic representation

of the possible spin states of the Co ion

in 𝐿𝑎𝐶𝑜𝑂3 according to the nominal 3𝑑6

occupancy found in table 3.1.

It has to be said that the exact magnetic, valence and spin properties of

the Co ion in 𝐿𝑎𝐶𝑜𝑂3 are still under much debate with a plethora of

conflicting publications and opinions. Adding to this lack of consensus,

it appears that these properties are heavily influenced by physical distor-

tions (e.g. epitaxy, pressure) and temperature. This chapter will attempt

to place results in context of research that has come before.

The classical explanation to this behaviour introduced by Goodenough

and revisited by Raccah and Rodriguez [104, 132, 133], relies on the

struggle between exchange splitting 𝐸𝑒𝑥 and crystal field splitting Δ.
1

1: Early version of this model involved

the idea of charge disproportionation a

with 𝐶𝑜2+
and 𝐶𝑜4+

ordering, however

this has been debunked and the accom-

panying anomalous measurements have

been attributed to non-stoichiometric

and otherwise impure compounds [133–

135].

For 𝐿𝑎𝐶𝑜𝑂3 𝐸𝑒𝑥 and Δ are roughly the same [136], and thus giving way

to easily provocable transitions. Most sources agree that at very low

temperatures the low spin phase is stabilized by ≈ 0.02 − 0.08 𝑒𝑉(20 −
80𝑚𝑒𝑉) per formula unit [119, 137, 138]. It is also agreed that at very

high temperatures the compound is found mostly in the high spin phase.

In the intermediary region - magnetic ordering, spin, phase, insulator

to metal transitions take place, and it is somewhat agreed that they

influence each other.

At the ground state the low spin 𝐿𝑎𝐶𝑜𝑂3 is a diamagnetic insulator. With

an asymptotic Curie temperature of -200 K and a Neel temperature of

80 K (≈ −193
◦𝐶) [139]. So a intermediate/high spin 𝐿𝑎𝐶𝑜𝑂3 would have

an AFM ground state. This is confirmed with a PBE+U calculation as can

be seen in table 4.9. This is contrary to computational literature which

implies that FM is the ground state magnetic ordering [96, 109]. Magnetic

states are investigated as within the collinear spin model VASP offers it

is not possible to do paramagnetic materials. The FM spin structure was

also converged as there is mounting evidence that 𝐿𝑎𝐶𝑜𝑂3 thin films,

especially those deposited by PLD exhibit FM spin ordering below the

critical temperature of ≈ 80𝐾 [140–143]. Which have been attributed to

oxygen vacancy induced excess charge in Co cations [144].

Table 4.9: The ground state magnetic or-

dering appears to be AFM-G. Computed

with PBE+U, energy is given as differ-

ence to ground state in eV per formula

unit. Only four orderings were tested as

the larger cell only has four Co atoms.

Mag. Type Δ [eV per f.u.]

FM 0.033

AFM-A 0.172

AFM-C 0.101

AFM-G 0

The Co ion in 𝐿𝑎𝐶𝑜𝑂3 is nominally found in 3+ state with 3𝑑6
occupancy

according to table 3.1. From here on out 3 possible spin states can be

constructed as can be seen in figure 4.15. However cluster interaction

calculations and XAS fits show that the Co ion experiences a ligand-hole

behaviour. A table 4.16 from Saitoh et al. [145]. The table highlights that

lower spin states have more ligand-hole like behaviour and also ligand-

hole behaviour of higher order. The final ground state mixture given is

30% 𝑑6
, 50% 3𝑑7 + 𝐿 and 20% 3𝑑8 + 𝐿2

. A similar result is presented by

[146], thus it is safe to say that this material is very covalent in its ground

state, and somewhat more ionic in its higher spin / excited state.

Figure 4.16: Cluster model calculations

of Saitoh [145], indicating the ligand-hole

like behaviour of the Co ion in 𝐿𝑎𝐶𝑜𝑂3.

Table 4.10: Oxidation states of cubic

𝐿𝑎𝐶𝑜𝑂3. The nominal oxidation states

of La and Co are 3+ and -2 for Oxygen

in 𝐿𝑎𝐶𝑜𝑂3.

Cubic structure oxidation state overview

PBE+U HSE06

Atom Wigner-Seitz int. Bader Löwdin Wigner-Seitz int. Bader Löwdin

La 2.56 2.15 1.31 2.65 2.25 1.36

Co 0.65 1.47 1.25 0.73 1.57 1.37

O 0.98 -1.21 -0.85 0.94 -1.27 -0.91

The oxidation states of cubic 𝐿𝑎𝐶𝑜𝑂3 can be found in 4.10. They show

quite some variance between Bader and Löwdin analysis methods, with
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𝑅3̄𝑐 FM oxidation state overview 𝑅3̄𝑐 AFM-G oxidation state overview

PBE+U

Atom Wigner-Seitz int. Bader Löwdin Wigner-Seitz int. Bader Löwdin

La 2.48 2.08 1.3 2.48 2.08 1.29

Co 0.83/0.9/0.95 1.47/1.60 1.33/1.55 0.92/1.01 1.63/1.66 1.51/1.53

O 0.99 -1.21 -0.9 0.74 -1.26 -0.94

HSE06

La 2.65 2.19 1.37 2.58 2.15 1.35

Co 0.85/1.02 1.62/1.66 1.35/1.47 1/1.1 1.74/1.76 1.64/1.66

O 0.94 -1.28 -0.93 0.93 -1.29 -1

Table 4.11: The oxidation state results for

𝑅3̄𝑐 for two magnetic orderings. For Co

the results are partitioned, as for all meth-

ods (except the WZ integral method)

charge ordering was exhibited.

the latter implying more covalency. For the cubic case the result is non-

magnetic with no local spin moment, it was impossible to converge any

other spin state for the cubic structure. The projected orbital occupancies

are shown in figure 4.17, with the nonzero 𝑒𝑔 occupancy signifying a

covalent ligand-hole like state with 1.3 electrons more than the nominal

occupancy.

Figure 4.17: The projected Löwdin 3d

orbital occupancies of the Co in the cubic

structure. The PBE+U and HSE06 results

are the same.

In contrast to the cubic structure the 𝑅3̄𝑐 appears to be magnetic in all

situations, and it is not possible to converge a non magnetic solution. The

𝑅3̄𝑐 structure was converged with FM and AFM-G magnetic orderings.

In table 4.11 the oxidation states of the 𝑅3̄𝑐 𝐿𝑎𝐶𝑜𝑂3 ions can be seen.

What is notable here is the charge ordering among Co, next to that, the

oxidation states on the Co in the 𝑅3̄𝑐 structure seem to be higher than

for the cubic case. The charge ordering is significantly more pronounced

in the FM case. This is somewhat contrary to experimental literature,

where, as mentioned before, the idea of charge disproportionation in

𝐿𝑎𝐶𝑜𝑂3 is considered false.

𝑅3̄𝑐 Magnetisation 𝜇𝐵

Ferromagnetic Total Co - W-Z Co - Löwdin

PBE+U 2.47 2.1 / 2.3 / 3 2 / 2.2 / 2.9

HSE06 1 0.1/1.9 0.1/2.0

AFM-G

PBE+U 0.0 2.97 2.93

HSE06 0.0 3 3.1

Table 4.12: The local Co magnetisation

results for 𝑅3̄𝑐 for two magnetic order-

ings. The total magnetisation is given per

formula unit.

In table 4.12 the magnetisation for the two spin orderings can be seen. In a

way it mirrors the oxidation states in ordering, where the FM state sees a

significant ordering and in this case the AFM-G case sees no ordering. In

the FM case the higher local magnetic moment is correlated with higher

oxidation state of Co as expected from figure 4.16 pointing to higher spin

states being less covalent.

What is more interesting is that the FM solutions seems to point to a mix

of intermediate and high spin Co solution for the PBE+U case and a mix
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of intermediate and low spin solution for the FM case. While the AFM-G

always points to a high spin Co solution.

In both cases the high magnetisation is near 3 𝜇𝐵 which is not something

we expect from the nominal 3𝑑6
occupancy spin states found in figure

4.15, but it matches the values reported in DFT literature [96, 97, 109]. The

reason for this abnormal magnetism is the ligand-hole like behaviour

discussed previously. To compare the "high" and "Low" spins select

orbital projected occupancies are plotted in figure 4.18.

Figure 4.18: The resultant projected

Löwdin occupancies of the Co 3d band

for 𝑅3̄𝑐 structure calculated with PBE+U.

Left is the "higer" spin result from the

AFM-G ordered structure and on the

right is the "lower" spin result from the

FM ordered structure. The HSE06 data

for Co magnetisation of 2 and 3 𝜇𝐵 is

similar, the non magnetic Co orbital oc-

cupancies are similar to the cubic struc-

ture.

The figure 4.18 shows the effect of symmetry breaking. The Jahn-Teller

distortions have lowered the 𝑥2 − 𝑦2
orbital in energy for the compressed

octahedra and in the same vain the stretched Co-O octahedra has a lower

energy 𝑧2
orbital. It has to be noted that due to the Jahn-Teller distortions

the point group symmetry of Co is no longer the octahedral 𝑂ℎ but

rather the tetragonal 𝐷4ℎ . The 𝑥2 − 𝑦2
and 𝑧2

still should be higher than

the other 3d orbitals, but the degeneracies are lifted [147].[147]: Wang et al. (2019), Low-energy or-
bital excitations in strained LaCoO3 films

The observation from figure 4.18 is that in all cases the Co spin ordering

is high spin, the difference between low and high magnetic moment of

Co depends on the covalency (ligand hole like behaviour), with higher

magnetisation solutions having a larger magnetic moment simply because

they are more covalent and have more electrons, thus less unpaired spins.

The only real low spin solution is for the non-magnetic Co atoms in the

HSE06 FM solution whose orbital occupancy is similar to that of the

Cubic solution.

In both cases the oxidation state, spin state, magnetic moment and

octahedra size are related. As mentioned before the found structure of

𝐿𝑎𝐶𝑜𝑂3 exhibits ordering in octahedra size characterised by small and

large Co-O distance. In this case it is observed that larger octahedra have

less charge (larger oxidation state) and therefore have a larger magnetic

moment. This is seen in figure 4.18 as the lower magnetisation solution

has 0.4 electrons more compared to the high spin solution.

Some remarks on the spin state representation of 𝐿𝑎𝐶𝑜𝑂3

These results complicate the situation quite a lot - between two structures

and two magnetic orderings we have obtained very different results

On a computational level these results agree with the the literature out

there. Besides the distortion + ligand hole argument Rondinelli proposes

exotic vibrational mode exchange as a reason for why the AFM-G results

show lower magnetisation than a completely high spin predicted solution

[96].
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And there are more computational details to discuss:

(a) Rondinelli et al. highlights that even a slight tetrago-

nal distortion leads to a substantial increase in magnetic

moment. [96]

(b) Ritzmann et al. shows that

if a GGA+U formalism is used

then the spin state one obtains

is very volume dependent. [97]

Figure 4.19: Some computational consid-

erations regarding representation from

computational literature.

There are also two other things to talk about displayed in figure 4.19,

it appears that the magnetic moments are very much influenced by

structure and volume, and this is reflected in our results. The simple

cubic cell has no tetragonal distortion and has a volume of 55.5 Å
3

per f.u.

, and the larger 𝑅3̄𝑐 cell has tetragonal distortions and an approximate

volume of 61.3 Å
3

per formula unit. So it is hard to say what is the exact

ground state in this case.

On the experimental side similar discourse arises. Jonker and van Santen

[111] have measured 𝐿𝑎𝐶𝑜𝑂3 to largely only have a spin contribution

to the magnetic moments, and the reported magnetic moment is at

least 70 % spin only moment. Similar (even smaller) orbital contribution

has been measured by [138] [81]. This means that Spin is predominantly

responsible for magnetism. Thus the spin and the resultant magnetisation

obtained here should be representative of the measured one.

There are many papers which disprove the idea that an Intermediate spin

phase exists at large [110, 138, 148, 149], highlighting that its existence

is simply a product of averaging and its state evolves in a non unitary

fashion. [150]

[150]: K řápek et al. (2012), Spin state
transition and covalent bonding in LaCoO3

On the other hand Thornton [102], [106] and [151]

[151]: Medarde et al. (2006), Low-
temperature spin-state transition in LaCoO3

investigated using resonant x-ray absorption
at the Co 𝐾 edge

imply IS spin state

due to the ligand hole nature of Co here. Moreover newer results from

Kobayashi et al. [152]

[152]: Kobayashi et al. (2005), Inelastic
neutron scattering study of phonons and
magnetic excitations in LaCoO3

and Klie et al. [153]

[153]: Klie et al. (2007), Direct Measure-
ment of the Low-Temperature Spin-State
Transition in LaCoO3

see mostly a Low-Intermediate

spin transition at intermediary temperatures.

So to conclude this, it seems that this material is very complicated in

nature, however DFT does not fully fail here. On the contrary even simple

U corrected GGA functional appears to reproduce the very covalent

nature of this material, provided that you indeed take into account the

symmetry breaking features as discussed in Chapter 3.
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4.2.3 𝐿𝑎𝑁𝑖𝑂3 Valence and magnetism

Figure 4.20: A schematic representation

of the expected Ni low spin state in

𝐿𝑎𝑁𝑖𝑂3 from measurements and elec-

tron occupancy from table 3.1.

𝐿𝑎𝑁𝑖𝑂3 is a metallic compound exhibiting Pauli paramagnetism down

to the lowest temperature it has been measured[116], there are reports

of an AFM ordering an a Neel transition at ≈ 157𝐾 [80, 118], but since

this not widely reported and thought to come from oxygen vacancies

and their ordering the AFM state is not investigated separately and the

calculations are run in a FM manner.

FM is confirmed as the lowest energy magnetic ordering for the 𝑅3̄𝑐

structure of 𝐿𝑎𝑁𝑖𝑂3, all the other initiated orderings converged to

Ferrimagnetic ones. The data is displayed in table 4.13. It has to be

noted that the Ferrimagnetic ordering is very close in energy to the FM

ordering, when compared to the energy distance between the lowest

and next lowest orderings for 𝐿𝑎𝐹𝑒𝑂3 and 𝐿𝑎𝐶𝑜𝑂3. It is also expected

that this metallic material, with states crossing the Fermi level, would

fulfil the stoner criterion (𝑈𝐷(𝜖𝐹) > 1), and thus be Ferromagnetic in

out case.

Table 4.13: The ground state magnetic

ordering appears to be FM. Computed

with PBE+U for 𝑅3̄𝑐, energy is given as

difference to ground state in meV per

formula unit. The same calculation for

the cubic structure can be found in the

appendix.

Mag. Type Δ [meV per f.u.]

FM 0

Ferrimagnetic 24

The Ni ion in 𝐿𝑎𝑁𝑖𝑂3 is nominally found in the 3+ (3𝑑7
) state, despite

this many XAS fittings [154, 155] report 3𝑑8 + 𝐿 like behaviour, with

weights 70% 3𝑑7
and 30% 3𝑑8 + 𝐿 suggested by [156].

In spite of these fittings indirect measurements of the Ni-O complex report

a magnetic moment of 0.91 𝜇𝐵 [117] and neutron diffraction experiments

report a magnetic moment of 1 𝜇𝐵[156]. These reported local magnetic

moments are in line with a predictable low-spin state with 3𝑑7
occupancy

as seen in figure. 4.20

The oxidation states of all the ions in 𝐿𝑎𝑁𝑖𝑂3 can be found in table 4.14.

The HSE06 oxidation states higher both structures and all atoms. For both

functionals the 𝑅3̄𝑐 structure Co has a higher Bader oxidation state and

a lower Löwdin oxidation state when compared to the Cubic structure.

This is a sign that in this distorted 𝑅3̄𝑐 structure the bonding is more

ionic when compared to the cubic structure.

Table 4.14: The oxidation states of the

constituent ions of 𝐿𝑎𝑁𝑖𝑂3.

Cubic structure oxidation state overview 𝑅3̄𝑐 oxidation state overview

PBE+U

Atom Wigner-Seitz int. Bader Löwdin Wigner-Seitz int. Bader Löwdin

La 2.59 2.15 1.24 2.49 2.10 1.3

Ni 0.65 1.4 1.33 0.78 1.44 1.26

O 1.01 -1.19 -0.86 1.01 -1.18 -0.85

HSE06

La 2.68 2.26 1.4 2.57 2.2 1.37

Ni 0.72 1.47 1.41 0.86 1.57 1.39

O 0.96 -1.24 -0.93 0.97 -1.26 -0.92

The local magnetic moments for Ni in the various structures can be found

in 4.15. It is clear to see that HSE06 calculations provide a more 3𝑑8 + 𝐿
like magnetic moment irrespective of structure. One thing to note here is

that the structure was converged in an FM state, as evident by the total

magnetisation.
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Magnetisation 𝜇𝐵

Cubic Total Ni - W-Z Ni - Löwdin

PBE+U 0.96 0.98 0.95

HSE06 1.00 1.21 1.23

R3̄c

PBE+U 1 0.98 0.96

HSE06 1.00 1.23 1.25

Table 4.15: The total and Ni local mag-

netic moments of 𝐿𝑎𝑁𝑖𝑂3, for all the

functional and structure permutations.

Total magnetisation is given per formula

unit.

Another view on the covalency is the Ni 3d spin ordering from the orbital

projections, as can be seen in 4.21.

Figure 4.21: PBE+U resultant projected

Löwdin orbital occupancies of the Ni

3d states. HSE06 delivered results that

are qualitatively equal, only showing a

lower order of co valency as expected per

oxidation states.

In figure 4.21 the cubic result is as one would expect from a covalent low

spin configuration. The orthorhombic result however shows the symmetry

breaking that accompanies the distortions lowering the 𝑒𝑔𝑥
2 − 𝑦2

down

in energy.

Combining the results seen in tables 4.14 4.15 and figure 4.21, it is easy

to say that the cubic structure calculated with PBE+U here provides a

better representation of the covalent nature of the material and provides

magnetisation that matches the experimental one.
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4.3 Density of states and comparison to PES

Here we will examine the DoS near 𝐸 𝑓 and compare it to PES results, as

it is known that the KS eigenvalues can be interpreted as approximate

Ionisation potentials [157].[157]: Chong et al. (2002), Interpretation
of the Kohn-Sham orbital energies as approx-
imate vertical ionization potentials This will allow us to further evaluate our computational results, espe-

cially when looking the state structure near 𝐸 𝑓 . Even though it is not

completely proven that the results obtained with local functionals are

always interpretable as having physical relevance, it is proven that in

cases where the the systems do not suffer from large self interaction

errors the physical interpretablilty is strong [158]. It has to be noted that

it is unknown if the materials at hand suffer from such errors, but it is

assumed not to be so.

If possible, different spectra are used to highlight differences and interpre-

tations as it is known that the spectra themselves depend not only on the

absorption cross sections but also the state of the sample, its surface and

even the angle of incidence of the incoming high energy photons.[159][159]: Koethe (2006), Bulk sensitive Photo-
electron Spectroscopy of strongly correlated
transition metal oxides

The spectra themselves are scaled for best representation as needed, as

the spectroscopic spectra are arbitrary in their intensity scaling.

The DoS are "negated" and aligned with the rising edge of the spectra as

dictated by the ionization potential (IP) theorem [160]
2
:[160]: Almbladh et al. (1985), Exact re-

sults for the charge and spin densities,
exchange-correlation potentials, and density-
functional eigenvalues
2: This is very similar to Koopmans’ the-

orem which is formulated for Hartree-

Fock [161]

Theorem 4.3.1 The IP theorem of the Kohn-Sham density functional theory
states that the energy of the highest occupied molecular orbital (HOMO)
𝜖𝐻𝑂𝑀𝑂 equals the negative of the first ionization potential.

The spectra are also stretched to fit most of the features, even thought

this might initially seem like data manipulation, it is not so and it has

been proven to have merit. T. Körzdörfer and S. Kümmel showed that for

systems where self-interaction error does not distort the spectrum too

much then the stretching of KS spectra "provide for computationally cheap
alternatives to numerically costly many-body perturbation theory in the GW
approximation." [162]

[162]: Körzdörfer et al. (2010), Single-
particle and quasiparticle interpretation of
Kohn-Sham and generalized Kohn-Sham
eigenvalues for hybrid functionals

.

It has to be noted that this shift is not always constant as can be seen

in fig. 4.22. The DoS here are stretched to better represent the near 𝐸 𝑓
states and therefore the stretching might prove lacking at lower energies

further away from the Fermi level.

Figure 4.22: An example of this semi-

linear stretching behaviour by [162]. Here

a spectrum of a biomolecule (PTCDA) is

compared to GGA results (BLYP) and

Hybrid functional results. It is notable

that this stretch is generally
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4.3.1 𝐿𝑎𝐹𝑒𝑂3 DoS and PES

DoS

A range of optical band gaps has been measured with a range of 2.12-2.65

eV[127, 163] for powder material, with it being shown that the band gap

is particle size dependent (larger particle - smaller gap) [127]. A more in

depth computational + Tauc analysis by Scafetta et al. [164] obtained a [164]: Scafetta et al. (2014), Band structure
and optical transitions in LaFeO3: theory
and experiment

band gap of 2.34 eV for epitaxial films of around 15-36 nm in height, this

is taken as a better representation of the bandgap of the bulk material.

(a) Cubic PBE+U, BG = 0.44 (b) Pnma PBE+U, BG = 2.16

8 6 4 2 0 2 4
Energy (eV)

DO
S

Fe (p) Fe (d) O (p)

(c) Cubic HSE06, BG = 0.9 (d) Pnma HSE06, BG = 3.12

Figure 4.23: The DoS plots of 𝐿𝑎𝐹𝑒𝑂3

for various functionals and structures.

The 𝑃𝑛𝑚𝑎 results are presented for the

ground state magnetic ordering AFM-G,

the reason the 𝑃𝑛𝑚𝑎 plots look symmet-

ric in spin is because the average DoS is

plotted here.

In figure 4.23 the DoS plots for the various 𝐿𝑎𝐹𝑒𝑂3 configurations are

shown. The cubic structures appear to be half-metals and the bandgap

reported is the one directly above it, surprisingly HSE06 overpredicted

the gap in the Pnma structure while PBE+U is within experimental

range. The cubic structures under-represent the gap severely. In all cases

𝐿𝑎𝐹𝑒𝑂3 is a charge transfer insulator as predicted, if one excludes the

small contribution of the Fe-d band just below 𝐸 𝑓 . The most notable thing

is that the DoS seem to be functionally equal between functionals but

not structures, if one excludes the erroneous La-f band contribution in

the first picture. Another issue is that the cubic structures show a small

number of states crossing the Fermi level, so the bandgap reported is the

one above these erroneous states.

PES

There are some studies presenting PES data of epitaxied 𝐿𝑎𝐹𝑒𝑂3 thin

films [165, 166]. Even though the latter one was produced at a higher
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energy range, the earlier one is of higher quality and provides more

detail near 𝐸 𝑓 so it will be used for comparison with DoS [165].[165]: Wadati et al. (2005), Hole-doping-
induced changes in the electronic structure
of La1−𝑥Sr𝑥FeO3: Soft x-ray photoemission
and absorption study of epitaxial thin films

The comparison of PES spectra to the DoS of the various structures can

be found in 4.24. The Y axis is an arbitrary scale, and the x axis is the PES

binding energy. The DoS are overlaid and matched to the rising edge of

spectra.

The spectra shows three prominent peaks in the near 𝐸 𝑓 spectra and a

small satellite after the main part. The middle of the three peaks is wider

than the other two peaks of the near 𝐸 𝑓 spectra.

(a) Cubic 𝐿𝑎𝐹𝑒𝑂3 (b) Pnma 𝐿𝑎𝐹𝑒𝑂3

Figure 4.24: Valence band DoS comparison to PES results from Wadati et al. [165].

On the in figure 4.24a the DoS results of the cubic structure are laid

over the measured spectra. There it is noticable that both functionals

exhibit a pre-peak which comes from the erroneous vanishing DoS at 𝐸 𝑓
discussed before. Both DoS are functionally very similar with the PBE+U

producing a better satellite location at higher binding energies, and a

more accurate location of the first and second peaks.

In 4.24(b) the same comparison is made, but now with the𝑃𝑛𝑚𝑎 structure

DoS. Here the HSE06 results produce an anomalous pre-peak not found

in the spectra here nor in the newer spectra not shown here [166]. PBE+U

again produces a better satellite peak location and a sharper onset peak

more closely matching the PES spectra compared to the HSE06 result. It

has to be said that the 𝑃𝑛𝑚𝑎 structure does not manage to produce the

"shoulder" seen in the spectrum at 7-8 eV at the end of the third peak.

In terms of the bandgap the 𝑃𝑛𝑚𝑎 structure calculated with PBE+U

provides the best result.

However the Cubic structure calculated with the same functional pro-

vides a better mid-spectra fit reproducing the middle peak much better.

The cubic structure does under represent the bandgap,and shows a

weirdly metallic behaviour and places the La-f states too low in the con-

duction band. Besides that it provides a surprisingly good computational

representation of 𝐿𝑎𝐹𝑒𝑂3.
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4.3.2 𝐿𝑎𝐶𝑜𝑂3 DoS and PES

DoS

An x ray absorption gap has been measured at 0.9 eV by [148], and 0.6 by

UPS and BIS spectroscopy [167] and optical absorption [163].

(a) Cubic PBE+U, BG = 0.42 eV (b) Cubic HSE06, BG = 2.04 eV

(c) 𝑅3̄𝑐 FM PBE+U , Half-metal (d) 𝑅3̄𝑐 AFM-G PBE+U, BG = 0.65 eV

8 6 4 2 0 2 4
Energy (eV)

DO
S

Co (d) O (p)

(e) 𝑅3̄𝑐 FM HSE06, BG = 1.04 eV

8 6 4 2 0 2 4
Energy (eV)

DO
S

Co (s)
Co (p)

Co (d) O (p)

(f) 𝑅3̄𝑐 AFM-G HSE06, BG = 1.8 eV
Figure 4.25: The DoS plots of LCO for

various functionals and structures.

The DoS of all the differing structures and magnetic orderings can be

seen in figure 4.25. Surprisingly the cubic structure has an acceptable

band gap of 0.42 eV for PBE+U compared to the 2.04 eV of the HSE06

result which is an over-prediction roughly doubling the experimental

value.

For the 𝑅3̄𝑐 structure calculated with PBE+U the FM ordering produces

a half-metal, which is a strange result knowing that this ordering is the

one measured in thin films. The AFM-G results calculated with PBE+U

provides a band gap which exactly matches known measurements so this
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is spot on. The AFM-G ordering also reproduces more of the expected

charge transfer insulator character expected of this material with more

separation between the O2p and TM3d bands compared to the other

DoS.

The HSE06 result for the 𝑅3̄𝑐 structure with the AFM-G ordering is

functionally similar to the PBE+U result, just with a larger band gap. The

FM ordering result now has a bandgap that is close to the experimental

one (1.04 eV), while the locations of the states are functionally similar to

the PBE+U solution.

PES

There is a multitude of spectra available [145, 159, 168], but a select of these

will be used. Of them a large spectroscopy study by Saitoh et al. [145],[145]: Saitoh et al. (1997), Electronic
structure and temperature-induced paramag-
netism in LaCoO3

which was done over a large energy range. And newer work from T.C.

Koethe, who worked on eliminating errors in 𝐿𝑎𝐶𝑜𝑂3 PES measurement

by negating surface effects, incidence angle and energy thus producing

clear spectra with a selection of multiple of photon energies of up to

6 keV [159].[159]: Koethe (2006), Bulk sensitive Photo-
electron Spectroscopy of strongly correlated
transition metal oxides

The work by Saitoh et al. will be used first as it covers a larger energy

range. This will allow the comparison of states further away from the

Fermi level. The spectra is characterised by two main parts - the near 𝐸 𝑓
part, consisting of a pre-peak and a flat-band, and the higher binding

energy part consisting of three peaks in descending intensity. This is

displayed in figure 4.26.

The HSE06 results for the 𝑅3̄𝑐 structure are not plotted, as these results

were converged very late in the process of writing this thesis.

(a) Cubic 𝐿𝑎𝐶𝑜𝑂3 (b) 𝑅3̄𝑐 𝐿𝑎𝐶𝑜𝑂3

Figure 4.26: Valence band DoS comparison of 𝐿𝑎𝐶𝑜𝑂3 to PES results from Saitoh et al. [145], PBE+U and HSE for the Cubic structure

and PBE+U FM and AFM-G for the 𝑅3̄𝑐 structure. The PES results have their background subtracted in the paper already.

In figure 4.26 the comparison of DoS to PES is made. As mentioned in the

before the stretching is non linear, and in this case the states are stretched

to match the near section of the PES spectra.
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It is clear to see that the 𝑅3̄𝑐 structure provides good correspondence to

the spectra especially reproducing the flat-band behaviour of the near

𝐸 𝑓 part and the placing the states of the far part closer together akin to

the PES spectra.

The cubic structure results are largely the same across the two functionals,

proving that the added computational cost of HSE06 is a hindrance

without merit in this example. Both functionals do not reproduce the

flat-band like behaviour of the near near 𝐸 𝑓 spectra.

To have a closer look at the near valence spectra the DoS is again compared

to another PES spectra. This time with the high energy spectra from [159]

measured at roughly 6 keV.

(a) Cubic 𝐿𝑎𝐶𝑜𝑂3 (b) 𝑅3̄𝑐 𝐿𝑎𝐶𝑜𝑂3

Figure 4.27: Valence band DoS comparison of 𝐿𝑎𝐶𝑜𝑂3 to PES results from the thesis of T.C. Koethe [159], PBE+U and HSE for the Cubic

structure and PBE+U FM and AFM-G for the 𝑅3̄𝑐 structure.

The comparison to the high energy PES spectra from Koethe are visible

in figure 4.27. The spectrum is characterised by four, almost equidistant,

distinct peaks of different height, with the second to last peak being the

highest.

Here it is easy to see that the 𝑅3̄𝑐 structure produces the 4 characteristic

peaks measured. On the other hand the cubic structure result provides

broader, smaller peaks contrasted by the very sharp main peak (second to

last) similar to the spectra, thus it is hard to tell if the four peak structure

is recovered here.

As we don’t know the cross sections of each of these states or the joint
densities of state, its hard to say which one of them is better.

As for the approaches of each structure, the PBE+U result for the cubic

structure arguably provides a better result, if one interprets the second

peak in the DoS as corresponding to the second peak in the PES spectra,

and the the last peak in the PES spectra as the shoulder to the main in

the DoS then one can recover correspondence.

𝑅3̄𝑐 AFM-G approach produces four clear, distinct peaks, compared to

the FM approach where the peaks are less distinct. In both cases the first

three peaks are not in their expected locations. But due to the increased

peak distinction the 𝑅3̄𝑐 AFM-G approach is considered the best.
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All in all it seems that 𝐿𝑎𝐶𝑜𝑂3 is a very complicated material and its

representation does gain a lot from added complexities such as symmetry

breaking distortions and specific spin orderings. If possible the more

complex structures and representations should be used.



4.3 Density of states and comparison to PES 55

4.3.3 𝐿𝑎𝑁𝑖𝑂3 DoS and PES

DoS

The DoS of all the structural and functional configurations are plotted in

figure 4.28. This material is expected to have a metallic behaviour with

few states at the Fermi level. All of the provided DoS reproduce these

aspects except for the fact that they are found to be half metals. It is not

clear if the material is a half-metal in real life but similar results are found

in computational literature [169, 170].

Qualitatively the HSE06 results have a larger substantially larger gap for

the minority spin channel, and a large bulk of the Ni 3d states are found

further away from the Fermi level.

(a) Cubic PBE+U, Half-metal (b) 𝑅3̄𝑐 PBE+U, Half-metal

(c) Cubic HSE06, Half-metal (d) 𝑅3̄𝑐 HSE06, Half-metal
Figure 4.28: The DoS plots of 𝐿𝑎𝑁𝑖𝑂3

for various functionals and structures.

PES

There are many lower energy PES spectra available for 𝐿𝑎𝑁𝑖𝑂3 with 21.1

eV He1 line results from Barman et al [171] and Kemp and Cox [172], but

as will be shown later the cross-sections of the constituent materials at

this energy is such that very little detail can be discerned.

Barman et al. does provide a higher energy 1253.3 eV Magnesium X-

ray line measurements but those seem to be not that detailed when

compared to a much newer spectrum at 800 eV from Horiba et al. [173]. [173]: Horiba et al. (2007), Electronic struc-
ture of LaNiO3−𝑥 : An in situ soft x-ray
photoemission and absorption study

3
The preferable cross-sections and accurate measurement makes the

3: The Horiba et al. spectrum provides

a markable resolution of 0.2 eV, they also

provide a close up spectrum near the 𝐸 𝑓
with a resolution of only 0.07 eV.

Horiba et al. spectrum the spectrum of choice for this comparison.
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(a) Cubic 𝐿𝑎𝑁𝑖𝑂3 (b) 𝑅3̄𝑐 𝐿𝑎𝑁𝑖𝑂3

Figure 4.29: Large energy comparison with existing PES spectra from [173].

In figure 4.29 the comparison between the PES spectra of Horiba et al

[173] and the DoS is shown. The spectrum is characterised by a sharp

pre-peak near the Fermi level followed by the most prominent peak of the

spectra. After that two smaller peaks of equal height are found. A thing

to note is that the small pre-peak in the Horiba et al. measurement is not

present in the 1253.3 eV measurement by Barman et al. This is strange as

the absorption cross-sections should be very similar between 1253.3 eV

and 800 eV. In the paper Horiba et al. attribute this small pre-peak to 3d

𝑒𝑔 orbitals.

Nevertheless the comparisons seen in figure 4.29 have some notable

differences. To start with the pre-peak, the small peaks seen in both of

the cubic spectra and the PBE+U result of the 𝑅3̄𝑐 structure are indeed

projected to be mostly of 𝑑𝑥
2−𝑦2

character, thus belonging to the 𝑒𝑔
irreducible representation (group of orbitals with the same symmetry).

In the DoS this peak is often at 𝐸 𝑓 and has more distance to the 𝑡2𝑔 peak

that follows. One could shift the spectra more to the left to obtain a more

visual correspondence but it is not done here.

Further, all DoS present reproduce the most prominent peak and the last

peak, with the Cubic structure HSE06 result showing erroneous peaks

on the shoulder after the last main peak.

These findings are matching with previous findings by Gou et al. [120]

[120]: Gou et al. (2011), Lattice normal
modes and electronic properties of the corre-
lated metal LaNiO3

,

which found that GGA functionals are better at reproducing this spectrum

compared to Hybrid functionals, especially HSE (exact screening length

not mentioned in the paper).
4

4: In said paper they do highlight that

none of the functionals were able to re-

produce the 𝑒𝑔 pre-peak in the spectrum,

and they reason that XC functionals can-

not correctly capture this 𝑒𝑔 peak. This

work however disproves that, adding ev-

idence to observations by a later study

using an all-electron DFT code (Wien2k)

showed that a GGA functional (PBEsol)

easily reproduces all the characteristics

of the PES spectra including the 𝑒𝑔 onset

peak [174].

The only disparity is the middle one of the three larger peaks which,

upon first glance is not reproduced in any of the DoS. Initially this might

seem as a shortcoming of DFT but if you look at figure 4.28 you can see Ni

3d peaks in all of them right in the middle of the two larger peaks (often

covered by O2p states). It also happens that at 800 eV the absorbtion

cross section of Nickel is ≈ 2 − 3 times higher than that of Oxygen [175],[175]: Saloman et al. (1988), X-ray attenua-
tion cross sections for energies 100 eV to 100
keV and elements Z = 1 to Z = 92

so we are in essence probing mostly Nickel states with this spectroscopic

measurement.
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Figure 4.30: Ni only DoS of the cubic

LNO structure, with the addition of the

Barman He1 line spectra. [171]

In figure 4.30 the Ni only DoS of the cubic structures is plotted against

the spectra highlighting that both functionals reproduce the middle peak

with the PBE+U result being in a more favourable location. The disparity

in height is explainable by the fact that we are not only probing the

valence DoS but rather the joint densities of state as per Fermi’s golden rule,
meaning that it could be that in the core region there are few states in

this very transition range.

To highlight the impact that the indecent photon energy has on the

relative intensities of the peaks; the Barman et al. He1 spectrum is plotted

in red. At this energy the cross sectional difference between the ions and

the joint DoS is such that the last peak located at 5-6 eV in the DoS is

the most prominent structure seen in the measured spectra. The middle

peak is identifiable as a right hand side shoulder of the He1 spectra, with

the pre-peak and the most prominent peak of the Horiba et al. spectrum

not visible.

4.4 Conclusions

Overall it seems that the choice of structure and magnetic ordering is very

important for these materials. For almost all cases the TM oxidation state

of the distorted structures was higher than that of the highly symmetric

cubic ones. Moreover 𝐿𝑎𝐶𝑜𝑂3 results showed that for the same structure

as simple change in magnetic ordering can drastically change the DoS

and introduce a bandgap. A more favourable conclusion is the fact that

in many cases PBE+U is just as good if not better at reproducing experi-

mental PES spectra as long as the structural and magnetic symmetries

were broken. This means that representing the ground state magnetic

ordering and structural distortions is more important than the functional

choice.
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Now that baseline for the bulk structures is established, it is logical to

follow with a bulk contact scenario. Here the bulk contact is defined as the

interface between two bulk materials where any surface is far away from

the interface of the two constituent materials. An illustration can be seen

in figure 5.1.

The charge transfer hypothesis of Zhong and Hansmann [15] does not

specify any constraints on the contact itself, thus it is assumed to work

across any interface as long as the band alignment conditions discussed

in Chapter 3 are met.

Bulk contact arises as a natural choice of test framework as the initial

calculations of Zhong and Hansmann were done on bulk unit cells,

moreover in a bulk contact the only new variable introduced is the

interface itself; making it easier to test the hypothesis [15].

An important thing to disclose is that these results were largely produced

before the conclusions of Chapter 4 were made, so many conclusions

and remarks about the materials and their modelling are not taken

into account here. Nevertheless, the results presented in this Chapter

should be viewed in the context of Chapter 4, especially with regard to

the differences caused by structure, magnetic ordering and functional

choice.

Figure 5.1: A schematic of a bulk mate-

rial interface. The surfaces of the con-

stituent materials are assumed to be very

far away.

5.1 Structure and convergence

Last chapter it was shown that these materials have different lattice

parameters even in their simple cubic forms. An assumption is made -

that if these materials make contact and remain crystalline and faultless,

then their in plane lattice parameters would be the average of the two.

To simplify the problem of matching planes, cubic unit cells are used.

Since it is a bulk material the structure used is one unit cell in size in the

a and b directions and thickness is defined as the extent in the c direction.

Examples of such structures can be seen in figure 5.2 The exact details
pertaining to the structure construction and other convergence tests made can
be found in the Appendix.

Figure 5.2: LNO-LCO interfacial stru-

cures, only the 1+1 and 4+4 structures

are shown. The Co atoms are blue and

Ni atoms are gray. The Ni atoms on the

other end of the structure are there only

because of the periodic representation of

the cell, and are not actually part of the

computational structure.
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Here the interfacial structure thickness convergence results are shown.

This is done because the properties of these materials both in bulk and at

the interface are different for different thicknesses, and the goal is to find

a structure where the properties of the materials are not susceptible to

changes in thickness; i.e. are converged.
1

1: One of the reasons one has to converge

thickness is the periodic plane wave rep-

resentation of the materials, meaning

that the interface would interact with

its images on both sides of the material.

Moreover the finite size of the structures

can be a limitation to finding the true

ground state of the materials.

Another reason to find a converged structure is time and computational

resources. Later structural relaxations and computational investigations

of these large cells are computational costly and time intensive even with

modern computational facilities, so they can be done on a limited set of

structures.

5.1.1 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 structure convergence

Here the convergence data is shown in figure 5.3. The magnetisation

shown is the total difference between spin up and spin down densities of

the whole cell divided by the total number of unit cells present in the

material. The energy is the total free energy of the structure divided by

the number of unit cells.

Figure 5.3: The total magnetisation and

energy per unit cell of the 𝐿𝑎𝐶𝑜𝑂3 and

𝐿𝑎𝑁𝑖𝑂3 interfacial structure as a func-

tion of the number of unit cells on each

side of the interface.

The energy data shows us that convergence is achieved with 4-6 unit cells

of material on each side of the interface. As the the energy per unit cell

does not change significantly with addition of more cells

The high total magnetisation per unit cell seen in the range of 1-2 unit

cells on each side of the interface in figure 5.3 can be attributed to the

fact that up two 2+2 unit cells in size, the local magnetic moment of Co

near the interface is ≈ 2𝜇𝐵, with the magnetic moment decaying further

from the surface. After 3+3 unit cells the magnetic moment of all the

Co atoms is quenched to zero signalling convergence. To visualise this

the Wigner-Seitz integral magnetic moments are shown in figure 5.4. In

figure 5.4b the increased magnetisation of Co in 𝐿𝑎𝐶𝑜𝑂3 at the interface

can be seen, this increased magnetisation is subsequently quenched fully

when the system is extended to 4 unit cells.

From this observation we can conclude that it is not octahedral stretching

and increase in unit cell volume that are solely responsible for the
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magnetic behaviour of Co in 𝐿𝑎𝐶𝑜𝑂3, unlike suggested by figures 4.19 a

and b.

As seen in figure 5.4a the𝐿𝑎𝑁𝑖𝑂3 does exhibit a strange AFM-Ferrimagnetic

ordering, with sometimes entering a more FM like state. From this image

we can conclude that this ordering is the steady state ordering of 𝐿𝑎𝑁𝑖𝑂3

in this structure. And figure 5.4b it appears the the interfacial local

magnetic moment of Ni is 1 𝜇𝐵 with 4 and 5 unit cell thickness results

being the exception.

(a) TM magnetic moments displayed as a function of layer for

select thickness values. The vertical black line marks the interface.

(b) TM magnetic moments at the interface, displayed as a function of

structure thickness.

Figure 5.4: Local Wigner-Seitz integral magnetic moment convergence graphs for the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 structures.

To conclude, the energy convergence results point to convergence at a

minimum of 4 unit cells thickness. The Co reaches magnetic convergence

from 4 unit cells thickness, but at 4-5 unit cells thickness the local magnetic

moment of Ni at the interface is low, and the normal magnetisation is

resumed from 6 unit cells thickness. Therefore the 6+6 unit cell thick

structure is chosen.

5.1.2 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 structure convergence

The convergence results are shown in figure 5.5. The magnetisation and

energy are defined the same as before.

In terms of energy it seems that convergence is reached from 4 unit cells

on each side of the interface and onwards.

Here a magnetic ordering representation problem arises. As shown in

Chapter 4 the preferred magnetic ordering for 𝐿𝑎𝐹𝑒𝑂3 is AFM-G but

the only anti ferromagnetic ordering properly representable with this

structure is AFM-A, which was shown to be much higher in energy, even

higher than Ferromagnetic ordering (see table 4.7 in Ch. 4). This means

that FM is the expected ordering of 𝐿𝑎𝐹𝑒𝑂3 in this structure.

This representation problem manifests in two ways - the constant change

of magnetic ordering seen in figure 5.6a, and the fact that the local
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magnetic moment of Fe has been reduced to ≈ 1𝜇𝐵 from the ≈ 4.2𝜇𝐵
seen in all the reference structures shown in table 4.8 in Ch. 4.

Figure 5.5: The total magnetisation and

energy per unit cell of the 𝐿𝑎𝐹𝑒𝑂3 and

𝐿𝑎𝑁𝑖𝑂3 interfacial structure as a func-

tion of the number of unit cells on each

side of the interface.

The increased magnetisation of the 1,3,6 and 7 unit cell thick structures

seen in figure 5.5 can be explained by the fact that the local magnetic

moment of Fe at the interface is ≈ 3𝜇𝐵 as can be seen in figure 5.6b. What

is notable is that the magnetisation of the Fe ion at the interface is often

of a different sign than the "bulk" like ferromagnetic section of 𝐿𝑎𝐹𝑒𝑂3

as seen in figure 5.6a.

(a) TM local W-Z integral magnetic moments displayed as a

function of layer for select thickness values. The vertical black

line marks the interface.

(b) TM local W-Z integral magnetic moments at the interface, displayed as

a function of structure thickness.

Figure 5.6: Local W-Z integral magnetic moment convergence graphs for the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 structures.

As expected from the magnetic ordering convergence test seen in table

4.7 in Ch. 4, the magnetic ordering of Fe is largely FM with interfacial

exceptions. When comparing the magnetic ordering of Ni of the previous

structure in figure 5.4a and the current structure seen in figure 5.6a,

it seems that for small structures the ordering is similar but for larger

structures the ordering here is FM. This could again be caused by
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the magnetic ordering representation problem in this structure as the

ferromagnetism found in 𝐿𝑎𝐹𝑒𝑂3 could be interacting magnetically

with 𝐿𝑎𝑁𝑖𝑂3 forcing FM ordering but of opposite majority spin. As a

consequence the interfacial magnetic moments of Fe do not stabilise and

the interfacial magnetic moments of Ni are quenched as can be seen in

figure 5.6b.

As the interface magnetic moment and magnetic order convergence tests

do not show clear convergence, it is assumed that the ferrimagnetic like

ordering of Ni seen in the previous structure is representative. Coupled

with the quenching of interfacial Ni magnetic moment seemingly being

the preferred state this leaves the 6+6 structure as a reasonable choice for

further investigation.
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5.2 Relaxation and Charge results for the bulk
contact structures

After the convergence tests the 6+6 cells were relaxed for both material

combinations. The relaxation is done with symmetries disabled as men-

tioned in the introduction of this section, with the initialised magnetic

orderings discussed in the Appendix.

In this section I will talk about the relaxation and charge results comparing

both the relaxed and un-relaxed structures, and the relaxed structure

charge results to the reference structure values seen in Ch.4.

5.2.1 Relaxation results

Firstly only the atomic positions in the structures were relaxed without

allowing the cell volume to relax; these structures are referred to as

"Position-only" structures. After that the volume of the structure was also

relaxed to allow the cells to change the common in-plane lattice parameter,

these structures are referred to as "Relaxed". The initial constrained

structures that were not relaxed are referred to as "Non-relaxed" in this

section.

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 structure relaxation results

For this structure the relaxation did not result in a significant drift of

atoms or large changes in structure. The first unit cell of 𝐿𝑎𝑁𝑖𝑂3 above

the interface did stretch, changing the c parameter of the cell from 3.84 Å

to 3.842 Å. Meaning that the 𝐿𝑎𝑁𝑖𝑂3 positions near the surface relaxed

closer to it, while the next unit cell up relaxed away from the interface.

This signifies a local interface driven enlargement of the unit cell.
2

2: The change due to relaxation is so

small that it cannot be visually identified

if the structure is plotted. So plots were

omitted.
The in plane lattice parameter changed from the assumed 3.826 Å to

3.818 Å. So the final lattice parameter is closer to the 𝐿𝑎𝐶𝑜𝑂3 one. No

changes in magnetic ordering or spin state were seen.

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 structure relaxation results

Here in figure 5.7 we see that the Fe octahedra (Ochre colour) shrunk

in the c direction quite substantially. This also lead to an expansion of

the Ni octahedra (Gray colour) in c parameter near the interface. The

shrinkage of the 𝐿𝑎𝐹𝑒𝑂3 cells was largest in the centre of 𝐿𝑎𝐹𝑒𝑂3 part

of the structure, with a maximum reduction of the cells c parameter to

3.9 Å from the initial 4.1 Å c parameter..
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Figure 5.7: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interfacial

structure relaxation changes illustrated.

The top structure is the unrelaxed one

and the bottom structure is the relaxed

one. The Fe octahedra are ochre and the

Ni octahedra are gray. The oxygen atoms

are red and the lanthanum atoms are

green. The arrows illustrate the 𝐿𝑎𝐹𝑒𝑂3

atom displacement during relaxation.

The bottom image shows fewer octahe-

dra because the atomic positions at the

edge are no longer equivalent due to

distortions so the visualisation software

does not search for bonds for those atoms

across the interface, the number of atoms

has not changed.

When relaxing the in-plane lattice parameter, it did reduce substantially

from the assumed 3.89 Å to 3.84 Å; again in line with shrinking 𝐿𝑎𝐹𝑒𝑂3

cell volume.

The in plane lattice parameter of 3.84 Å, and the shrunk out of plane

parameter of 3.9 Å give an average lattice parameter of 3.86 Å. If we look

back at figure 4.5a
3
, this change of lattice parameter places the 𝐿𝑎𝐹𝑒𝑂3 3: The data in figure 4.5a is plotted

in length units of 𝑟𝐵𝑜ℎ𝑟 , 3.86 Å is ≈
7.29𝑟𝐵𝑜ℎ𝑟 )

of this relaxed superstructure firmly in the FM false ground state. This

is a seemingly logical consequence of the FM magnetic ordering - the

structure is relaxing to accommodate the FM magnetic ordering.

Despite this prediction the final structure relaxed to a different ordering

for Fe, the final magnetic ordering of the structure is seemingly also

ferrimagnetic. The simple reason for the emergence of this ordering is

the contact. The comparison of TM local magnetisation before and after

relaxation is shown in figure 5.8.

Figure 5.8: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interfacial

structure relaxation changes of TM local

magnetic moments illustrated.

This change in lattice parameters and magnetic ordering is attributed

to the fact that AFM-G ordering cannot be reproduced, so the material

shrinks to accommodate the next best magnetic ordering and spin state

(low spin) in energy.
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5.2.2 Charge results

Here the oxidation states of the transition metal ions in these superstruc-

tures is discussed. Since Löwdin projected charges are known to fail in

purely ionic cases, and Bader charges to fail in covalent cases, both charge

types are presented.

As it was found in the relaxation step, the 𝐿𝑎𝐹𝑒𝑂3 shrinks in volume

to a degree where it is known to assume a false ground state as per

figure 4.5a, the intermediary relaxation results are also included in the

discussion. This is done for both superstructures.

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface charge

First we shall look at the difference in oxidation state from the Non-

relaxed, the Position-only relaxed, and Relaxed structures as explained

previously. These results are shown in figure 5.9.

(a) Löwdin projected oxidation states (b) Bader charge oxidation states

Figure 5.9: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interfacial structure Löwdin projected and Bader Oxidation states. The oxidation states displayed are those

of the transition metals, with the black line indicating the interface.

As can be seen in figure 5.9, the influence of relaxation is not large, in

the case of Löwdin projected oxidation states the oxidation states at the

interface were reduced for both materials. While the Bader oxidation states

veered further apart at the interface with Ni oxidation state decreasing

and Co oxidation state increasing. This signifies that the interface has

become more Ionic as the Löwdin charges are not sensitive to small

movements of charge in the interstitial space.

For the next comparison only the results of the relaxed structure will be

used.

To place these results in context, the results of the relaxed structure

are further compared to the results of the two two reference structures

from Ch. 4 - Cubic cell reference and Experimental lattice parameter
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cell reference (𝑅3̄𝑐 for both materials). These results are shown in figure

5.10.

(a) Löwdin projected oxidation states (b) Bader charge oxidation states

Figure 5.10: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interfacial structure Löwdin projected and Bader oxidation state comparison with the oxidation states

of the reference structures from Chapter 4. The cubic reference is one of the simple cubic cell, and the experimental lattice parameter

structure reference is that of the distorted structure in its lowest energy magnetic ordering. In this case those are the results of the 𝑅3̄𝑐
cells for each of the constituent materials.

Comparing the two sets of results in figure 5.10 it is clear to see that

the Löwdin projected oxidation states do not show much change when

approaching the interface, while Bader oxidation states do. In this case it

could be understood as a decrease in covalency between the materials,

as the Löwdin projection method would account for charge shared, while

the Bader charge method would just decide to cut it along a boundary,

granting more or less to one atom.

The 2nd and 6th Ni atoms from the left in both graphs converged to

anomalously low local magnetic moments of 0.3 and 0.5 respectively,

which are correlated with the lower-than-expected oxidation states. On

the other hand the consistent increase in oxidation state of the first Ni

atom does not correlate with increased local magnetic moment.

In both analysis cases the Ni oxidations states are much more like the ones

in the distorted 𝑅3̄𝑐 structure seen in Chapter 4, this can be attributed

to the fact that the 𝐿𝑎𝑁𝑖𝑂3 experimental lattice structure is much less

tilted and distorted compared to the 𝐿𝑎𝐶𝑜𝑂3. Meaning that 𝐿𝑎𝑁𝑖𝑂3 in

this structure is closer to its distorted state compared to 𝐿𝑎𝐶𝑜𝑂3 to its

distorted state. Another reason for such difference is the added symmetry

breaking of having a larger cell with more unit cells of 𝐿𝑎𝑁𝑖𝑂3, as the

distorted reference cells are always larger than the cubic ones in Ch. 4.

As for the Co ions, again, only Bader oxidation states show a signifi-

cant difference compared to the reference structures. The Co oxidation

state has increased slightly compared to the cubic reference structure

result towards the experimental reference structure oxidation state by

≈ 0.06 𝑒−.
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As there is not much change in the Löwdin oxidation states in this struc-

ture. The Bader oxidation states can be examined for charge transfer.

If we consider Co and Ni ions close to the interface (marked by the

vertical black line) and compare them to the "bulk like" ions further away

from the interface, then there is a decrease in the Co oxidation state of

≈ 0.03 𝑒− and a decrease of Ni oxidation state of ≈ 0.03 𝑒−. While the

decrease of oxidation state of Co is in line with the extended prediction of

Zhong and Hansmann from Ch. 3 figure 3.1, the accompanied decrease

of Ni oxidation state is not.

To conclude, the observed difference of Ni oxidation state across the

structure can be attributed to symmetry breaking induced by the larger

cell as well as the slight relaxation. The same can be concluded about the

increase in average oxidation state of Co across the whole structure.

The observed oxidisation state difference at the interface is rather small

and does not follow the the trend of TM donating electrons across the

interface predicted by Zhong and Hansmann [15].

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interface charge

Just as before; first the difference in oxidation state from the Non-relaxed

,the Position only relaxed, and Relaxed structures is discussed. The

oxidation state results for the different structures are shown in figure

5.11.

(a) Löwdin projected oxidation states (b) Bader charge oxidation states

Figure 5.11: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interfacial structure Löwdin projected and Bader Oxidation states. The oxidation states displayed are

those of the transition metals, with the black line indicating the interface.

For the Löwdin projected oxidation states seen in figure 5.11a both the

Non-relaxed and Relaxed structures show a lower oxidation state for the

Ni atom at the surface compared to the Position only result. This difference

can be attributed to the fact that the Positions only relaxed structure
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exhibits FM ordering for the Fe atoms compared to the ferrimagnetic

ordering found in the other structures.

The general trend seems to be an increase in Ni oxidation states and a

decrease for Fe oxidation states with relaxation. This trend is not seen

with the Bader oxidation states seen in 5.11b.

To provide context, results of the relaxed structure are compared to the

oxidation states of the reference structures for each constituent material

in Ch. 4. This comparison is shown in figure 5.12.

(a) Löwdin projected oxidation states (b) Bader charge oxidation states

Figure 5.12: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interfacial structure Löwdin projected and Bader oxidation state comparison with the oxidation states of

the reference structures from Chapter 4. The cubic reference is one of the simple cubic cell, and the experimental structure reference is

that of the distorted structure in its lowest energy magnetic ordering. This is is the 𝑅3̄𝑐 cell for 𝐿𝑎𝑁𝑖𝑂3 and the 𝑃𝑛𝑚𝑎 cell for 𝐿𝑎𝐹𝑒𝑂3.

In figure 5.12, the Ni oxidation states, for both Löwdin and Bader results,

exhibit the same likeness to the experimental reference structure oxidation

states, as seen in the previous (𝐿𝑎𝐶𝑜𝑂3 − 𝐿𝑎𝑁𝑖𝑂3) superstructure.

Unlike before the lowering of the local magnetic moment of Ni is not

correlated with the oxidation state.

For the Fe ions the Löwdin projected oxidation state differs drastically

from the reference structures, while the Bader oxidation states are in line

with the cubic reference structure oxidation states.

The observed significant difference in trends between the two charge

analysis methods would signify an increase in covalency and orbital

hybridisation as Fe ions now share more orbital overlap with other ions

increasing the amount of charge shared in the interstitial space. This

increase in covalency could be correlated with the observation that in all

of these structures the local magnetic moment is ≈ 1𝜇𝐵 compared to the

reference structure magnetic moments of ≈ 4.2𝜇𝐵 seen in table 4.8.

While this drastic lowering of Fe Löwdin oxidation state is in line with

the expanded prediction of Zhong and Hansmann seen in Ch. 3 figure

3.1 these results are to be considered erroneous as the trend is not
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dependant on the distance from the surface and could be attributed to

the misrepresentation of the material in this structure.

If the Bader results are discussed then there is a small increase in oxidation

state of Fe near the interface of ≈ 0.02 𝑒− and a decrease in Ni oxidation

state of ≈ 0.04 𝑒−. This would mean that Fe donates electrons to Ni, which

is inverse of the expanded prediction of Zhong and Hansmann seen in

Ch. 3 figure 3.1.

In conclusion the results provided show inverse behaviour to that of the

prediction of Zhong and Hansmann [15]. But these results are not to

be considered definitive because of the representation problem of the

constituent materials in this structure, and therefore a more complete

structure should be evaluated for a definitive answer.

5.3 Conclusion

In both cases the observed change in oxidation state is inverse to that

of the prediction of Zhong and Hansmann [15]. But these results are

not very trustworthy as both 𝐿𝑎𝑁𝑖𝑂3 and 𝐿𝑎𝐹𝑒𝑂3 are not represented

correctly in these structures and exhibit weird and unexpected magnetic

and charge behaviours. Moreover it seems that due to the representation

issues the changes seem to be relaxation driven, at least in the case of the

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 superstructure.
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In experimental situations the heterostructures are deposited on top of

matching (often other perovskite) substrates. In this case, one is interested

in 𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝐹𝑒𝑂3 as catalysts, therefore it is logical to place them

on the surface in an ultra-thin layer such that any short-range charge

transfer improvements to OER are at their largest where the reaction

takes place. This assumes that the reaction takes place on the surface and

not in it.[176].

Real life bulk materials - 𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝐹𝑒𝑂3 are insulators, while

𝐿𝑎𝑁𝑖𝑂3 is a conductor. To have small resistance path the bulk is also

chosen to be a conductor, and the 𝐿𝑎𝑁𝑖𝑂3 layer is thick to ensure minimal

bulk tilt influence and coupling.
1

1: The electrical contact is not always

made trough the bulk.

Here the substrate is taken to be Niobium doped Strontium titanate

- Nb:STO (𝑁𝑏 : 𝑆𝑟𝑇𝑖𝑂3) bulk substrate. Which is an often used, and

readily available conducting bulk perovskite substrate, with a lattice

parameter that is similar to the lattice parameters of our superstructure

perovskites.

It has to be disclaimed that these results were produced before the

conclusions of Chapter 4 were made, so the results of this chapter are

presented as is. The results are discussed in the light of the conclusions

of Chapter 4 however and should be viewed in that context.

Figure 6.1: The experimental layer stack

investigated. The dashed line marks the

actual extend of the computational struc-

ture.

6.1 Examining epitaxy on a bulk material

Here I will talk about the assumptions made when considering the

material stack and epitaxy. A schematic of the experimental structure is

seen in fig. 6.1, it must be said that the 25 unit cell deep layer of 𝐿𝑎𝑁𝑖𝑂3

is a structure of size that is far above the size limitations afforded to me

by the hardware at hand, so this section is about the choices made in

choosing a structure that is representative.

As this chapter will encompass thin films on known substrates, more

regard will be given to experimental literature as to help result inter-

pretation. Computational details and considerations are found in the

Appendix.

From experimental observations by Ellen Kiens, it is known that all

individual perovskites and heterostructures are fully strained to the

substrate in-plane lattice parameter at all thicknesses considered in the

experiments and simulation. Therefore, possible thickness-dependent

strain relaxation of the epitaxial thin films is ignored and all films are fixed

to the substrate in-plane lattice parameter in the simulations discussed

below.



72 6 Experimental structure charge transfer investigation

6.1.1 STO - 𝑆𝑟𝑇𝑖𝑂3

Strontium titanate 𝑆𝑟𝑇𝑖𝑂3 is a prototypical perovskite with a perfect

cubic structure (seen in fig. 6.2) and a relatively average lattice parameter,

which allows for various other perovskites to be grown on top of it

without much issues.

Figure 6.2: The cubic structure of STO

In this particular situation the 𝑆𝑟𝑇𝑖𝑂3 is doped with Niobium. 𝑆𝑟𝑇𝑖𝑂3

by itself is an insulator with an indirect bandgap of 3.2 eV [177], so

Niobium is added to enhance conduction. The doping is so low that it

does not influence the lattice parameter and physical structure of the

material.

The experimental lattice parameter of 𝑆𝑟𝑇𝑖𝑂3 is 3.905 Å. Thus it is the

lattice parameter that the heterostructure is going to be constrained to

in-plane, as the growth is considered to be on top of the 𝑆𝑟𝑇𝑖𝑂3 (001)

plane. The parameter itself is much larger than those of 𝐿𝑎𝐶𝑜𝑂3 (3.82

Å) and 𝐿𝑎𝑁𝑖𝑂3 (3.84 Å) cubic structures but smaller than that of the

𝐿𝑎𝐹𝑒𝑂3 (3.927 Å) cubic structure. This means strain distortion effects are

expected.

6.1.2 Impact of epitaxy on 𝐿𝑎𝑁𝑖𝑂3

While the Zhong and Hansmann pre-

diction would include charge transfer

between 𝐿𝑎𝑁𝑖𝑂3 and 𝑆𝑟𝑇𝑖𝑂3. The layer

stack of 25 unit cells of 𝐿𝑎𝑁𝑖𝑂3 is

roughly 10 nm thick. This means that

any substantial charge transfer effects

that could be expected of the 𝐿𝑎𝑁𝑖𝑂3 −
𝑆𝑟𝑇𝑖𝑂3 interface are mellowed out by

sheer distance and not considered.

Here we start off by examining the first step in the epitaxy - 𝐿𝑎𝑁𝑖𝑂3 on

𝑆𝑟𝑇𝑖𝑂3. In this structure the 𝐿𝑎𝑁𝑖𝑂3 layer would be under tensile strain

as its lattice parameter is substantially smaller than that of 𝑆𝑟𝑇𝑖𝑂3. If

the 𝐿𝑎𝑁𝑖𝑂3 is fully constrained to the lattice of 𝑆𝑟𝑇𝑖𝑂3 it should exhibit

≈ +1.7% strain.

In a 2011 study Rondinelli and Spaldin [178] highlighted that once grown

[178]: Rondinelli et al. (2011), Structure
and Properties of Functional Oxide Thin
Films: Insights From Electronic-Structure
Calculations

on a substrate 𝐿𝑎𝑁𝑖𝑂3 lowers symmetry to tetragonal and engages in

interfacial connectivity of the octahedra, changing its tilt pattern.

𝐿𝑎𝑁𝑖𝑂3, when positively strained onto an 𝑆𝑟𝑇𝑖𝑂3 substrate, has a glazer

tilt pattern of 𝑎−𝑎−𝑐− compared to the free crystal having 𝑎−𝑎−𝑎−. A

computational study by McBride et al.[179] found the tilts to be 6
◦
, 6

◦
[179]: McBride et al. (2015), Effects of biax-
ial stress and layer thickness on octahedral
tilts in LaNiO3

and 2
◦

degrees respectively. This tilt structure of 𝐿𝑎𝑁𝑖𝑂3 on 𝑆𝑟𝑇𝑖𝑂3 has

been experimentally verified by Fowlie et al., and the tilts were measured

to be 9
◦
, 9

◦
, 0

◦
at a height of 20 unit cells [180]. The 9

◦
tilts are not much

larger than the experimental findings (8.29
◦
) of 𝐿𝑎𝑁𝑖𝑂3 tilts of the free

crystal, discussed in Ch. 4, thus only tilts in one direction are changed by

epitaxy.

What the computational study of McBride et al. [179] also found was that

within 4 monolayers of 𝐿𝑎𝑁𝑖𝑂3 deposited on 𝑆𝑟𝑇𝑖𝑂3 the out of plane

lattice parameter c was almost equal to the normal bulk lattice parameter

of 𝐿𝑎𝑁𝑖𝑂3. The experimental findings of Fowlie et al. [180]

[180]: Fowlie et al. (2019), Thickness-
Dependent Perovskite Octahedral Distor-
tions at Heterointerfaces

seen in figure

6.3 indicate that 𝐿𝑎𝑁𝑖𝑂3 deposited on 𝑆𝑟𝑇𝑖𝑂3 does relax in its c -axis

lattice parameter, just not as quickly as predicted computationally. This

is also confirmed by fitting experimental XRD data available for a sample

of 25 unit cells of 𝐿𝑎𝑁𝑖𝑂3 deposited on 𝑆𝑟𝑇𝑖𝑂3, which resulted in a c

lattice parameter of 3.8341 Å. The fit details are found in the Appendix.

Figure 6.3: Measured c axis parameters

for various material and substrate com-

binations from Fowlie et al. [180]

This means that if we ignore the change in tilt patterns we can decouple

the 𝑆𝑟𝑇𝑖𝑂3 bulk substrate from the 𝐿𝑎𝑁𝑖𝑂3/𝐿𝑎𝐶𝑜𝑂3 superstructure,
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and only investigate an in plane strained topmost part of the experimental

structure with the in-plane lattice parameter being set to that of 𝑆𝑟𝑇𝑖𝑂3.

6.1.3 Impact of epitaxy on 𝐿𝑎𝐹𝑒𝑂3

In a study by Seo et al. [181]

[181]: Seo et al. (2008), Antiferromagnetic
LaFeO3 thin films and their effect on exchange
bias

, where 𝐿𝑎𝐹𝑒𝑂3 was grown onto 𝑆𝑟𝑇𝑖𝑂3,

it was observed that the c-axis parameter of 𝐿𝑎𝐹𝑒𝑂3 increased by 0.4%

, and the glazer tilt system changed to enable in plane twinning (this

would mean going from a 𝑎+𝑏−𝑏− to a 𝑎+𝑎+𝑏− or a 𝑎−𝑎−𝑏− glazer tilt

system).
2

2: It has to been found that tilts and

buckling in orthoferrites (𝑅𝐹𝑒𝑂3) causes

changes in exchange interaction promot-

ing different spin orderings.[182]

In the same study negative exchange bias in magnetic measurements of

𝐿𝑎𝐹𝑒𝑂3 was found, suggesting a complicated spin environment. There

are also reports of Ferromagnetic ordering in thin 𝐿𝑎𝐹𝑒𝑂3 films, which

are accompanied by oxidation state and octahedral volume ordering

[183].

Paudel et al. see a valence band maxi-

mum shift of 0.28-0.33 eV upwards for

𝐿𝑎𝐹𝑒𝑂3 when pinned to 𝐿𝑎𝑁𝑖𝑂3. In the

same paper Paudel et al. highlight an

increase in OER activity for this super-

structure [184].

These findings highlight that𝐿𝑎𝐹𝑒𝑂3 is a material with a strong spin–lattice

interaction and that it is important to consider changes in lattice when

representing this material.

6.1.4 Impact of epitaxy on 𝐿𝑎𝐶𝑜𝑂3

Many authors find that 𝐿𝑎𝐶𝑜𝑂3 thin films have a FM spin ordering with

an average measured magnetisation of 0.7 𝜇𝐵 per Co atom [185][141]. [185]: Posadas et al. (2011), Epitaxial in-
tegration of ferromagnetic correlated oxide
LaCoO3 with Si (100)
[141]: Rata et al. (2010), Lattice structure
and magnetization of LaCoO3 thin films

Similar behaviour of 𝐿𝑎𝐶𝑜𝑂3 has been seen in bilayer structures together

with 𝐿𝑎𝑁𝑖𝑂3 [143]. The cause of this FM spin ordering has been revealed

in studies by both Sterbinsky et al. [186] and Fuchs et al. [187] to be strain

and distortion driven.
3

3: LCO on STO has roughly 2.2% strain

The tensile strain of these films leads to octahedral stretching which in

turn reduces tilting, these two lead to FM for any Co-O-Co angle above

160 deg. Moreover according to Fuchs et al. the magnetisation is linearly

dependant on the in plane lattice parameter set by the substrate, this is

shown in figure 6.4.

Figure 6.4: The observed linear relation

between Co magnetisation and average

lattice parameter from Fuchs et al. [187].

The average lattice parameter is the av-

erage of the a,b,c parameters of the unit

cell.

Meng et al. [142] and Durand et al. [188] also see such FM behaviour,

but highlight that it not only comes from strain but also possibly from

Oxygen vacancies and their ordering.

Both Wang et al. and Rata et al. find the the out of plane lattice parameter

of 𝐿𝑎𝐶𝑜𝑂3 to be roughly 3.78 Å, when constrained to 𝑆𝑟𝑇𝑖𝑂3, and they

also see a general volume increase from 55 Å
3

to 57.5 Å
3
. [141, 147]
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6.2 Slab convergence and relaxation

In order to correctly represent a surface termination in VASP, we need to

create a slab and place it in the middle of vacuum. This vacuum is needed

to make sure the that our structure will not interact with its periodic

images on the top and bottom of the structure. This image problem, while

a blessing in bulk calculations, is a crux of the plane-wave representation

in abruptly terminated finite structure calculations. Just in the previous

Chapter the chosen structure is relaxed afterwards.

6.2.1 Converging vacuum and slab thickness

Since we know that the "bulk" of our material here will be 𝐿𝑎𝑁𝑖𝑂3, the

convergence tests are carried out for 𝐿𝑎𝑁𝑖𝑂3 only.

The approach taken here is to first converge vacuum size necessary for

the surface termination of 𝐿𝑎𝑁𝑖𝑂3, after that the size of the slab in the z

direction is converged. The parameters themselves are converged with

respect to the surface energy, which is defined as the slab energy minus

the equivalent bulk energy (if a slab is 4 unit cells thick then you would

subtract four times the energy of the bulk unit cell) divided by the surface

area exposed.

Firstly a single unit cell of 𝐿𝑎𝑁𝑖𝑂3 is taken, and then vacuum is added

symmetrically to the cell on each side
4
. The structure is then converged4: This is done by increasing the com-

putational cell in size in the z direction,

with the single cubic unit cell of 𝐿𝑎𝑁𝑖𝑂3

in the middle.

and the energy per surface area is extracted. This is repeated for a

multitude of vacuum sizes. The results can be seen in the figure 6.5.

Here 30 Å of vacuum was chosen as 20 Å seems to be converged but

the extra 10 Å are added to accommodate for the two unit cells of either

𝐿𝑎𝐶𝑜𝑂3 or 𝐿𝑎𝐹𝑒𝑂3 to be added.

Figure 6.5: Surface energy of the LNO

slab as a function of size and added vac-

uum. The Fiorentini and Methfessel cor-

rection to bulk energy is used to obtain

true surface energy convergence [189].

To converge the thickness, cells of many monolayers were built, and

to each of them 30 Å of vacuum was added. These structures were

again converged and their surface energies extracted, these energies as a

function of size can be seen figure 6.5.
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While the calculation is convergent at 2 monolayers of 𝐿𝑎𝑁𝑖𝑂3, the

4 monolayer structure is chosen as a safety margin. The 4 monolayer

structure is chosen over the 3 monolayer structure, as that is the next

number up from 2 which can represent different types of spin ordering

in the cubic Ni sub lattice of 𝐿𝑎𝑁𝑖𝑂3.

6.2.2 Slabs and relaxation

The eventual structures consist of 2x2x4 unit cells of 𝐿𝑎𝑁𝑖𝑂3 topped

with 2x2x2 unit cells of 𝐿𝑎𝐶𝑜𝑂3 or 𝐿𝑎𝐹𝑒𝑂3. The 2x2 structure in the a-b

plane is chosen as it can represent the magnetic orderings and possible

anti-phase tilts of the constituent materials. These structures can be seen

in the figure 6.6 below. Further when referring to the "bottom" or "top" of

these structures, it is done with the context of this image and the C axis

within it.

The exact details pertaining to the construction of these cells can be found

in the Appendix.

Figure 6.6: The experimental slabs. On the

left is the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 stack and on

the right you have the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3

stack.

The atomic positions were allowed to relax in the computational cell in

two ways:

1. A way where the bottom mono layer of 𝐿𝑎𝑁𝑖𝑂3 was constrained

to the 𝑆𝑟𝑇𝑖𝑂3 in plane parameters only allowing the top most part

to relax.

2. A way where all the atomic positions could relax.

In most of this Chapter, I will discuss the results of the structures relaxed

with the second method, as it was the method where relaxation was

run without symmetries enabled - leading to octahedral tilts and other

physical distortions.

The the structures relaxed with the first type of relaxation did not display

any octahedral distortions or bond buckling and only developed Jahn-

Teller distortions. This is because the relaxation runs were run with
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symmetries enabled. If the results from structures relaxed with the second
method are discussed, it will be explicitly mentioned.

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 slab relaxation changes

In the whole stack the tilting behaviour of 𝐿𝑎𝑁𝑖𝑂3 increases from the

bottom to the top. Growing from no tilts ( 𝑎0𝑎0𝑎0
) to 𝑎−𝑎−𝑐−/0

with

𝑎 = 1.16
◦

, 𝑏 = 1.1◦ and 𝑐 = 0.025
◦
, as expected from literature. It has

to be said that the amplitude of tilting here is far less than what was

reported in literature. The x and y axis are almost twinning but the z

axis has massively reduced tilting (essentially 𝑎0
) when compared to the

experimental structure findings in Ch. 4 table 4.4. The tilting values did

not reach the computational ones found by McBride due to the fact that

there was no 𝑆𝑟𝑇𝑖𝑂3 at the structure base, and this was not simulated via

an added potential. The only constraint was the in plane lattice parameter

of 𝑆𝑟𝑇𝑖𝑂3 and the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface.

Moving upwards to the 𝐿𝑎𝐶𝑜𝑂3 layer, 𝐿𝑎𝐶𝑜𝑂3 further exaggerates this

tilting to 𝑎−𝑏−𝑐− with to 𝑎 = 1.5◦ , 𝑏 = 3.42
◦

and 𝑐 = 0.37
◦
. The tilts of

the 𝐿𝑎𝐶𝑜𝑂3 thus couple with those of the 𝐿𝑎𝑁𝑖𝑂3 "bulk". These tilts are

measured at the very top octahedra of the structure.

Figure 6.7: Relaxations results of the top

of the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 slab with the

unrelaxed slab on the left and the relaxed

one on the right. Only the top is shown

as that is where the distortions are the

largest.

A visualisation of the differences in structure arising from relaxation is

shown in figure 6.7. Here buckling is also highlighted. In 𝐿𝑎𝑁𝑖𝑂3 the

buckling angle grows from 179
◦

at the bottom of the structure to 176
◦

at

the top of the structure. The 𝐿𝑎𝐶𝑜𝑂3 again increases this buckling from

171
◦

at the lowest 𝐿𝑎𝐶𝑜𝑂3 layer to 168
◦

at the very top of the structure.

The out of plane lattice parameter of 𝐿𝑎𝑁𝑖𝑂3 expanded from initialised

3.71 Å to a gradient starting at 3.79 Å near the interface and ending at 3.87

Å at the bottom end of the structure. While this follows the experimental

trend seen in figure 6.3 of out of plane lattice parameters increasing

(resulting in a negative Poisson’s ratio). It has to be said that the inverse
nature of relaxation, where the bottom relaxes the most, is a product of

the way structures are relaxed with VASP, i.e. the bottom most atoms are

more free to move than the ones at the interface. This could be mended by
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relaxing for a substantially longer time, or manually editing the structure

and searching for the lowest energy solution.

On the other hand 𝐿𝑎𝐶𝑜𝑂3 out of plane lattice parameter shrunk from the

initialised 3.79 Å to 3.71 Å further intensifying the Jahn-Teller distortions

induced when the in-plane lattice parameter was constrained to that

of 𝑆𝑟𝑇𝑖𝑂3. Notably the structure showed ordering of lower and higher

volume octahedra, characterised by different Co-O bond lengths, with

these differences being larger at the topmost layer. This means that the

top of the 𝐿𝑎𝐶𝑜𝑂3 structure starts showing bulk like 𝑅3̄𝑐 like behaviour

shown in Ch. 4 table 4.3, which exhibits octahedra ordering in size.

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 relaxation changes

The 𝐿𝑎𝑁𝑖𝑂3 stack did not exhibit any tilting along the z direction with

a resultant tilting structure of 𝑎−𝑎−𝑎0
similar to the one found in the

previous superstructure.

The x and y tilts actually decreased as the 𝐿𝑎𝐹𝑒𝑂3 part of the structure

was approached, reducing from 𝑎 ≈ 0.3◦ to 𝑎 ≈ 0.1◦. This "anti-coupling",

where the tilts are larger away from the surface rather than closer to

it, could be explained by the fact that when relaxing, these structures

transform from the cubic forms to different forms closer to the distorted

cells seen in Ch.4. And the distorted cells of 𝐿𝑎𝑁𝑖𝑂3 and 𝐿𝑎𝐹𝑒𝑂3 seen

Ch. 4 are of different tilt systems.

In the top structure the 𝐿𝑎𝐹𝑒𝑂3 tilting shows the experimentally found

x-y axis twinning, showing a tilting system of 𝑎−𝑎−𝑏− with a = 0.87
◦

&

0.89
◦

for the x and y tilts and b = 0.133
◦
. The relaxed tilts are smaller in

amplitude compared to what one might expect when looking at the tilt

angles found in the distorted 𝑃𝑛𝑚𝑎 structure of 𝐿𝑎𝐹𝑒𝑂3 in Ch.4 (a =

1.25
◦

and b = 8.33
◦
).

Figure 6.8: Relaxations results on of

the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 slab with the unre-

laxed slab on the left and the relaxed one

on the right. Only the top of the structure

is displayed.

The comparison of the relaxed structure to the initial one is shown in

figure 6.8. The bond buckling amplitudes of the Tm-O-Tm bonds found
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in this system are smaller compared to the previous superstructure (there

it was the Co-O-Co bond).

The buckling angle in the 𝐿𝑎𝑁𝑖𝑂3 increased from 170
◦

at the bottom of

the structure to 177
◦

at the top, where the 𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐹𝑒𝑂3 interface is

located. The 𝐿𝑎𝐹𝑒𝑂3 structure was more buckled than the 𝐿𝑎𝑁𝑖𝑂3 sub

layer with the buckling angle growing from ≈ 175.5
◦

near the interface

to a buckling angle of ≈ 173.5
◦

at the very top.

The final buckling angle of 173.5
◦

is rather unexpectedly large when

compared to the smaller buckling angle of 168
◦

seen for the topmost

𝐿𝑎𝐶𝑜𝑂3 layer in the previous superstructure, as experimentally, 𝐿𝑎𝐹𝑒𝑂3

should have the smallest buckling angle out of all the 𝐿𝑎 − 3𝑑𝑇𝑀 − 𝑂3

perovskites [181].

The out of plane lattice parameter of 𝐿𝑎𝑁𝑖𝑂3 expanded from the ini-

tialised 3.78 Å to a gradient, starting at 3.78 Å found near the interface

with 𝐿𝑎𝐹𝑒𝑂3, to 3.85 Å at the bottom of the structure, similar to the

previous superstructure.

The out of plane lattice parameter of 𝐿𝑎𝐹𝑒𝑂3 shrunk from the initialised

4.01 Å to ≈ 3.92 Å, resulting in a negative Poisson ratio.
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6.3 Magnetic and Charge results

Here the local magnetic moment and charge results of the slabs are

discussed. These results are then compared to those of the reference

structures seen in Ch. 4.

6.3.1 𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐶𝑜𝑂3 slab results

The magnetic moments are initialised as FM for the Ni atoms and both

FM and AFM-G for the Co atoms, due to the magnetic ambiguity of this

material.

The structure where Co was initialised in the FM ordering converged with

a strange spin ordering across the whole structure and locally quenched

spins. Next to this unexpected behaviour, this structure was 28 meV

higher in energy per formula unit
5

compared to the structure where the 5: In this case the energy of the both

structures was divided by the total num-

ber of unit cells as there are two materials

present.

Co was initialised in the AFM-G ordering. Therefore this structure is not

discussed here. The results presented here are from the structure where

Co was initialised in the AFM-G ordering.

The Löwdin and Bader oxidation state results as well as the local Löwdin

projected magnetic moments are shown in figure 6.9.

The Co atoms near the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface in figure 6.9 seem to

have a lower oxidation state compared to the Co atoms at the top, near

the surface. There exists a positive correlation with local magnetisation of

Co and oxidation state, in line with the findings of Ch. 4 which indicate

that the low-spin Co is more covalent, effectively having more charge

when compared to the high-spin Co.

Figure 6.9: Top two layers of 𝐿𝑎𝐶𝑜𝑂3

with the oxidation states and the local

projected Löwdin magnetic moments of

Co.

If we compare the charge and magnetic moments seen in 6.9, the values

seem similar to those of the 𝑅3̄𝑐 structure FM results shown in Ch. 4.

As mentioned before both studies of Sterbinsky et al. [186] and Fuchs et

al. [187] have shown that the increased in plane stretching should lead

to less distortions and buckling thus increasing the magnetic moment,

however the findings here and in Ch. 4 indicate that this trend is inverted.

The findings of this thesis show that 𝐿𝑎𝐶𝑜𝑂3 structures with more lattice

distortions exhibit a higher spin and oxidation state.

The low spin Co found in the layer closer to the interface is very logical

from the perspective that the out of plane lattice parameter of 𝐿𝑎𝐶𝑜𝑂3
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shrunk, as it was previously discussed in Ch.4 that the ionic radius of

the low spin Co
3+

is smaller than that of the high spin Co
3+

ion.

Another notable thing is the induced insulator to metal transition of

𝐿𝑎𝐶𝑜𝑂3. The averaged DoS of each of the Co in each of the 𝐿𝑎𝐶𝑜𝑂3

layers can be seen in figure 6.10. Such transitions have been shown to be

introduced either by pressure or temperature, i.e. added energy to the

system. [112, 190, 191]

Figure 6.10: An apparent insulator to

metal transition. With the bottom Co

DoS likening to the cubic one but the

top one showing 𝑅3̄𝑐 FM ordering like

results from Chapter 3.

Now examining the 𝐿𝑎𝑁𝑖𝑂3 sub layer whose magnetisation and charge

results can be seen in figure 6.11. A spin reversal at the interface is

seen when compared to the spin sign of 𝐿𝑎𝐶𝑜𝑂3 seen in figure 6.9.

Another notable feature is the apparent formation of an AFM ordering

on the 𝐿𝑎𝑁𝑖𝑂3 surface at the bottom of the structure, where the 𝐿𝑎𝑁𝑖𝑂3

substructure is exposed to vacuum.

Figure 6.11: Bottom four layers of LNO

with the oxidation states and the local

projected Löwdin magnetic moments of

Ni.

The apparent AFM ordering in 𝐿𝑎𝑁𝑖𝑂3 thin films has been discussed by

Guo et al. [118] and Liu et al. [192]. It appears that in this case the 𝐿𝑎𝑁𝑖𝑂3[192]: Liu et al. (2020), Observation of an
antiferromagnetic quantum critical point in
high-purity LaNiO3

surface at the bottom of the structure has developed this ordering, either
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because it has an exposed "free" surface, or because of the distortions,

which were found to be largest at the bottom of the 𝐿𝑎𝑁𝑖𝑂3 layer.

It also seems that the oxidation state of the Ni atoms is larger at the top,

near the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface, when compared to the Ni atoms

at the bottom of the structure. However we have to take in mind the

observations of structural distortions here. It was found that as you

approach the 𝐿𝑎𝐶𝑜𝑂3 layers the distortions get smaller. Which would

mean that the changes in oxidation state are in line with a gradient from

𝑅3̄𝑐 structure Ni oxidation state of 1.26 to the cubic structure Ni oxidation

state of 1.33 found in Ch. 4.

To get a better insight on the validity of the predictions of Zhong and

Hansmann [15] the average oxidation state of the TM metals per layer is

plotted against the oxidation states of the reference structures found in

Ch. 4, this comparison can be seen in figure 6.12. The cubic reference is

that of the Cubic reference structure, and the Experimental reference is

that of the distorted structures for each material. In this case that would

be the 𝑅3̄𝑐 structure of both 𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝑁𝑖𝑂3.

(a) (b)

Figure 6.12: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 slab layer averaged TM Bader and Löwdin oxidation states compared to the oxidation states of the

reference structures in Ch. 4. The interface is marked by the vertical black line.

If we examine the Ni oxidation states seen in figures 6.12a and 6.12b,

they seem to be most like the oxidation states found in the distorted

𝑅3̄𝑐 structure marked by the orange line and reported in Ch.4. In both

figure 6.12a and 6.12b the oxidation states of Ni seem to follow the same

trend and even the same trajectory of increasing as we approach the

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface. It has to be noted that this change is also

correlated with the decrease in out of plane lattice parameter of 𝐿𝑎𝑁𝑖𝑂3

going from the bottom of the structure (here on the left hand side) to the

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface (here marked by the vertical black line).

Proceeding to the oxidation states of Co, again shown in figures 6.12a and

6.12b, they exhibit a trend of increasing when moving further away from

the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface marked by the vertical black line. While



82 6 Experimental structure charge transfer investigation

in figure 6.12a all the Löwdin projected oxidation states are higher than

the Cubic reference oxidation states, in figure 6.12b the Bader oxidation

state of the Co atom just above the interface is slightly below the Cubic

reference oxidation state. Just as with Ni, the oxidation state changes

seem to be correlated with the shrinking out of plane lattice parameter,

which for 𝐿𝑎𝐶𝑜𝑂3 was more pronounced at the top of the structure.

Another reason for this strange trajectory of oxidation states is polarisation

at the interface which was calculated to be 7.75 𝜇𝐶/𝑐𝑚2
as per Löwdin

projections. These are calculated by a simple dipole calculation of all

the atomic positions and their Löwdin projected oxidation states. This

would lead to a dipole forming along the z axis moving charge towards

one end.

Nevertheless these results are in line with the extended prediction of

Zhong and Hansmann, which predict a decrease in oxidation state of Co

and an increase of oxidation state of Ni upon contact.

In a bid to exclude such possible influence of structural parameters and

polarisation in this analysis the 𝐿𝑎𝑁𝑖𝑂3 and 𝐿𝑎𝐶𝑜𝑂3 slabs were severed

at the interface and converged individually. The atomic Bader and Löwdin

oxidation states of the separated structures were then subtracted from

the structure with the interface. This leads to an oxidation state difference

graph seen in figure 6.13.

In this graph it is clear to see that the oxidation state of Ni below the

interface is higher and the Co oxidation state just above the surface is

significantly lower. It has to be disclaimed that This graph was made with
the structures relaxed using the first relaxation method and therefore only have
Jahn-Teller distortions..

Figure 6.13: The oxidation state differ-

ence between the interfacial structure

and the constitient slabs on their own.

This graph was made with the structures re-
laxed using the first relaxation method and
therefore only have Jahn-Teller distortions.

This result is very much in line with the prediction of Zhong and

Hansmann [15] with increasing Ni oxidation states near the interface and

decreasing oxidation states of Co near the interface.
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6.3.2 𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐹𝑒𝑂3 slab results

The magnetic moments were initialised as AFM-G for the Fe atoms as

per expected lowest energy ordering discussed in Ch.4 , and the Nickel

atoms were initialised in a FM ordering.

The local Fe oxidation states and local magnetic moments can be seen

in figure 6.14. Just as with Co in the previous superstructure it seems

that high oxidation state is correlated with high local magnetisation. A

notable observation is that in the 𝐿𝑎𝐹𝑒𝑂3 layer closer to the 𝐿𝑎𝑁𝑖𝑂3 -

𝐿𝑎𝐹𝑒𝑂3 interface the magnetic ordering of Fe is Ferromagnetic, while in

the surface layer above it returns to AFM-G type ordering, albeit with

somewhat quenched magnetisation for one channel.

Figure 6.14: Top two layers of LFO with

the oxidation states and the local pro-

jected Löwdin magnetic moments of Fe.

What is more interesting, is that negative high magnetisation Fe atoms

have a high Löwdin oxidation state and a somewhat elevated Bader

oxidation state, while for the positive high magnetisation Fe atom in the

lower layer it is the other way around. This might come from the fact

that at the interface the bonding is more ionic, while at the top layer the

bonding is more covalent.

Now moving on to the 𝐿𝑎𝑁𝑖𝑂3 sub layer; unlike in the Fe of the 𝐿𝑎𝐹𝑒𝑂3

layer above, the Ni atoms do not exhibit a correlation between oxida-

tion state and local magnetic moment. But just as with the previous

superstructure (𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐶𝑜𝑂3) the oxidation state seems to grow

monotonously approaching the 𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐹𝑒𝑂3 interface on top. Just

as before the increasing oxidation state of Ni is correlated with decreasing

out of plane lattice parameter going from the bottom of the structure to

the 𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐹𝑒𝑂3 interface. This is visualised in figure 6.15.
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Figure 6.15: Bottom four layers of

𝐿𝑎𝑁𝑖𝑂3 in the superstructure with

𝐿𝑎𝐹𝑒𝑂3. Displaying the oxidation states

and the local projected Löwdin magnetic

moments of Ni.

Observing the local magnetic moments of Ni in figure 6.15, it is clear that

at the 𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐹𝑒𝑂3 interface at the top, the majority spin channels

flip. Moving down the structure, at the halfway point there is a a switch
of magnetic domains. This ordering, found in the lowest eight octahedra

in figure 6.15 cannot be matched with any of the known cubic lattice

orderings displayed in figure 4.11 in Ch.4.

One would expect that due to our forced U parameter and metallic

behaviour of the material, that the Ni in 𝐿𝑎𝑁𝑖𝑂3 would always comply

to the stoner criterion with one type of majority spins dominating. But

this is not the case, and there is no physical change there that could

facilitate a change in magnetic domains. The ordering is also not periodic

in an apparent fashion so this is less likely to be the kind of AFM ordering

discussed in the experimental papers.

The fact that this current spin structure does not fit in any cubic ordering

could mean either it being the best effort of the material to represent a

paramagnetic state (the physical, experimental state) in a format where

spins can only be parallel, or that this structure still does not allow for a

correct representation of the magnetic ordering of this material.

In any case, we can examine the the layer averaged transition metal

oxidation states in figures 6.16a and 6.16b. Here the layer averaged TM

oxidation states are plotted with the oxidaiton states of the reference

structures found in Ch.4. The cubic reference is that of the simple cubic

structure of each constituent material, and the experimental structure

reference is that of the distorted cells. That is 𝑃𝑛𝑚𝑎 for 𝐿𝑎𝐹𝑒𝑂3 and 𝑅3̄𝑐

for 𝐿𝑎𝑁𝑖𝑂3.

Just as before there is a monotonous increase in Ni oxidation states going

from the bottom of the structure to the 𝐿𝑎𝑁𝑖𝑂3 - 𝐿𝑎𝐹𝑒𝑂3 interface, with
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(a) (b)

Figure 6.16: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 slab layer averaged TM Bader and Löwdin oxidation states compared to the oxidation states of the

reference structures in Ch. 4. The interface is marked by the vertical black line.

the overall average oxidation state of Ni liking more to the oxidation state

of the distorted structure.

Another possible reason for this trajectory of oxidation states is polar-

isation at the interface which was calculated to be 9.61 𝜇𝐶/𝑐𝑚2
as per

Löwdin projections. These are calculated by a simple dipole calculation of

all the atomic positions and their Löwdin projected oxidation states. This

would lead to a dipole forming along the z axis moving charge towards

one end. Such polarisation is expected and has been seen experimentally

[193].

The Fe Löwdin projected oxidation states seem to be in line with the

expanded Zhong and Hansmann prediction of Chapter 3 figure 3.6 - the

oxidation state of Fe is lower than that of all the reference structures

from Ch. 4. On the other hand Bader oxidation states show that there

is no change at hand and the local oxidation states are in-between the

oxidation states of the non-distorted and the fully distorted reference.

As this structure allows for distortions such as tilting and buckling, it is

therefore reasonable to assume that the oxidation state is elevated due to

these distortions.

Just as for the previous superstructure, in a bid to exclude such possible

influence of structural parameters in this analysis the 𝐿𝑎𝑁𝑖𝑂3 and

𝐿𝑎𝐹𝑒𝑂3 slabs were severed at the interface and converged individually.

The atomic Bader and Löwdin oxidation states of the separated structures

were then subtracted from the structure with the interface. This leads to

an oxidation state difference graph seen in figure 6.13.

Here the oxidation states of Ni below the interface are lower than for

the individually converged slab, and the Fe oxidation states closer to

the surface are lowered substantially. It has to be disclaimed that This
graph was made with the structures relaxed using the first relaxation method
and therefore only have Jahn-Teller distortions..
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Figure 6.17: The oxidation state differ-

eence between the interfacial structure

and the constitient slabs on their own.

This graph was made with the structures re-
laxed using the first relaxation method and
therefore only have Jahn-Teller distortions.

Here a large difference in Fe oxidation state between the structures with

and without the interface is found, the change in oxidation state at the

interface is smaller than that of the 𝐿𝑎𝐶𝑜𝑂3-𝐿𝑎𝑁𝑖𝑂3 superstructure, in

line with the prediction. Unlike for the 𝐿𝑎𝐶𝑜𝑂3-𝐿𝑎𝑁𝑖𝑂3 superstructure,

the Ni oxidation states do not increase near the interface. But the con-

clusion here is that the prediction of Zhong and Hansmann [15] is only

partially true for this structure.

6.4 Conclusions and orbital occupancy

When the spin states and distortions of these materials are represented

correctly, a multitude of interesting observations can be made, many of

which have also been confirmed experimentally.

While in some cases the magnetic ordering and structural distortion

description could be improved from the one presented here, it is safe

to say that these structures are quite representative of the experimental

ones. Moreover, when the possible inhomogeneity of charge, due to

polarisation or local difference in unit cell size, was accounted for, it looks

that the prediction of Zhong and Hansmann [15] holds merit.

While bonding and 𝑒𝑔 orbital occupancy changes were discussed at the

start of the thesis to be predictors of OER performance this is left as

future work.
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Initially, it was shown in Ch.3 that due to the simple structures and choice

of functional used by Zhong and Hansmann [15] in making the original

predictions, the authors end up predicting un-physical properties in

these Tm-O perovskites indicating that this prediction would most likely

fail in real life.

This idea of correct representation was built upon in Ch.4 where it

was highlighted that these structures have a very intricate relationship

between structure and the spin and oxidation states of the transition

metal ions. It was also shown that often breaking physical symmetries

was more important than the choice of functional when seeking correct

representation.

This lack of proper representation in Ch.5 showed that these materials

will indeed behave unexpectedly if not represented correctly and will

converge to both erroneous lattice sizes and magnetisations.

The description was improved in Ch.6., where it was possible to partially

represent the correct magnetic orderings and distortions of these materi-

als. This lead to results that were seemingly more physical and also more

in line with experimental observations. While the results themselves

still suffered from representation issues such as cell size and oxidation

state correlations and possible issues due to polarisation, when it was

at least partially accounted for these issues the extension of the original

prediction of Zhong and Hansmann [15] in Ch.3. was shown to hold

some merit.

It has to be noted that the prediction here held true in its entirety only

for one of the two superstructures tested - the 𝐿𝑎𝑁𝑖𝑂3 − 𝐿𝑎𝐶𝑜𝑂3 one.

And only two combinations, out of the hundreds possible, were tested

here, meaning that the theoretical prediction of Zhong and Hansmann

[15] cannot be fully verified or falsified even for the two combinations

explored here. Moreover it is hard to say if the cause of the charge transfer

in the structures tested was fully due to band alignment.

As it was shown, the materials explored in this thesis show sensitivity

to structural changes, that result in changes of magnetic ordering, local

magnetic moments and oxidation states. In further research into this

topic, both computational and experiential, more attention has to be

devoted to the separation of these variables from the variable of interest;

namely the formation of a heterointerface between two transition metal

oxide perovskites.

The following steps should be to first fully understand the distortion

and tilting behaviour of these materials when in contact with each-other.

Then to try and understand how that influences the magnetic and charge

behaviour of the system, and weather or not these computational ob-

servations are physical or just products of the limited computational

representation. Finally if this is understood, then a larger structure

containing more cells of each material should be made and explored com-

putationally. The previously gained knowledge about the local influence
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of structure on magnetisation and charge states would then allow for a

decoupled analysis of the charge transfer, isolating the heterointerface as

the only new variable.
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Here the computational details regarding the process of producing the

results are are broken down by chapter.

A.1 Chapter 3

Most of the computational details are disclosed in the Chapter itself, so

the information presented here is extra to that.

To benchmark the reproduce-ability of the data presented in Figure 1.6

(Ch. 1), not only was the La - TM3d line reproduced but also the Sr - Tm

line. The O2p and Tm-d averages were not extracted from the Sr line.

Firstly the structures were obtained from Materials project [194]

[194]: Jain et al. (2013), Commentary: The
Materials Project: A materials genome ap-
proach to accelerating materials innovation

, and

convergence tests were done. A selection of the convergence tests is

displayed in figure A.1. These convergence tests show that these materials

need high plane wave cut-off energies and a fine K-point grids.

(a) 𝑆𝑟𝐹𝑒𝑂3 convergence (b) 𝑆𝑟𝐶𝑜𝑂3 convergence

(c) 𝑆𝑟𝐼𝑟𝑂3 convergence (d) 𝑆𝑟𝑂𝑠𝑂3 convergence

Figure A.1: The ENCUT (Plane wave

cut-off energy) and K-point convergence

graphs for select Sr line unit cells.

Since these calculations are of small cubic unit cells, it was decided to use

12x12x12 regular gamma centered k-point grids for all the calculations

and a plane wave cut-off energy of 1000eV for all the structures.



92 A Computational details and convergence tests.

Using these parameters the structures were relaxed using PBE untill all

the forces were less than 10
−8𝑒𝑉/𝑎𝑛𝑔𝑠𝑡𝑟𝑜𝑚.

As it was not a-priori known if these are insulators, metals or semi-

conductors Gaussian smearing was used (ISMEAR=0) with a smearing

parameter SIGMA=0.05. This smearing is used for the rest of the thesis

for all calculations.

When doing the DoS calculations non-spherical contributions to the

density gradient in the PAW spheres was included (LASPH = .TRUE.)

and LMAXMIX=4 was used to obtain fast convergence. For the spin

polarized calculations the magnetic moments were initialised as 1 𝜇𝐵 for

all atoms in the unit cell. The DoS plots were made using SUMO software

[195].[195]: Ganose et al. (2018), sumo:
Command-line tools for plotting and analysis
of periodic *ab initio* calculations
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A.2 Chapter 4

The structures used in this chapter and later were initially obtained from

Materials Project [194] and relaxed using PBE+U. The U parameter was

taken from literature and is different for each material, and the reasoning

behind the choice of each U parameter is described in the main body.

The U parameter was only applied to the TM 3d orbitals.

The relaxation was done without any symmetry constraints and with a

well converged basis set (Encut = 1000eV) and a regular gamma centred

k-point grid of (8x8x8) for the Cubic structures, the k-point grid for the

distorted structures was scaled according to real space dimension com-

pared to the cubic structures. For the relaxation the magnetic moments

were initialised as 1 𝜇𝐵 for all atoms in the computational cell, but they are

not constrained to this value throughout the Kohn-Sham self-consistent

cycle. The structures were converged till all the forces were less than

10
−4𝑒𝑉/𝑎𝑛𝑔𝑠𝑡𝑟𝑜𝑚.

After that the main calculations were run with the same k-point grids

but with a plane wave cut-off energy of 600eV. For these calculations

the magnetic moments were initialised only for the transition metal

atoms with all the other atom initial magnetic moments set to zero. The

initialised magnetic moments were 20% to 30% higher than those of

the largest expected magnetic moment for each constituent material.

This expectation was based on the high spin filling of the 3d orbitals in

octahedral splitting 𝑡2𝑔 and 𝑒𝑔 .

As the HSE06 calculation are very computationally costly it was decided

to use PRECFOCK=Fast for all HSE06 calculations.

For the LOBSTER projection, the basis functions used were:

▶ O 2𝑠 2𝑝𝑦 2𝑝𝑧 2𝑝𝑥
▶ La 5𝑠 6𝑠 5𝑝𝑦 5𝑝𝑧 5𝑝𝑥 5𝑑𝑥𝑦 5𝑑𝑦𝑧 5𝑑𝑧2 5𝑑𝑥𝑧 5𝑑𝑥2−𝑦2

▶ Ni 4𝑠 3𝑑𝑥𝑦 3𝑑𝑦𝑧 3𝑑𝑧2 3𝑑𝑥𝑧 3𝑑𝑥2−𝑦2

▶ Fe 4𝑠 3𝑑𝑥𝑦 3𝑑𝑦𝑧 3𝑑𝑧2 3𝑑𝑥𝑧 3𝑑𝑥2−𝑦2

▶ Co 4𝑠 3𝑑𝑥𝑦 3𝑑𝑦𝑧 3𝑑𝑧2 3𝑑𝑥𝑧 3𝑑𝑥2−𝑦2

This meant that there were at least 28 bands needed per formula unit of

𝐴𝐵𝑂3 of calculation.

The convergence plots of 𝐿𝑎𝐹𝑒𝑂3, 𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝑁𝑖𝑂3 are visible in

figures A.2,A.3 and A.4 respectively.

To obtain detailed DoS for the PES spectra comparison, the number of

DoS points generated was increased from the default 301 to 1000 (NEDOS

= 1000).
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(a) Energy convergence (b) K-point grid convergence

Figure A.2: Convergence graphs of the 𝐿𝑎𝐹𝑒𝑂3 cubic structure.

(a) Energy convergence (b) K-point grid convergence

Figure A.3: Convergence graphs of the 𝐿𝑎𝐶𝑜𝑂3 cubic structure.

(a) Energy convergence (b) K-point grid convergence

Figure A.4: Convergence graphs of the 𝐿𝑎𝐶𝑜𝑂3 cubic structure.

A.2.1 Magnetic ordering of 𝐿𝑎𝑁𝑖𝑂3

The magnetic ordering of cubic 𝐿𝑎𝑁𝑖𝑂3 was investigated for a 2x2x2

cubic supercell structure. This is done in light of strange results of Ch.5.

The results can be seen in table A.1.
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Magnetic ordering for the Cubic LNO superstructure

Initialised ordering Final ordering Δ per f.u. [meV] Mag. per f.u.

AFM-A Ferrimagnetic 5 0.2

FM FM 0.0 1.0

AFM-C AFM-C 17 0.0

AFM-D AFM-D 10 0.0

AFM-E AFM-A 10 0.0

AFM-F AFM-F 6 0.0

AFM-G FM 13 0.3

Non-magnetic Ferrimagnetic 5 0.4

Table A.1: The magnetic ordering test re-

sults for the cubic 2x2x2 LNO super-cell.

Here the initialised magnetic ordering

is compared to the final one. Energy is

given with respect to lowest energy or-

dering (FM in this case) and per 5 atoms.

Magnetisation shown is the total mag-

netisation per 5 atoms.

Based on the results seen in the table A.1, in chapters 4, 5 and 6 𝐿𝑎𝑁𝑖𝑂3

is always initialized using FM magnetic ordering since this is the lowest-

energy ordering of the cubic and 𝑅3̄𝑐 𝐿𝑎𝑁𝑖𝑂3 structures.
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A.3 Chapter 5

Most materials have a positive Poisson’s ratio and are therefore expected

to expand vertically if compressed horizontally (and shrink vertically if

stretched horizontally). So, in another bid to save computational time,

the unit cells are pre-relaxed with their new in plane lattice parameter

constrains before they are used to construct the superstructures. This

relaxation is only done in the vertical direction and only volumetrically

(meaning that the relative positions of the atoms remains unchanged).

This relaxation is done on the simple cubic unit cells each consisting of 5

atoms.

Figure A.5: An illustration of unit cell

vertical expansion upon horizontal com-

pression expected from a material with

a positive Poisson’s ratio.

The magnetic moment was initialised as 1 𝜇𝐵 on all transition metal ions

with 0 𝜇𝐵 for all other atoms for this relaxation step. The cut-off energy

used was 1000 eV and the same converged k-point grids seen in Ch.4

were used.

A.3.1 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interface vertical relaxation

The averaged lattice parameter of the cubic structures of 𝐿𝑎𝑁𝑖𝑂3 and

𝐿𝑎𝐶𝑜𝑂3 is 3.827 Å. This was then set as the in-plane lattice parameter

for both 𝐿𝑎𝑁𝑖𝑂3 and 𝐿𝑎𝐶𝑜𝑂3 and the cells were relaxed. The resultant

out of plane lattice parameters and volumes can be found in table A.2.

Table A.2: The out of plane relaxed unit

cell volumes and lattice parameters of

𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝑁𝑖𝑂3.

LNO-LCO interface

Unit cell volume New Lattice parameters

Material Starting After relaxation Difference % In plane Out of plane

LaCoO3 55.46 56.23 1.38% 3.839

LaNiO3 56.62 56.64 0.02%

3.827

3.867

The 𝐿𝑎𝐶𝑜𝑂3 out of plane lattice parameter increased together with the

increase of the in-plane one, indicating negative Poisson’s ratio for this

material.

This vertical expansion gives way to tetragonal distortion in the upwards

direction, it was shown in Chapter 4 that this leads to magnetic behaviour

of the Co atoms. This is confirmed as the octahedral ratio presented there

is now 1.003 and consistent with the data shown in figure 4.18 (a).

The lowest energy configuration for the 𝐿𝑎𝐶𝑜𝑂3 unit cell is now magnetic,

as shown in table A.3, the magnetic configuration is 0.219 eV lower in

energy, this matches observations in figure 4.18(b).

In conjunction with the previous changes the charge state also exhibits

differences. The extent of these changes can bee seen in table A.3.

Table A.3: The change in local magneti-

sation and oxidation state of the Co ion

in various structures. The fist two struc-

tures are the vertically relaxed unit cells

and the last one is the simple cubic refer-

ence from Chapter 4.

Changes exhibited Oxi state Magnetic moment

WZ Bader Loewdin Total WZ Lowedin

LaCoO magnetic 0.71 1.51 1.34 2 2.1 2.07

LaCoO non-magnetic 0.69 1.47 1.25 0 0 0

LaCoO cubic reference 0.65 1.47 1.25 0 0 0
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The relaxed 𝐿𝑎𝑁𝑖𝑂3 unit cell did not exhibit any changes in charge or

magnetism upon relaxation.

A.3.2 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interface vertical relaxation

The average lattice parameter of the 𝐿𝑎𝐹𝑒𝑂3 and 𝐿𝑎𝑁𝑖𝑂3 combination

is 3.891 Å. The simple cubic structures were constrained in plane to this

new parameter and relaxed, with the overview of these results visible in

table A.4.

LNO-LFO interface

Unit cell volume New Lattice parameters

Material Starting After relaxation Difference % In plane Out of plane

LaFeO3 61.21 62.95 2.83% 4.053

LaNiO3 56.62 56.72 0.18%

3.891

3.747

Table A.4: The out of plane relaxed unit

cell volumes and lattice parameters of

𝐿𝑎𝐹𝑒𝑂3 and 𝐿𝑎𝑁𝑖𝑂3.

While there is no change in magnetisation for either material, there is

difference in oxidation states. These changes are shown in table A.5.

Changes in oxidation state

WZ Bader Löwdin

LaFeO 1.04 1.8 1.72

LaFeO cubic reference 1.05 1.77 1.71

LaNiO 0.65 1.43 1.3

LaNiO cubic reference 0.65 1.4 1.33

Table A.5: The exhibited change in ox-

idation states after vertical relaxation

for both the 𝐿𝑎𝐹𝑒𝑂3 and 𝐿𝑎𝑁𝑖𝑂3 unit

cells. The cubic references are taken from

Chapter 4.

A.3.3 Magnetic ordering

The computational structure used in Ch. 5 has TM atoms arranged in

a linear fashion.This arrangement of TM atoms can represent only two

magnetic orderings - AFM-A and FM. As FM or AFM-A are not the

preferred magnetic orderings for 𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝐹𝑒𝑂3 the magnetic

ordering combinations are tested explicitly. This is done with the 4+4

unrelaxed unit cells.

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3

The results are shown in table A.6, We find that for all instances the local

magnetic moment of Co was quenched. The initialised ordering is noted

as 𝐿𝑎𝐶𝑜𝑂3 first and then 𝐿𝑎𝑁𝑖𝑂3.

Initialised ordering (𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3) Converged to Δ En per f.u. [meV]

AFM AFM Ni 13

AFM-FM FM Ni 0.0

FM Ferrimagnetic 7

FM- (-FM) FM Ni 0.0

FM-AFM AFM Ni 13

Table A.6: The magnetic ordering com-

binations and their energies with respect

to the ground state. The Co local mag-

netic moment was always found to be

zero. The (-FM) denotes Ferromagnetic

ordering of opposite sign.
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In the table A.6 above, it can be seen that the Ni does converge to

ferrimagnetic or AFM solution depending on the initialised spin ordering.

These orderings are higher in energy compared FM one so they are not

used.

The final magnetic ordering initialised in the the LNO-LCO interfacial

structure for this chapter is FM - (-FM).

𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3

The same test is performed for the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interfacial super-

structure. The results of this test are displayed in table A.7.

The results from Chapter 4 indicate that AFM-A is the least favourable

anti ferromagnetic spin ordering of the ones tested for 𝐿𝑎𝐹𝑒𝑂3. Here in

all cases the AFM ordering converged to a Ferrimagnetic - like solution

with seemingly no order and a mix of of high and low spin Fe atoms,

meanwhile the FM ordering was had only low spin Fe atoms present

(≈ 1𝜇𝐵 per Fe atom). The local magnetic moments of all the Co atoms

were again quenched.

Table A.7: The magnetic ordering test

for the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interface. Here

all the AFM orderings converged to Fer-

rimagnetic ones with low-high spin, and

FM was low spin.

Initialised ordering (𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3) Δ En per f.u. [eV]

AFM 0.154

AFM-FM 0.235

FM 0.498

FM- (-FM) 0.000

FM-AFM 0.155

A notable observation is that the Ferrimagnetic orderings with a larger

percentage of Higher spin Fe atoms were more energetically favourable

.

The magnetic ordering initialised in the the 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐹𝑒𝑂3 interfacial

structure for this chapter is FM - (-FM).

A.3.4 HSE06 results for 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3

The 6+6 interfacial structure was also converged with HSE06, in a bid

to improve representation. The results are displayed in figure A.6. Only

Bader results are available as there was not enough memory to compute

all the bands for a Löwdin projection.
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Figure A.6: 𝐿𝑎𝑁𝑖𝑂3-𝐿𝑎𝐶𝑜𝑂3 interfacial

structure Bader Oxidation states. The ox-

idation states displayed are those of the

transition metals, with the black line in-

dicating the interface. The experimental

structure oxidation state for Co is that of

the FM HSE06 𝑅3̄𝑐 calculation.

These results show that the representation of these materials in this

structure is bad.
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A.4 Chapter 6

Here the unit cell pre-convergence is explored in the same way as for

chapter 5. But in this case the lattice parameter is pinned to the one of

STO (3.905 Å). After relaxation all the slabs are made with the pymatgen

package slab module [196].

A.4.1 Vertical relaxation of 𝐿𝑎𝑁𝑖𝑂3

The unit cell is relaxed in the same vain as in Chapter 5,

LaNiO3 changes Volume Out of plane parameter Bader oxidation state Lowdin oxidation state

After vertical relaxation 57.71 3.784 1.42 1.28

Cubic reference 56.62 3.840 1.4 1.33

Difference 2% -1% 1% -4%

The changes are displayed in table ??. The Bader oxidation state increased

while the Löwdin oxidation state decreased.

The out of plane lattice parameter is in line with literature predictions

of the Poisson ratio as can be seen with the orange dotted line in fig. 6.3

calculated with ratio from [197].

A.4.2 Vertical relaxation of 𝐿𝑎𝐹𝑒𝑂3

Again the in-plane strained unit cell is relaxed vertically.

LaFeO3 changes Volume Out of plane parameter Bader oxidation state Lowdin oxidation state

After vertical relaxation 61.22 4.015 1.8 1.72

Cubic reference 61.21 3.927 1.77 1.71

Difference 0.02% 2% 2% 1%

The increases in the lattice parameter is larger than in the experimen-

tal case (0.4%), but it is still in the same trend. Both oxidation states

increased.

A.4.3 Vertical relaxation of 𝐿𝑎𝐶𝑜𝑂3

The in-plane strained unit cell is again allowed to relax.

LaCoO3 changes Volume Out of plane parameter Bader oxidation state Lowdin oxidation state Magnetisation

After vertical relaxation 55.37 3.794 1.52 1.34 2.1

Cubic reference 55.46 3.820 1.47 1.25 0

Difference 0% -1% 3% 7% NaN

Just as in Ch.5, changes in Löwdin projected oxidation state and local

magnetisation are seen
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A.4.4 XRD result fitting

There were experimental XRD results available of a 25 unit cell stack

of 𝐿𝑎𝑁𝑖𝑂3 deposited onto a 𝑆𝑟𝑇𝑖𝑂3 substrate, and results of a stack

consisting of 4 unit cells of 𝐿𝑎𝐶𝑜𝑂3 on top of a 25 unit cell stack of

𝐿𝑎𝑁𝑖𝑂3 deposited onto a 𝑆𝑟𝑇𝑖𝑂3 substrate. These were analysed using

the InteractiveXRDFit software by Céline Lichtensteiger [198], with the [198]: Lichtensteiger (2018), Interac-
tiveXRDFit: a new tool to simulate and fit
X-ray diffractograms of oxide thin films and
heterostructures

atomic scattering factors for each atom taken from from the International

Tables for Crystallography [199].

[199]: Brown et al. (2006), Intensity of
diffracted intensities

First the 25 unit cell stack of 𝐿𝑎𝑁𝑖𝑂3 deposited onto a 𝑆𝑟𝑇𝑖𝑂3 substrate

was analysed. The resultant out of plane lattice parameter was found to

be 3.8341 Å. With the exact fit along the z axis being 0.15𝑒𝑧/−0.9 + 3.843.

The immediate fit results are seen in figure A.7. The large increase of out

of plane parameter at the base is rather un-physical, and most likely has

to do with defects in the measured structure.

(a) Measured (red) and simulated(blue) spectra comparison (b) The out of plane lattice parameter as a function of height z.

Figure A.7: XRD fit results for 25 u.c. of 𝐿𝑎𝑁𝑖𝑂3, deposited on a 𝑆𝑟𝑇𝑖𝑂3 substrate.

Next the total layer stack of 4 u.c. of 𝐿𝑎𝐶𝑜𝑂3 on top of a 25 unit cell stack

of 𝐿𝑎𝑁𝑖𝑂3 was fitted The final result was an average out of plane lattice

parameter of 3.8166 Å for 𝐿𝑎𝑁𝑖𝑂3 and 3.7836 Å for 𝐿𝑎𝐶𝑜𝑂3. With the

exact fits along the z axis being 0.1𝑒𝑧/−1.8 + 3.826 and 0.003𝑒𝑧/2 + 3.791

respectively. The fit results can be seen in figure A.8.

The fits seem un-physical indicating a 𝐿𝑎𝑁𝑖𝑂3 lattice parameter that is

too small compared to experiment and a 𝐿𝑎𝐶𝑜𝑂3 lattice parameter that

is too large. This is most likely due to the fact that this simple software

does not account for surface distortions and the fact that the spectra is

made of co-joined thickness’s and gradients, thus being prone to fits that

reproduce the spectra but have lost physical meaning, as there are too

many interacting parameters. This result was not used in the body, as it

was deemed un-physical.

A.4.5 Slab relaxation issues

It was not possible to relax the structures fully. In the first case, because

of the constrained atoms in the first monolayer and in the second case

because of the residual strain at the interface. An example plot of mean
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(a) Measured (red) and simulated(blue) spectra comparison (b) The out of plane lattice parameter as a function of height z.

Figure A.8: XRD fit results for 4 u.c. of 𝐿𝑎𝐶𝑜𝑂3 on top of 25 u.c. of 𝐿𝑎𝑁𝑖𝑂3, deposited on a 𝑆𝑟𝑇𝑖𝑂3 substrate.

absolute xyz forces of the second relaxation type can be seen in figure

A.9. Note that initial forces are reduced by ≈ 30 fold, so this structure

can be considered as relaxed as the residual interface stress is physical.

Similar behaviour is also seen in the other relaxation type of structures.

Figure A.9: The mean absolute xyz forces

on each atom as a function of their z

coordinate illustrating residual stress at

the interface.



B
Work functions and experiments

Here the work functions of the materials are discussed. It was intended

to measure the work functions of the individual materials as deposited

by PLD and then the work functions of the experimental structures. It

was however not possible to do so and there are only limited results of

the experiments. The work functions were only determined for 𝐿𝑎𝐹𝑒𝑂3,

𝐿𝑎𝐶𝑜𝑂3 and 𝐿𝑎𝑁𝑖𝑂3.

To determine work functions of the materials one has to know the

Fermi level of the material and what the vacuum reference potential is.

The Fermi level is readily available in VASP output files. The reference

potential is obtained by adding vacuum on both sides of the cells creating

a surface. It was decided to use 25 Å of vacuum for all the cells and only

converge the cell size. The relaxed cubic unit cells (seen in Ch.4) of each

material were used.

An example of such cells with vacuum is seen in figure B.1. These

structures are made in a way where for each material there is an exposed

TM-O terminated surface and a La-O terminated surface as it is expected

that the two surfaces produce a different work function.

Figure B.1: Cubic 𝐿𝑎𝐹𝑒𝑂3 cells with 25

Å of vacuum added.

As it was found, the slabs constructed are polarised due to the different

terminations, which means that dipole corrections have to be used to

obtain a stable vacuum reference. The impact of such corrections is seen

in figure B.2.

In the end the settings used to obtain the work functions were as follows:

1. LDIPOL = .TRUE. - Enable corrections to forces, energy and poten-

tial due to dipole.

2. IDIPOL=3 - Dipole corrections in the z direction only

3. DIPOL = 0.5 0.5 0.5 - Calculate from the center of the cell

4. LVTOT = .TRUE. - Determine the total local potential (in eV)

5. LVHAR = .TRUE. - Add Hartree potentials
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(a) Without dipole corrections (b) With dipole corrections

Figure B.2: The X-Y averaged potential along the z axis of a 𝐿𝑎𝑁𝑖𝑂3 structure with vacuum. It shows the impact of dipole corrections, as

the structure on the left does not use dipole corrections but the structure on the right does.

Structures of different height for each material were converged using

PBE+U, and the work functions extracted. The results can be seen in

figures B.3, B.4 and B.5. There are missing data points in figure B.3, as

those structures did not converge.

Figure B.3: 𝐿𝑎𝐹𝑒𝑂3 structure work func-

tion convergence.

Figure B.4: 𝐿𝑎𝐶𝑜𝑂3 structure work func-

tion convergence.
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Figure B.5: 𝐿𝑎𝑁𝑖𝑂3 structure work func-

tion convergence.

If the clear outliers are excluded it seems that the Fe-O termination has a

work function of 5.9 eV, the Co-O termination a work function of 6.15 eV

and the Ni-O termination a work function of 6.62 eV. In all cases the La-O

termination has a work function of 2.3-2.5 eV.

There were KPFM (Kelvin Probe Force Microscopy) preformed at a Park

tools Park NX10 AFM tool and the Bruker AFM tool using an ARROW

EFM-10 tip. These are conductive PtIr5 coated tips 10𝜇𝑚 in length (hence

the 10 in the name).

The final work functions are obtained by comparing the potential with

reference to the potential of the working tip [200]:

𝜙𝑠𝑎𝑚𝑝𝑙𝑒 = 𝜙𝑡𝑖𝑝 − 𝑒𝑉𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (B.1)

The working potential of the tip is found by comparing it to a HOPG

(Highly oriented pyrolytic graphite) a material with a known work

function of 4.6 eV. The experimental working protocol was taken over

from the Park tools NX10 tool operator - Nynke S. Wĳnant MSc.

This protocol is :

▶ Measure the Al-Au reference sample

▶ Peel and measure the HOPG reference sample

▶ Measure a sample

▶ Peel and measure the HOPG reference sample

▶ Calculate the sample work function using the average tip potential

of the two HOPG measurements, one before the other one after.

▶ Repeat for each sample

▶ At the end measure the Al-Au reference sample again and check

for drift

Such a protocol is needed as the Work function of HOPG depends on the

time difference between measurement and peeling. It was also found that

the Al-Au reference sample was old, and therefore the work functions

had changed due to surface ageing. Due to time limitations of a single

session it was not always possible to re-measure the HOPG before each

sample and it was also not always possible to measure the last HOPG

sample.
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The work functions were measured in two sessions. In one session the

LCO and LFO were measured on the Bruker AFM, in the other the LNO

on the Park tool AFM. Measuring materials in different sessions and on

different tools is known to cause differences in measurement.

The work functions of 𝐿𝑎𝑁𝑖𝑂3 were measured to be 5.45eV, the Work

function of 𝐿𝑎𝐶𝑜𝑂3 was measured to be 4.61 eV and the work function

of 𝐿𝑎𝐹𝑒𝑂3 was found to be 3.87 eV. When compared to the calculated

values, the trend of increasing work function from Fe-O termination to

Ni-O termination is there but the values and are off by a scaling factor of

1.4. If rescaled, the calculated values match the experimentally obtained

ones.

Work function comparison [eV]

Calculated Measured

𝐿𝑎𝐹𝑒𝑂3 5.9 3.87

𝐿𝑎𝐶𝑜𝑂3 6.15 4.61

𝐿𝑎𝑁𝑖𝑂3 6.62 5.45
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