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Preface

The inspiration for this study began with a shared desire in extracting water from Lunar regolith,
specifically the phase transitions that must occur for successful extraction. During my initial re-
search, I noticed that much of the existing work focused primarily on either the thermal properties
of regolith or on simplified sublimation models. This observation opened an opportunity for me
to explore and integrate the entire sequence of essential processes—sublimation, deposition, and
finally, liquefaction—offering a more complete insight into water extraction on the Moon. This
work, therefore, aims to provide a comprehensive model that aligns with LUWEX’s standards and
demonstrates the functionality of a full-scale process needed for Lunar water extraction.

Only two years ago, I first encountered the world of aerospace. After completing a successful
internship at the German Aerospace Center (DLR), I felt the need to return to this field. For-
tunately, the University of Twente offered me the chance to advance my Master’s education in
Mechanical Engineering, which led to my return to DLR for this thesis work. Working within the
LUWEX project has been a great opportunity, allowing me to collaborate with fellow researchers
invested in the potential of Lunar resources. The chance to be part of such a significant project
has been both a privilege and a source of inspiration. As part of this experience, I attended con-
ferences and engaged with the aerospace community. The Space Resources Week in Luxembourg
was particularly eye-opening, presenting challenges and insights into the field of Lunar resource
utilization. The Space Tech Expo in Bremen also broadened my perspective, gathering experts
from across the space industry.

Participating in a large-scale project allowed me to observe and contribute to the development
phases that are essential to aerospace engineering, including the experimental phase of the Lunar
water extraction system. Being part of the team that built and tested a prototype was challenging.
The team encountered design flaws in the setup, pushing me and us to confront new, uncharted
territories and unknowns still present in aerospace. Personally, this has been the most rewarding
part of my journey—the thrill of contributing to a field where so much remains to be explored.

I would like to express my deepest gratitude to Luca Kiewiet for his invaluable guidance and
mentorship throughout my thesis. Working alongside him was not only an educational journey but
a thoroughly enjoyable experience. His passion for aerospace and deep expertise as a researcher
served as a constant source of motivation. I wish him all the best as he completes his PhD thesis.
I am also appreciative of the LUWEX team and colleagues for welcoming me into the project and
allowing me to participate in every crucial phase of the water extraction process. Special thanks to
Paul Zabel and the SMU-group for giving me the opportunity to return to the German Aerospace
Center (DLR) in Bremen, where I gained invaluable hands-on experience. I extend my thanks to
Arne van Garrel from the University of Twente for his consistent guidance, insights, and support
throughout the duration of my graduation project.

During my time at DLR, I had the privilege of engaging in thorough discussions on aerospace
topics with Christoph Kalis and Daniel Reppert. These conversations were not only intellectually
stimulating but also fostered a sense of camaraderie. I am truly grateful for their support and for
the moments we shared.
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Looking ahead, I am optimistic that as LUWEX moves beyond its experimental phase, this study
will serve as a foundational piece of evidence proving that Lunar water extraction is not just fea-
sible but can be optimized for future space missions. This project represents a significant step
forward in bridging research and practical application in space exploration. Although my journey
in aerospace is still relatively new, the past two years have been immensely rewarding and have
solidified my passion for the field. I eagerly look forward to continuing this path, contributing my
skills, and supporting the future of space exploration.
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Summary

Major strides in space technology and exploration have confirmed the presence of water on the
Moon, a discovery that has profound implications for sustaining human life and supporting a long-
term space environment. Water is vital not only for human survival but also for its potential to
generate rocket fuel through electrolysis, a process that separates water into hydrogen and oxygen,
which are key components for propulsion. Lunar water exists both as isolated molecules and in the
form of ice within the regolith, making it a crucial element of ISRU strategies aimed at creating
self-sufficient Lunar bases and enhancing the feasibility of long-term space missions.

The extraction of water from lunar ice involves complex processes, including sublimation, deposi-
tion, and liquefaction, each presenting unique challenges. These phase changes must be managed
under the extreme conditions of the Moon’s environment, where minimal atmospheric pressure,
significant temperature variations, and specific material properties can affect the efficiency of water
capture and subsequent storage. Strategies for water extraction need to be meticulously designed
to address these challenges, ensuring that the transitions between phases are optimised for maxi-
mum efficiency and effectiveness.

Sublimation, the process in which solid ice transitions directly to water vapour, poses particular
challenges on the Moon due to the extremely low atmospheric pressure. In such an environment,
sublimation occurs at a much slower rate unless temperature control is carefully optimised. A key
strategy to overcome this challenge involves stirring the icy-regolith mixture, which promotes better
heat distribution throughout the sample. As the regolith moves, its effective thermal conductivity
increases, leading to faster heat transfer and faster sublimation. The increased particle interac-
tions that result from stirring contribute to a higher sublimation rate. However, the magnitude
of these rates does not lead to significant pressure build-up, as even at the maximum sublimation
rates, the operational pressures remain below the triple point of water (611.73 Pa). This ensures
that the water remains in the vapour phase, preventing unwanted phase transitions. The results
summarised in table 10.1 demonstrate the time and maximum rates of sublimation, deposition,
and liquefaction under different operational conditions. Sublimation, powered by constant heat-
ing, achieves a maximum rate of 252 g/h after 16.4 hours. While this is effective, the challenge of
managing the delicate balance between temperature and pressure remains.

Deposition, the reverse of sublimation, where vapour directly transitions into solid ice, was
successfully optimised in the cold trap. By carefully tuning the control parameters, the high-
est deposition rates were achieved, ensuring that the cold trap could match the high sublimation
rates from the earlier stage. The 1D model used for this process showed expected behaviour, with
the deposition rate stabilising at approximately 50 grams per hour before gradually approaching
zero after about 0.7 hours. Given the significant discrepancy between the sublimation and depo-
sition rates, the current cold trap design requires modification. By implementing a larger control
volume to mitigate the effects of free molecular flow, the efficiency of connecting sublimation to
deposition would be enhanced, leading to optimal water vapour capture. This phase is crucial to
ensure that once the maximum ice growth is reached, the delamination process can begin. Dur-
ing delamination, only 7% of the initially deposited ice is lost through sublimation, allowing the
remaining 93% to be retained in the liquefaction chamber for subsequent processing.
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Liquefaction, the transformation of solid ice back into liquid water, proved to be an efficient
process, even at low heat fluxes. The time required for liquefaction was relatively short compared
to the time needed to heat the ice to the required phase transition temperature. However, achiev-
ing this phase transition more efficiently can be further improved by increasing the power input
during liquefaction or enhancing the thermal properties of the liquefaction chamber. One effective
solution involves polishing the copper inlay inside the chamber to increase its surface emissivity,
which improves heat transfer and accelerates the liquefaction process.

Overall, these results highlight the successful management of sublimation, deposition, and liq-
uefaction processes, even under the extreme conditions of the Lunar environment. The optimised
strategies not only enhance the efficiency of water extraction but also provide valuable insights for
the development of future systems aimed at harvesting water from the Lunar surface. The contin-
uous refinement of these processes, particularly through careful control of heat fluxes and surface
properties, promises to further improve the performance of water extraction systems, ensuring
their viability for long-term Lunar exploration.
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1 | Introduction

The celestial body closest to Earth, the Moon, has captivated scientific interest for centuries. Re-
cent advances in space exploration have revealed the presence of Lunar ice. This ice, may have
resided on the Moon for millions or even billions of years. The significance of this discovery extends
beyond its scientific intrigue; it holds profound implications for future manned Lunar exploration.

A proposed robotic sample return mission emerges as a pivotal undertaking in bringing Lunar
ice back to Earth for study. The potential subsequent human mission aims for more detailed sam-
pling, guiding humanity in an era of interaction with this Lunar resource. The mere existence of
Lunar ice provides a unique opportunity for scientists to refine models elucidating the impacts on
the Lunar surface.

1.1 Problem Statement

The allure of Lunar ice transcends its scientific implications, delving into the realm of practicality
for future human Lunar endeavours. The Moon stands as a dangerous landscape without water
sources, making the transport of water from Earth economically unfeasible, with costs of up to
100000 euros per kilogramme NASA [2020]. Consequently, Lunar ice deposits become a strategic
and invaluable resource, potentially earmarked as

"the most valuable piece of real estate in the solar system,"

according to [Feldman, 1998]. As the exploration of Lunar ice progresses, it becomes connected
with the evolution of space technologies and a growing understanding of the Lunar environment.
The last decade has brought forth revelations about the presence of water on the Moon, highlight-
ing its pivotal role as a crucial resource for supporting human life and enabling sustainable space
exploration. In this context, the development of In-Situ Resource Utilisation (ISRU) technologies
becomes essential, with Lunar water being a potential resource for deep space missions.

Extracting water from the Lunar surface opens up possibilities for splitting it into hydrogen and
oxygen through electrolysis, crucial components for rocket propellants. Thermal water extraction
involves applying heat to Lunar regolith to sublimate the ice within. Past studies demonstrate the
feasibility of water extraction from Lunar regolith by modelling the Lunar regolith-ice mixture as
a porous medium [Piquette et al., 2017, Brisset et al., 2020, Kiewiet et al., 2022, Cole et al., 2023,
Wasilewski, 2021b], forming the baseline for this thesis.

This research aims to optimise Lunar water extraction systems by examining the interconnected
processes of heat transfer, sublimation, ice deposition, and liquefaction. A primary focus is placed
on the efficient design and integration of thermal and phase transition mechanisms necessary to
capture, convert, and store water in a form usable for life-support systems and fuel synthesis on the
Moon. Central to this objective is the development of multi-physics models capable of simulating
the parameters that impact each phase transition process. These models leverage advanced Com-
putational Fluid Dynamics (CFD) to explore the flow behaviour of water vapour, heat transfer,
diffusion properties, and the dynamics at the ice-vapour interface, all crucial factors for effective
extraction of water from Lunar regolith.
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CHAPTER 1. INTRODUCTION

The experimental component of the project faces inherent scheduling constraints, as each stage of
testing involves prolonged heating times due to the low thermal conductivity of Lunar regolith. Ini-
tial studies and experiments underscore this limitation, highlighting the need for design innovations
that can mitigate the duration of heating. An enhancement to the extraction design introduces a
mechanism for the agitation of regolith particles, substantially reducing heating time by improv-
ing effective thermal conductivity through particle movement. This movement aids in reaching
the sublimation threshold temperature more rapidly, allowing the solid ice within the regolith to
transition into water vapour. Following successful sublimation and outgassing, the water vapour
must then be captured, with the final objective being the efficient transition to a liquid state for
astronaut use and other mission-critical applications. Given the primary focus on producing liquid
water, the study excludes water capture in the gaseous state.

The models developed in this research serve as predictive tools for identifying parameters with the
most significant influence on each stage of water extraction. Through iterative refinement of these
parameters and experimental validation, the study seeks to yield an optimised extraction system
ready for deployment in Lunar exploration missions. A critical challenge within this investigation
is the unique and extreme environment of the Moon, especially within the permanently shadowed
regions (PSRs) at the Lunar poles where water ice is most abundant. These regions exhibit near-
cryogenic temperatures, which significantly impact both the design and operational capacity of any
ISRU technology deployed. Furthermore, the reduced Lunar gravity—approximately one-sixth of
Earth’s gravity—presents additional constraints on material handling and fluid dynamics. This
research addresses these environmental factors in the optimisation of ISRU technology, focusing on
enhancing the feasibility and reliability of a Lunar water extraction system suitable for long-term
space exploration.

1.2 Objective

The primary objective of this work is to model and simulate three distinct phase transition pro-
cesses—sublimation, deposition, and liquefaction, within the framework of thermal water extrac-
tion methods using COMSOL Multiphysics. This study aims to evaluate each process against
a performance metric developed to provide insights into their efficiency and potential improve-
ments. By systematically analysing the impact of design choices, operational parameters, and
material properties, this work seeks to improve these processes and propose design recommenda-
tions aligned with the LUWEX standards. The corresponding research question guiding this thesis
is as follows:

What strategies can optimise the efficiency of sublimation, deposition, and
liquefaction processes in thermal water extraction systems, considering design,
operational, and material factors to enhance overall performance according to

LUWEX standards?

By addressing this question, this study will contribute to a deeper understanding of the underlying
mechanisms of the thermal extraction process and provide a structured approach to improving the
efficiency of water extraction systems through modifications and optimised process conditions.

1.3 Research Methodology

The ISRU value chain depicted in Fig. 1.1 illustrates a staged process for extracting, processing,
and utilising resources, such as water, found on the Moon, specifically in the PSRs of the Lunar
South Pole. This chain, composed of five key steps, outlines a structured approach to transforming
raw Lunar materials into consumable resources to support long-term human presence and other
mission objectives. Each stage is sequential, ensuring that resources are systematically prepared for
end-use. The Lunar South Pole represents the resource location, specifically, the PSRs which are
known to contain substantial deposits of water ice. The choice of the Lunar South Pole is strategic
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due to the presence of water-ice in these shaded craters, where temperatures remain extremely low.
Now that this location has established, one needs to pre-process the material to eventually extrac-
tion solely water-ice. Pre-processing involves excavation. Technologies for excavation are employed
to retrieve the ice-bearing regolith. Robots, drilling rigs, or other machinery may be used to break
through the surface and gather the material. The refinement stage focuses on separating water ice
from other elements and particles within the regolith. During this phase, the extracted material is
processed to isolate the water content.

After successful excavation and refinement, the extraction stage is where heat is applied to the
refined material to convert ice into water vapour, facilitating its capture and conversion into liquid
water. In this phase, optimising the thermal conductivity and controlling the temperature gradi-
ents are crucial because they affect the speed and efficiency of extraction. Additionally, handling
and containment systems are designed to prevent water loss during phase transitions. This the-
sis specifically centrers on thermal extraction methods. Alternative water production approaches,
such as the hydrogen reduction of Lunar regolith [Sargeant et al., 2021], are briefly mentioned in
Chapter 4 but are not subject to in-depth investigation. The same is applicable to specific heating
methods for thermal extraction, which are briefly introduced in Chapter 2 and 4.

The final step involves making the extracted water available for various applications, such as
life support or fuel production. Once captured and converted, water enters the supply chain for
Lunar infrastructure. It can be stored for drinking, converted into oxygen for breathable air, or
electrolysed to provide hydrogen and oxygen for rocket fuel. The entire ISRU value chain can be
viewed as a specialised supply chain tailored to space exploration. Each step represents a crit-
ical link in the chain, where efficient transformation from one stage to the next are paramount
to minimising waste and optimising resource yield. Thus, innovations in extraction, refinement,
and thermal processing are essential to make this chain viable for long-term Lunar habitation and
mission success. This research follows a systematically organised framework, commencing with

Figure 1.1: Simplified ISRU value chain; adapted and adjusted from [Hab, 2022]
as part of LUWEX: the Lunar South Pole shows evidence of water and is planned
for future Lunar lander missions [LUWEX, 2022, NASA, 2023a].

Chapter 2, which provides an extensive review of the literature covering several fundamental as-
pects pertinent to the extraction of Lunar resources. It examines the presence and distribution of
water-ice deposits on the Moon, contrasts Lunar environmental conditions with those on Earth,
discusses the significance of Lunar regolith simulants in experimental and simulation contexts, and
surveys prior work in the domain of water extraction methodologies. These foundational insights
lay the groundwork for the subsequent methodological and experimental stages of this study. The
core of the investigation is segmented into three principal stages, each addressing a critical phase
in the extraction process. Each stage leverages simulations, coupled with heat transfer and ice de-
position analyses, to yield high-fidelity models of the physical phenomena involved. These stages
are obtained as follows:

• STAGE I: Sublimation This initial stage builds directly upon the literature review, trans-
lating theory into a practical modelling framework. Data collection and preliminary simu-
lations serve as a foundation for developing this model that describes heat transfer within
Lunar regolith and subsequent sublimation of water-ice. The sublimation process— a phase
transition from ice to vapour—is modelled to determine optimal heating parameters that
maximise efficiency without excessive energy consumption.

• STAGE II: Deposition Following the sublimation and release of water vapour from the
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regolith, this stage addresses the controlled capture of the vapour. Simulations examine the
spatial and temporal distribution of vapour to identify conditions conducive to maximising
deposition rates. The capture process involves cooling mechanisms that allow for the transi-
tion from vapour back to solid ice, where deposition models are refined to predict the most
efficient conditions for maximising yield.

• STAGE III: Liquefaction In the final stage, the study models the liquefaction process,
where captured ice undergoes a controlled phase transition to liquid water. This stage
represents the culmination of the extraction process, directly aligning with the objective
of supplying liquid water as a consumable resource for Lunar operations. The liquefaction
model addresses the thermal inputs required for phase transition, the design of containment
systems to prevent vapour loss during melting, and the energy efficiency of the process.

The comprehensive modelling efforts across these three stages are validated through the LUWEX
experiment. Situated within a thermal vacuum chamber (TVAC), the experimental setup pre-
cisely replicates the harsh conditions of the Lunar surface, including low temperatures and near-
vacuum pressures. The TVAC setup is instrumental in experimentally verifying the theoretical and
simulation-based models, providing data that confirms or refines each phase of the water extraction
process. This validation step enhances the credibility and applicability of the models, serving as a
crucial link between simulation and practical deployment.

Upon validation, the insights derived from these stages enable a systematic optimisation of the
extraction system. This research directly informs the design of the crucible—the containment unit
specifically engineered to extract water from Lunar regolith. A refined understanding of the ther-
mal and phase-change dynamics inherent provides critical input for optimising system parameters,
including heating efficiency, material selection, and overall design. The resulting data enables it-
erative improvements, aligning the extraction system’s performance.

In conclusion, this thesis contributes not only to the field of ISRU but also to broader efforts
in sustainable space exploration, as it advances our capability to extract, store, and utilise vital
resources in Lunar environment.
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2 | Lunar Environment and Future
Missions

On March 5, 1998, a major discovery pointed to the possible presence of water ice on the Moon,
based on data from the Lunar Prospector spacecraft. This finding supported earlier data from the
Clementine mission in November 1996, both suggesting that water ice might exist at the Moon’s
North and South poles [Feldman, 1998]. At first, it seemed that the ice was mixed with Lunar
surface material—rocks, soil, and dust—at small amounts, around 0.3% to 1%. However, more
detailed analysis from Lunar Prospector indicated that there could be pockets of nearly pure ice
hidden beneath as much as 40 centimetres of dry surface material.

Figure 2.1: The Lunar South Pole; an image created by National Geographic
and NASA, captured by the Lunar Reconnaissance Orbiter Camera (LROC) and
ShadowCam [NASA, 2023a].

5



CHAPTER 2. LUNAR ENVIRONMENT AND FUTURE MISSIONS

2.1 The Moon

Researchers and space agencies have conducted numerous studies to understand the surficial con-
ditions, geology, and challenges associated with Lunar exploration. This part of the review synthe-
sizes key findings from various studies on the Moon’s surficial conditions, encompassing tempera-
ture extremes, lack of atmosphere, radiation exposure, regolith characteristics, and other relevant
factors.

Characteristic Earth’s South Pole Lunar South Pole

Temperaturea 220 K 110 K
Pressure 105 Pa 10−11 Pa
Atmospheric Compositionb O2 | N2 | H2O Ar | Ne | He
Atmospheric Density 1019 molecules/cm3 105 molecules/cm3

Day-Night Cycle 24 hours 29.5 daysc

aThe averages temperatures are determined for both the Earth and the Moon. Its mean values are
based on yearly values for the past 50 years.

bOxygen, Nitrogen and Water are the main components in the air for planet Earth, whereas the Lunar
south pole defines a significant lower density with components of amongst Argon, Neon and Helium.

cA Lunar day is the roughly 29.5 Earth days long period of time for Earth’s Moon to complete on its
axis one synodic rotation, meaning with respect to the Sun. The Lunar day is therefore the time of a full
Lunar day-night cycle.

Table 2.1: Characteristics of the south pole on the Moon and planet Earth.

2.1.1 Solar energy

The Lunar environment differs significantly from Earth, characterized by the absence of an atmo-
sphere on the Moon’s surface. This lack allows direct penetration of solar radiation, contributing
an average radiant energy flux of around 1.1 MJ/cm2 per year to the Lunar landscape. Notably,
specific polar regions feature PSRs, serving as an abundant and perpetual source of solar energy,
as indicated by recent research [Speyerer and Robinson, 2013]. The South Pole boasts 26 km2

with more than 80% illumination, while the North Pole and its surroundings have approximately
74 km2 of equal illumination [R. Pappa, 2020].

As anticipated, solar energy emerges as a promising commodity for Lunar exportation. The col-
lection of solar power through strategically positioned solar panels on the Lunar surface opens up
possibilities for beaming this energy to various locations within Lunar space [Harris, 2008]. A key
aspect of this Lunar solar power initiative involves the conversion of collected solar energy into mi-
crowaves. Subsequently, these microwaves are transmitted either directly or indirectly in the form
of multiple power beams. This transmission is facilitated through the use of orbital reflectors or
re-transmitters, ultimately reaching receivers on Earth with remarkable efficiency [Criswell, 2000].

This approach not only taps into the Lunar environment’s unique solar potential but also es-
tablishes a viable means of harnessing and delivering Lunar-derived energy to Earth, paving the
way for innovative advancements in space-based energy systems.

2.1.2 Surficial Conditions

One of the fundamental aspects of Lunar surficial conditions is the wide range of temperatures ex-
perienced on the Lunar surface. Daytime temperatures can reduce to around 127 degrees Celsius,
while nighttime temperatures can reach to as low as -173 degrees Celsius. The Lunar environment
is characterised by low temperatures and vacuum conditions, particularly in regions where water
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ice deposits are present, such as near the Lunar poles. PSRs have formed in these areas due to
a combination of the Lunar surface and the moon’s obliquity. The South Pole exhibits a greater
number of PSRs compared to the North Pole. These regions pose challenges in terms of accessi-
bility, limited solar energy, and the uncertainty surrounding the presence of water. In cold traps
within these PSRs, surface temperatures can reach as low as 30 K, with a maximum range below
110 K [Fanale et al., 2021], see table 2.1. Overall, Lunar surface temperatures vary from 100 to 400
K, and the temperature difference between Lunar day and night can be as large as 300 K [Johnson
and Carroll, 1972, Hearth, 1989, G. Heiken, 1991]. Understanding these extremes is crucial for de-
signing spacecraft, rovers, and habitats that can withstand such temperature differentials [Smith,
2018]. The Moon’s virtually nonexistent atmosphere presents challenges for landing, mobility, and
thermal regulation. This section reviews studies exploring the effects of the Lunar vacuum on
spacecraft and equipment, as well as the absence of atmospheric scattering and its implications for
observations and communications [Johnson, 2020, Farrell, 2011, Hodges et al., 1974].

The Moon, lacking a substantial atmosphere, experiences regular temperatures above 300 K, caus-
ing volatile substances to rapidly escape from the surface [Luchsinger et al., 2021]. These vacuum
conditions involve the directed pressure of the solar wind, typically less than 10−9 Pa, and the
pressure of randomly moving gas particles within the solar wind, less than the magnitude of 10−11

Pa [Johnson and Carroll, 1972]. Despite the extremely thin atmosphere, measurements have shown
that during the day, around 104/cm3 molecules exist, while the number increases to a magnitude
of 105 per cubic centimetres during nighttime [G. Heiken, 1991].

This randomly moving gas mainly comprises hydrogen and helium nuclei but also includes ni-
trogen, carbon, and noble gases. Interestingly, during Lunar night, the abundance of noble gases
like argon decreases instead of increasing. This decrease occurs because argon can condense at the
low temperatures experienced during Lunar nighttime, while neon, helium, and hydrogen do not
condense. Volatile substances deposited in the Lunar regolith can disperse throughout the soil due
to impacts, with their levels often influenced by soil maturity and the solar wind. Impacts on the
Moon’s surface can be caused by cometary material deposition, meteorites, and volcanic activity.
The interaction between the Lunar surface and the solar wind leads to the formation of oxygen
and hygrogen bounds and water molecules on the surface, while impacts from hydrated meteorites
also contribute to water deposition [Sargeant, 2020].

The absence of a substantial atmosphere and magnetic field on the Moon exposes its surface
to elevated levels of radiation. This section could explore studies on the distribution of Lunar fea-
tures, such as craters, mountains, and mare regions, and their implications for exploration missions
[Zuber, 2016]. However, since the Lunar South Pole is the prior region to explore further for water
evidence, it is not considered furthermore (section 2.1.4).

2.1.3 Surface Composition

The Lunar regolith, a surface layer composed of fragmented rocks and dust, provides essential
insights into the Moon’s geological evolution. The regolith’s composition, geotechnical properties,
and operational challenges have been extensively studied [G. Heiken, 1991]. Visualizations of the
Lunar surface, reveal a fine, powdery upper layer with particle sizes extending up to several cen-
timetres. Although commonly referred to as Lunar soil, this term is technically inaccurate as the
regolith lacks organic content and terrestrial weathering products. Consequently, regolith is a more
precise descriptor for this fragmentary material [Noble, 2019].

Lunar regolith consists of rock fragments, mineral grains, volcanic and impact glasses, and unique
’agglutinates’, fragments bound by glass and formed through micrometeorite impacts. Aggluti-
nates, which can comprise up to 60-70% of some regolith samples, are a distinctive feature of the
Lunar surface, created when micrometeorite impacts melt small portions of the regolith, binding
mineral fragments upon cooling [Noble, 2019]. Another significant component of the regolith is
spherules, small, typically spherical glass droplets formed through volcanic processes or impact
events, where the molten material is ejected, cools mid-air and resettles on the surface. Regolith
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particle sizes typically range from 40–800 µm, with a median size between 45–100 µm [McKay D. S.
and M., 1991]. By terrestrial standards, regolith samples might resemble silty sands, but these clas-
sifications are challenging because of the unique formation processes on the Moon. Around 10%
of regolith particles exceed 1 mm, 50% are larger than 100 µm, and 90% are greater than 10 µm.
The finest fractions (<2 µm) are difficult to measure as smaller grains adhere to larger ones and
to container walls. The bulk density of Lunar regolith starts around 1300 kg/m3 at the surface,
increases quickly to 1520 kg/m3 at 10 cm depth, then more gradually to approximately 1830 kg/m3

at 100 cm, and asymptotically approaches 1920 kg/m3 below 100 cm. Even at depths with higher
bulk density (10–15 cm), porosity remains around 40–50%, influenced by particle size distribution
and irregular shapes, as smaller particles do not efficiently fit between larger ones. Using Apollo
data, porosity ranges from about 65% at the surface to less than 40% at depth.

Geotechnical properties of the Lunar surface were quantified by Apollo missions and compiled in
sources like the Lunar Sourcebook [G. Heiken, 1991]. However, Apollo probes reached only a few
meters, so properties at greater depths remain less defined, transitioning from direct measurements
to estimates and models [Connolly and Carrier, 2022]. Properties such as density, cohesion, shear
strength, and porosity, which vary with depth, are crucial for understanding regolith behaviour
[Connolly and Carrier, 2023]. One notable feature is the highly irregular, surfaces of regolith
particles, providing approximately eight times the surface area of equivalent-sized spheres. This
irregularity enhances soil cohesion through particle interactions. Lunar regolith evolves through

Figure 2.2: Possible ice formations within Lunar regolith; scale in 50 µm; an
image created by L. Jakaite [Jakaite, n.d.].

exposure to the harsh space environment. This process is balanced by the formation of aggluti-
nates, leading mature regolith to achieve a steady-state particle distribution [McKay D. S., 1974].
Piquette et al. demonstrated that water ice within Lunar cold traps could remain stable over
extended timescales, highlighting its potential as a future resource [Piquette et al., 2017]. Further
evidence for the presence of water ice on the Lunar surface is examined in the subsequent section.
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2.1.4 Evidence of water

Launched in January 1998 as part of NASA’s Discovery mission, the Lunar Prospector orbited the
Moon, equipped with the Neutron Spectrometer designed to detect traces of water ice below 0.01%
[Feldman, 1998]. The Neutron Spectrometer was particularly focused on Lunar polar regions, an-
ticipating water ice deposits.

Analysis revealed a distinctive 4.6 percentage by weight (wt.%) ratio over the North polar re-
gion and a 3.0 wt.% division over the South. The instrument could detect water to a depth of
approximately half a meter. On November 29, 1996, it was announced that data from a Clementine
spacecraft experiment suggested the presence of ice on the Moon’s surface, possibly at the bottom
of PSR near the South Pole. Since frozen volatiles like water ice reflect radio signals in a distinctive
way, scientists analysed these reflections to look for signs of ice. This raised the possibility of water
ice near the South Pole. However, follow-up observations shown in Fig. 2.3, suggested that surface
roughness could also explain the observed reflections, therefore nuanced previous observations.

Figure 2.3: Locations with unusual UV albedo may indicate the presence of water
ice. The colors in the data represent points where the off/on-band albedo ratio is
above 1.2, and the Lyman-albedo is below 0.03. Typically, areas outside PSRs
show an average ratio of around 0.9. Ratios between 1.2 and 4.0 suggest water
ice concentrations from 0.1 to 2.0 wt.%. In areas where patches of pure water ice
intermittently mix with dry regolith, the overall abundance could reach as high as
10% [Hayne et al., 2015].

The initially anticipated extensive ice coverage on the Moon, estimated to be between 10000 to
50000 km2 near the North Pole and 5000-20000 km2 around the South Pole, has been revised to
a more localised perspective [Feldman, 1998, G. Heiken, 1991]. In contrast, Li et al. [Li, 2018]
performed the analysis based on data from the reflection spectrum. Specifically, the near-infrared
absorption spectrum characteristics of ice were identified, providing direct evidence of ice on the
PSRs at the Lunar poles. Surface-exposed ice with up to 30 wt.% water ice content was confirmed
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in the polar regions, indicating the potential for water-ice mining within PSRs. Direct evidence of
water-ice presence on the Moon was obtained from in-situ measurements by the Chinese Spacecraft
Chang’E5 ([Lin et al., 2022]). LCROSS, launched with the LRO, impact results in the Cabeus
crater on the Lunar South Pole showed a water ice content of 2.7 varying to 8.5 % by mass [Co-
laprete, 2010].

Furthermore, [Fanale et al., 2021] suggested that significant amounts of water-ice, up to 10-20%
of the permanent cold trap area, could occur in micro cold traps. The regolith in these micro
cold traps may contain a similar water ice mass content as the PSRs, approximately 5 % by mass.
While Moon samples and remote-sensing data have shown Lunar water depletion compared to
Earth, recent exploration reveals potential water reservoirs on the Moon. The predominant water
resources exist in the form of mixed water ice in polar Lunar regolith, with neutron spectrometers
on the Lunar Prospector providing indirect evidence of ice in polar craters. Spatially distribution
of water frost in PSRs has been observed, with an estimated total mass of about 2.9 ·1012 kg within
the uppermost meter of PSRs [Crawford, 2015].

Laboratory measurements of Apollo 15 and 17 samples indicate water contents mostly in the
5 to 30 parts per million (ppm) range, while some pyroclastic deposits may contain as much as
1500 ppm of water [Li S, 2014]. Recent Chang’E-5 sample analysis estimated a water content of at
least 170 ppm in Lunar regolith, providing insights into surface water distribution in the middle
latitude of the Moon [Zhou, 2022].

2.2 Future Lunar Exploration Missions

Scientifically, the Moon serves as an invaluable time capsule, preserving the ancient history of our
solar system. Unravelling its geological mysteries provides crucial insight into planetary forma-
tion and the dynamic processes that shaped the early cosmos. Additionally, the Moon’s unique
environment offers an ideal testing ground for developing and advancing technologies.

2.2.1 Development Requirements

Future Lunar exploration missions are crucial for scientific discovery and technological innovation.
The Moon holds clues to the mysteries of our solar system’s past, offering unique insights into plan-
etary evolution. Beyond its scientific significance, Lunar exploration advances crucial technologies
and paves the way for sustainable space exploration. The quest for Lunar resources, particularly
water, not only sustains future human colonies but also fuels our ambition to venture deeper into
the cosmos. International collaboration and public engagement amplify the impact, making Lunar
exploration a pivotal frontier in our ongoing exploration of the universe.

This section delves into the persistent and forthcoming challenges associated with Lunar ex-
ploration, encompassing the development of technologies to navigate environmental constraints
and explore opportunities for scientific discovery, as well as the potential for human habitation
[Thangavelautham, 2022]. The uncertainties surrounding the development of ISRU technologies
and water extraction underscore the importance of clearly defining assumptions to approach spe-
cific solutions with more accuracy.

Within the scope of this research, a pivotal assumption revolves around the state of water on
the Moon, a facet for which comprehensive data is lacking due to the absence of conclusive infor-
mation from prior Lunar exploration missions. Sowers and Dreyer [2019] assert that the economic
viability of thermally extracting water from the Lunar surface depends on factors such as extracting
over 18 kg of ice per square meter within a time frame of less than 44 hours. Therefore, considering
a variety of scenarios is imperative to account for the diverse challenges that a future Lunar system
may encounter.

Page 10 of 124



2.2. FUTURE LUNAR EXPLORATION MISSIONS

2.2.2 NASA - Draper Lunar Lander (CP-12) [NASA, 2023b]

Scheduled for a 2025 touchdown in the Schrödinger basin on the Lunar far side, the Draper Lunar
Lander is a NASA mission equipped with three science payloads for geophysical measurements. A
vital component of NASA’s Commercial Lunar Payload Services initiative, Draper Laboratories
collaborates as the commercial partner, providing the launch and lander. The Schrödinger basin,
displaying signs of recent volcanic activity, will host seismometers, a drill for deploying heat flow and
electrical conductivity probes, and instruments studying the magnetic field and surface weathering.
The SERIES 2 lander can transport up to 500 kg of payload to the Lunar surface NASA [2024].
The mission, currently in early planning stages, signifies a significant stride in Lunar exploration
and scientific investigation.

2.2.3 NASA - Blue Ghost Mission 1 (TO 19D) [NASA, 2023b]

Blue Ghost Mission 1 is a Lunar lander with a scheduled 2024 mission to deliver ten payloads
to the Lunar surface. This program involves a collaboration with Firefly Aerospace, responsible
for both the launch and the lander. The mission’s primary objectives encompass investigating
Lunar interior heat flow, plume-surface interactions, magnetic fields, and capturing X-ray images
of Earth’s magnetosphere.

The Blue Ghost lander features a payload capacity of 155 kg. Power is derived from solar panels,
offering a nominal 450 W and a peak of 650 W, with deployment options for optimal sunlight
exposure. Thermal control mechanisms include heat pipes, radiators, multi-layer insulation, and
active heaters.

Key technology tests include regolith sampling, satellite systems, radiation-tolerant computing,
and dust mitigation. The launch is planned for 2024 aboard a two-stage Firefly Alpha vehicle,
targeting a landing site in Mare Crisium on the Moon.

2.2.4 ESA - Heracles [ESA]

The Heracles mission, scheduled for a potential launch in 2028, represents a pivotal step forward in
our understanding of human-robotic interaction during Lunar exploration. The mission is designed
to achieve the ambitious goal of landing a spacecraft on the Moon, conducting sample collection
utilising a rover remotely operated from the Lunar Gateway, and subsequently transporting these
Lunar samples back to Earth. This aims to not only expand our scientific knowledge of the
Moon but also to advance the capabilities of human-robotic collaboration in the challenging Lunar
environment.

2.2.5 China - Chang’e 6,7 and 8

Chang’e 6, 7, and 8 are part of China’s Lunar exploration program, which aims to explore the
Moon, conduct scientific experiments, and potentially pave the way for future human missions.
Here is a general overview of the expected objectives for each mission:

• Chang’e 6: This mission is expected to be a sample return mission. The spacecraft is
designed to land on the Moon, collect soil and rock samples, and return them to Earth.
The goal is to study the Lunar surface in more detail and enhance our understanding of the
Moon’s composition [Jones, 2023].

• Chang’e 7: This mission is anticipated to be a comprehensive one, with multiple objectives.
It may include an orbiter, a lander, a rover, and potentially even a flyby mission to explore
different aspects of the Moon. Specific scientific goals may include studying the Lunar
surface, geological features, and potentially scouting for resources [Mann, 2019].

• Chang’e 8: The 2028 mission could carry up to 200 kg of equipment from other countries,
more than 10 times the payload carried on next year’s Chang’e 6 mission Chang’e 8 is likely
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to touch down close to the Lunar South Pole, where China hopes to build a Lunar base in
just over a decade’s time [Xin, 2023].
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3 | Water Extraction Methods

Several techniques for obtaining water on the Moon are available, such as extracting it from frozen
water ice deposits found at the Lunar poles or PSRs, extracting it from pyroclastic glasses, or
producing it by extracting oxygen and hydrogen from Lunar regolith. This study concentrates
specifically on the extraction of water from water-ice deposits.

Figure 3.1: Water Extraction on the Moon; an image created by LUWEX
team.[LUWEX, 2022]
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3.1 In-Situ Water Extraction Methods

Due to constraints in the distribution of Lunar water ice resources, achieving large-scale extraction
and utilization of water from icy Lunar regolith is challenging. To address the need for in-situ water
extraction in future manned Lunar exploration missions, it is crucial to develop a more universally
applicable and reliable method.

Two distinct approaches have been developed for different application scenarios: water extrac-
tion from icy regolith and water production by hydrogen reduction. However, current detection
results indicate that water-ice resources are primarily concentrated in PSRs at the Lunar poles.
The limited distribution area and challenges in energy access make it impractical for a global ap-
plication of water recovery using this method.

The water extraction method from icy regolith appears more suitable for in-situ water extraction
in Lunar bases located in polar regions [Zhang et al., 2023]. On the other hand, the water pro-
duction method by hydrogen reduction holds broader application potential due to the widespread
availability of Lunar regolith. The following section is an excerpt from the LUWEX-CE-Study
Design Document, which outlines the development of the thermal water extraction method as part
of the LUWEX project.

Figure 3.2: In-Situ Water Extraction Method; a heated dome placed on the Lunar
surface, extracting water from the regolith [Brisset et al., 2020].

3.2 Thermal Water Extraction

Recovering water resources on the Lunar surface is not only a fundamental requirement for human
survival but also opens avenues for in-situ conversion and the supply of oxygen and hydrogen using
technologies like electrolysis. Additionally, Lunar water resources serve as crucial raw materials
for diverse applications, including Moon-based scientific experiments, biological culture and Lunar
construction. Consequently, acquiring in-situ Lunar water resources stands out as a pressing tech-
nical need for future Lunar exploration and base construction missions.

The majority of water resources are primarily located within icy Lunar regolith in the PSRs at the
South and North Poles. In the proposed scheme depicted in fig. 3.2, sunlight on the Lunar surface
is harnessed directly for heating, with reflective mirrors aiding in directing sunlight to heat mining
drills or tents (see table 3.1). The approach involves sublimating ice in frozen regolith, capturing
water vapour within tents, and collecting it using cold traps. Another promising method for ex-
tracting water from icy Lunar regolith involves drill-based excavation systems (see table 3.1). This
technique employs a hollow auger to drill into the icy Lunar soil, followed by a heating process to
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vaporise and collect the ice, thereby facilitating water resources development. Recent work by [He
et al., 2021] introduced n auger-based water extraction and collection scheme using Lunar regolith
simulants. The technological process includes the auger-drill descending to the surface, forming a
temporary sealing space. Subsequently, the auger-drill drills holes to transport icy Lunar regolith
upward, heating them with an infrared lamp. The resulting heated water vapour is then directed
into a cold condenser for collection.

Study Initial Ice
[%]

Power
[W]

Sample
[kg]

Recoverya

[%]
Time
[h] Reference

Heating drills (25)
by Brisset 1 25000 1440 35 5.5 [Brisset et al., 2020]

Surface heating
by Brisset 5 1000 1440 59 45 [Brisset et al., 2020]

Hollow auger (Ref)
by Wang 20 500 23.84 0.10 2 [Wang et al., 2023]

Double-walled hollow tube
by Wang 20 500 23.84 1.53 2 [Wang et al., 2023]

Heating rods (5)
by Song et al. 30 125 3068.47 8.7 95 [Song et al., 2021]

Heating rods (7)
by Song et al. 30 180 3068.47 24.7 271 [Song et al., 2021]

Heating rods (9)
by Song et al. 30 216 3068.47 30.8 337 [Song et al., 2021]

Heated Dome by
Sowers and Dreyer 12 250 0.0704 70.2 20 [Sowers and Dreyer, 2019]

S
I
M
U
L
A
T
I
O
N

Cryogenic container by
Sowers and Dreyer 5.6 250 1.29 [g] 5 [Purrington et al., 2022]

[Sowers and Dreyer, 2020]
Cryogenic container by
Sowers and Dreyer 5.6 250 2.7 [g] 20 [Purrington et al., 2022]

[Sowers and Dreyer, 2020]
Cryogenic container by
Sowers and Dreyer 12 250 0.0374 63.7 5 [Purrington et al., 2022]

[Sowers and Dreyer, 2020]
Cryogenic container by
Sowers and Dreyer 12 250 0.0704 70.2 20 [Purrington et al., 2022]

[Sowers and Dreyer, 2020]
Yang et al. [Yang et al., 2023]
Microwave heating
by Cole 5.6 250 0.0411 67 0.4167 [Cole et al., 2023]

Microwave heating
by Cole 14.7 250 0.0408 48 0.4167 [Cole et al., 2023]

He et al. 10 400 4.95 22.5[g] 1 [He et al., 2021]
He et al. 10 400 4.95 52.5[g] 2 [He et al., 2021]

E
X
P
E
R
I
M
E
N
T

aThe recovery is calculated based on the ratio between captured water [g] and initial ice mass [g]. The
initial ice mass is considered as feed whereas the captured water is the final outcome.

Table 3.1: Various water extraction methods have been investigated through
simulations, experiments, or a combination of both approaches, courtesy of Luca
Kiewiet.

Table 3.1 summarizes various studies on water extraction techniques, comparing parameters such
as the initial ice percentage, power applied, sample mass, recovery percentage of water, and extrac-
tion duration. Among these studies, efficiency—measured by the water recovery percentage—is a
critical factor for assessing each design’s effectiveness. The heating rods method by Song et al.
[2021] achieved high recovery values, particularly with nine rods, reaching up to 30.8% over an
extended duration of 337 hours. In contrast, Wang et al. [2023] shows a relatively low recovery
(0.10%) using a hollow auger but operated with significantly lower power and sample size, indicat-
ing it might be suited for low energy-constrained scenarios rather than high-efficiency requirements.
For short-duration extraction, study by Sowers and Dreyer [2020] achieved up to 70.2% recovery
within 20 hours at 250 W of power. This design stands out for its high recovery rate making it
effective for water extraction. Another notable technique is using microwave heating. Cole et al.
[2023] achieved a 67% recovery in only 0.42 hours with a small sample size. This combination of
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high recovery and rapid sublimation suggests that microwave heating is highly efficient. In con-
clusion, for the highest efficiency and recovery rate within a reasonable time frame, a cryogenic
container design is the best choice. It provides a balance of high water recovery and operational
efficiency. For achieving rapid sublimation, microwave heating would be the alternative.
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3.3 LUWEX

LUWEX, a project funded by the European Union’s Horizon Europe framework program and led
by the German Aerospace Centre (DLR), aims to advance technologies for Lunar Water Extraction
(LUWEX). The primary objective of LUWEX is to develop and refine techniques for extracting
purified water from Lunar regolith, specifically targeting icy-regolith deposits found in PSrs of the
Moon. As this thesis is part of this large-scale project, it contributes directly to the LUWEX
mission by exploring and optimizing processes such as sublimation, deposition, and liquefaction of
Lunar water-ice.

This research aligns closely with LUWEX’s goal of achieving effective ISRU technologies on the
Moon, addressing key technical challenges posed by the Lunar environment. The insights gained
from this study are intended to feed into the LUWEX framework, informing the development of
robust water extraction systems that can withstand extreme conditions and operate efficiently in
low-gravity, low-pressure environments. Through experimental validation, simulations, and de-
tailed process modelling, this thesis provides foundational knowledge that advances LUWEX’s
mission to establish a sustainable source of water for future Lunar exploration missions.

3.4 Transport Phenomena and Lunar Regolith Simulant

In mathematical modelling, porous media, structural analysis, and phase transition phenomena
require distinct approaches due to the complexity and unique properties of each system. Regolith
is characterized by the ability to hold and transport water vapour through interconnected void
spaces. Understanding fluid and heat transport within regolith is essential for applications in
water extraction. With mathematical models, one can predict how regolith will transport water
vapour and how it behaves under phase transitions. When successfully implemented, these model
help to optimize design, efficiency and eventually cost-effectiveness.

Besides modelling, the Lunar environment needs to be simulated in order to perform accurate ex-
periments. Replicating the Lunar vacuum, has been achieved through the use of vacuum chambers.
These so-called thermal vacuum chambers (TVAC) create low-pressure environments, allowing to
investigate the effects of vacuum on materials, equipment, and regolith samples. Furthermore,
creating Lunar regolith simulants has been a focus of research to replicate the unique composition
of the Moon’s surface. These simulants, designed to mirror the granularity and composition of
Lunar soil, facilitate experiments and testing of equipment intended for Lunar exploration.

3.4.1 Thermal Conductivity in Icy-Regolith

In the preceding sections, particularly in section 2.1.4, various forms of ice structures were discussed,
stating the development of a robust heat transfer model. To represent the thermal properties of the
ice-regolith mixture, one can employ a volumetric mixing model, which provides a framework for
estimating key relationships between density, thermal conductivity, and heat capacity, as suggested
in the works by [Hab, 2022, Heitkamp, 2023]. The mixture’s properties are derived by combining
individual thermal models for regolith and ice. Specifically, the thermal properties for dry regolith
are obtained from [Martinez and Siegler, 2021, Woods-Robinson and Paige, 2019], while the thermal
conductivity of ice is taken from [Bonales and Sanz, 2017], and the heat capacity of ice at very
low temperatures is sourced from [Shulman, 2004]. Initial parameter values are carefully selected
and optimised for the Lunar environment. Numerous studies have significantly contributed to our
understanding of the thermal modelling of Lunar regolith and ice, addressing specific parameters
and conditions vital for simulating water extraction on the Moon. Key references are summarized
as follows:

• [Kiewiet et al., 2022] provides a comprehensive model for icy-regolith, establishing founda-
tional parameters essential for simulating Lunar icy surfaces.
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• [Huetter et al., 2008] investigates the effective thermal conductivity of dry regolith, a crucial
parameter that impacts heat transfer efficiency in Lunar soil.

• [Bonales and Sanz, 2017] studies the thermal conductivity of ice, an important factor influ-
encing the thermal response of ice under Lunar environmental conditions.

• [Shulman, 2004, Flubacher and Morrison, 1960] provide essential data on the heat capacity
of ice for accurate modelling of thermal energy storage in icy-regolith.

• [Hudson and Schorghofer, 2009, Mellon and Postawko, 1997] propose mixing models that
are crucial for simulating the thermal properties of heterogeneous materials, such as regolith
mixed with ice.

• [Schieber, 2022] presents an integrated model for both dry regolith and ice, facilitating
simulations that encompass varying material states.

• [Hörz F. and Binder, 1991] offers geological insights into Lunar composition, which enhances
the contextual accuracy of regolith thermal property models.

• [Fountain and West, 1970] addresses the thermal conductivity of dry regolith, impacting the
thermal insulation properties of Lunar soil.

• [Siegler, 2012, Martinez and Siegler, 2021] develop comprehensive models for dry and icy
regolith, respectively, incorporating temperature-dependent properties.

• [Hao et al., 2023] examines sublimation temperatures in icy-regolith, crucial for determining
phase change points from ice to vapour.

• [Nafsun, 2016] explores heat transfer in conjunction with discrete element modelling (DEM),
applicable for simulating granular materials such as regolith.

These sources collectively establish a robust basis for developing accurate models of thermal prop-
erties and phase transitions in Lunar icy-regolith, enhancing simulations of water extraction mech-
anisms on the Moon.

3.4.2 Porous Structure of Icy-Regolith

Darcy’s Law is a fundamental principle in fluid dynamics, particularly in the field of geology,
that describes the flow of fluids through porous media. Darcy’s Law provides a mathematical
relationship between the factors influencing fluid flow in porous materials. The basic form of
Darcy’s Law is expressed as:

Q = − κ

µf
·A · ∆P

L
, (3.1)

Where Q is the volumetric flow rate of the fluid, κ is the permeability of the material, µ is the
dynamic viscosity of the fluid, the cross-sectional area through which the fluid flows is defined as
A, ∆P is the pressure difference across the material and length over which the pressure difference
is applied is L. In simple terms, Darcy’s Law states that the volumetric flow rate of a fluid through
a porous medium is directly proportional its permeability, the cross-sectional area through which
the fluid flows, and the pressure gradient or hydraulic head gradient. Important for any porous
medium is the use of porosity. Porosity represents the fraction of the total volume of a material that
exists of void spaces. In a porous medium, such as regolith, porosity is an essential characteristic
because it dictates the amount of fluid the material can hold:

ϵ =
Vvoid

Vtotal

Here the volume of the void space or pores is defined by Vvoid whereas Vtotal denotes the total
volume of the material. Permeability is a measure of how easily a fluid can flow through a porous
material. It depends on the size, shape, and connectivity of the pores. Materials with larger,
well-connected pores have higher permeability, allowing fluids to flow through them more easily.
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In contrast, materials with small, poorly connected pores have low permeability and restrict fluid
flow. Furthermore, Darcy’s Law assumes that the flow is viscous, see the use of µf . Hence the flow
is determined by the Navier-Stokes equations. Note: the use of Darcy’s law needs to be carefully
considered in the flow regime of Knudsen, since it applicability might not be accurate. However,
the fluid can be defined as a compressible and incompressible gas, using the ideal gas law. For
information, Darcy’s Law is widely used in geology to understand and model the movement of
water through rocks, and other porous materials. Below studies significantly contribute to our
understanding of the porous modelling of regolith-ice mixture and the use of Darcy’s Law.

• [Fukusako, 1990] examines the density of ice, providing insights into the mass and phase-
change behavior of water-ice in Lunar conditions.

• [Purrington et al., 2022] investigates water vapour transfer rates, focusing on factors such as
permeability and porosity that affect water extraction efficiency.

• [Kossacki, 2021] examines the porosity of granular ice and the impact of vertical temperature
gradients on surface recession due to sublimation.

In combination with thermal conductivity models these studies collectively establish a basis for
accurate modelling of icy-regolith as a porous medium.

3.4.3 Free Molecular Flow

Before elaborating any model, it is important to determine the flow regime. At extreme vacuum
conditions, the Navier-stokes equation are not valid any more. The mean free path I determined
by the equation Vacuum [2024]:

I · p = kBT√
2πd2g

, (3.2)

represents the average distance a particle can travel between two consecutive collisions with other
particles. In this equation, where pressure p is measured in Pascals, I and molecular diameter dg
are in meters. Notably, the mean free path exhibits a linear relationship with temperature and an
inverse relationship with pressure and molecular diameter. This molecular diameter is considered
relatively constant within the specified temperature and pressure ranges. The explanation for the
mean free path lies in the multitude of collisions that a gas particle undergoes along its trajectory.
As mentioned before, a laminar flow, for example water flowing steadily from your kitchen faucet,
forming smooth, parallel layers without turbulence, is no more valid. To simplify, Knudsen de-
scribes the fluid dynamics of gas where the mean free path of the molecules is larger than the size
of the chamber. Knudsen flow occurs when the mean free path I of gas molecules is comparable
to or larger than the characteristic dimension of the pores L, resulting in a high Knudsen number
Kn:

Kn =
I

L
(3.3)

in which kB is the Boltzmann constant, T is the temperature, dg is the molecular diameter of
the gas. When modelling Knudsen flow, low pressures (typical of Knudsen flow regimes), the
mean free path I becomes very large relative to the pore dimensions. Small changes in pressure or
temperature can cause large variations in I, which directly affects the Knudsen number. This makes
setting consistent initial and boundary conditions complex, as minor variations in environmental
parameters lead to substantial changes in flow behaviour. Depending on the value of Kn, different
flow regimes can be identified:

• Continuum Flow (Kn < 0.01): In this regime, the mean free path is much smaller than
the characteristic length. The fluid behaves as a continuous medium, and the Navier-Stokes
equations can be applied. Viscous and pressure-driven flows are typical in this regime.

• Slip Flow (0.01 ≤ Kn < 0.1): Here, the mean free path is not negligible compared to the
characteristic length. The continuum assumption still holds, but slip boundary conditions
are necessary to account for molecular effects at the boundaries.
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• Transition Flow (0.1 ≤ Kn < 10): The mean free path and the characteristic length are of
comparable magnitude. Neither continuum flow models nor free molecular flow models are
fully applicable. The flow requires the Boltzmann equation.

• Free Molecular Flow (Kn ≥ 10): For large Knudsen numbers, the mean free path is much
larger than the characteristic length. Collisions between gas molecules are rare, and the flow
is dominated by molecule-wall interactions.

In free molecular flow gas molecules interact more frequently with the boundaries than with each
other. As a result, boundary conditions must account for rarefied gas dynamics. Inconsistent
boundary conditions lead to significant inaccuracies in flow predictions, confirmed by COMSOL
Multiphysics®.

The mean free path I is highly sensitive to temperature T and inversely proportional to pres-
sure p. Given by I = kBT√

2πd2
g

, even small changes in temperature or pressure dramatically alter I
and, consequently, Kn. Maintaining stable temperature and pressure distributions is particularly
difficult in 3D simulations, further complicating the modelling process. The computational load
increases significantly due to the large number of particles or grid points needed to resolve free
molecular flow accurately. Simulating any Knudsen flow regime described above in irregular ge-
ometries requires extremely high-resolution grids or a high number of simulated particles, both of
which drive up the computational expense. Knudsen flow requires careful initialisation of pressure,
temperature, and molecule distributions across the domain. Any inconsistency in these initial
values propagates through the simulation, leading to instability or divergence.

3.4.4 Volumetric Mixing Model by Wasilewski [2021a]

Consider a phase transition from phase one to phase two, defined by the function α1→2 shown in
fig. 5.3. When ice begins to sublimate, i.e., θ2 > 0, the effective porosity of the sample increases
due to the outgassing of water vapour, making porosity time-dependent. This temporal change
in porosity, in turn, affects the thermal conductivity of the sample, influencing the sublimation
process. Let the thermal conductivity of the regolith, ice, and water vapour mixture be described
by an arbitrary function h, such that:

k = h(t). (3.4)

To ensure sublimation in any thermal model outlined in any of the aforementioned source, the
following condition must be satisfied:

θ2 > 0 ∀h. (3.5)

If this condition holds, an optimal thermal model is established. Now, let h be a function of the
effective porosity of regolith ϵ, the pore filling fraction F , and the thermal conductivities of regolith,
ice, and vapour, respectively:

k ∼ H(ϵ, F, kr, ki, kg), (3.6)

where kr and ki denote the thermal conductivities of regolith and ice, respectively, and kg represents
the radiative thermal conductivity of the vapour (water vapour). Note that h is a time-dependent
function that relies on H and the aforementioned parameters. The radiative thermal conductivity
component of water vapour in the gaseous state can be described as:

kg =
pL · kwv

(pL+ I)
, kg ≥ 0, (3.7)

where p and T denote system pressure and temperature, and kwv is the thermal conductivity of
gaseous water vapour. The total thermal conductivity can thus be expressed as:

k = ϵFki + kr + kg → k ≡ H(p, T, θ1, θ2). (3.8)
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Here ϵFki represents the thermal conductivity contribution from the ice phase, accounting for
the filling fraction F and effective porosity ϵ. Understanding these interactions is essential for
accurately modelling heat transfer in porous materials like icy-regolith, particularly during phase
transitions. The mean pore size L in the porous medium, dependent on the phase transition from
θ1 to θ2, can be characterized as:

L = L(θ1, θ2) = dp

(
0.905

[1− ϵ(1− F · θ1)]1/3
− 1

)
, L ≥ 0, (3.9)

where ψ represents porosity, indicating the volume fraction of pore space. The filling fraction F is
defined as:

F = F (θ1, θ2) =
ρrb/(1− Ci)− ρrb

ϵρi
, (3.10)

where ρrb is the bulk density of dry regolith, Ci is the initial water content in the porous mixture,
and ρi is the particle density of ice. The filling fraction F is crucial as it indicates the fraction of
pore volume filled by the vapour or liquid phase, directly affecting heat and mass transfer. Porosity
ϵ, dependent on effective and particle density of the regolith, is defined by:

ϵ = ϵ(θ1, θ2) =

(
1− ρeff

ρr

)
. (3.11)

In a heating process, the effective density varies over time, governed by phase transitions. Perme-
ability κ, which quantifies fluid flow through the porous medium, is given by:

κ = 2 · 10−14 exp(12.469 · ϵ(1− Fθ1)), (3.12)

highlighting how variations in filling fraction F impact pore structure and fluid transport pathways,
especially during phase changes.

3.4.5 Lunar Regolith Simulant

Lunar regolith simulant is an artificial substance crafted to emulate the physical and chemical
traits of the Lunar soil present on the Moon’s surface. As interest in space exploration and po-
tential Lunar missions grows, the development and utilisation of Lunar regolith simulants have
become crucial for equipment testing, experimentation, and advancing our comprehension of Lu-
nar surface conditions. This literature study refrains from delving into the fundamental aspects of
Lunar regolith simulants, as extensive research has already explored their composition, production
methods, applications, and relevance in space exploration. However, the primary focus here is to
redesign a Lunar water extraction system capable of withstanding various simulants.

To validate the water extraction system, an experimental setup replicating Moon conditions is
essential. Therefore, accurate simulation of regolith properties is crucial, encompassing particle
distribution, chemical decomposition, porosity, and density to align with reality. LUWEX has
access to simulants from The Exolith Lab, a specialised company producing materials that closely
mimic Lunar regolith’s texture and physical properties [Exolith, 2023]. These simulants are tai-
lored to represent diverse Moon locations, including the darker mare regions and highlands. It’s
essential to note that these simulants portray dry regolith and do not account for water content.

3.4.6 Preparation of Icy-Regolith by LUWEX

LUNEX and LHS-1 are Lunar regolith simulants specifically developed to replicate the properties
of Lunar soil for experimental research. LUNEX is designed to simulate the mineral composition
and particle size of Lunar highland soil, making it especially useful for water extraction studies
McKechnie et al. [2020]. LHS-1, created by the Exolith Lab at the University of Central Florida,
is another highland simulant that closely matches the density, composition and abrasive charac-
teristics of Lunar soil Cannon et al. [2019].
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In addition to highland simulants such as LHS-1, the Exolith Lab also produces simulants rep-
resenting the Lunar mare regions. Mare simulants replicate the basalt-rich composition of the
Moon’s volcanic plains, such as Mare Imbrium, which is characterized by a higher density and
increased levels of iron compared to the highland areas. Mare Imbrium, one of the largest Lunar
mare regions, was formed by ancient volcanic activity and has a darker composition Spudis [1996].
These variations between highland and mare simulants allows to test technologies and processes
specific to each type of Lunar region, including applications near the Lunar South Pole, where ice
deposits are accessible Cannon et al. [2019].

The LUWEX project benefits from access to both highland and mare simulants, enabling ex-
perimentation across diverse Lunar conditions or even combining characteristics of both regions.
To prepare an icy-regolith simulant with consistent ice content and to avoid contamination from
external moisture, the regolith simulant must first be thoroughly dried. The sample is heated at
383 K for a minimum of twelve hours. Once dried, it is transferred directly to a dry and vac-
uum environment to prevent rapid water adsorption from humid air. For experiments requiring
cryogenic conditions, the dried simulant is cooled in a metal container surrounded by evaporat-
ing liquid nitrogen, which creates a dry, slightly pressurized environment that minimises moisture
exposure. To ensure safe handling and prevent frost formation, tools like spoons and sieves are
pre-cooled before contact with the simulant, allowing to conduct experiments safely at extremely
low temperatures.

3.4.7 Thermal Vacuum Chamber

A thermal vacuum chamber (TVAC) is a specialised piece of equipment used for testing and
simulating space-like environments to assess the performance and reliability of various components,
instruments, or spacecraft. The primary purpose of a TVAC is to simulate the extreme conditions of
outer space, including extreme temperatures and vacuum conditions to ensure the functionality and
durability of components or systems intended for space missions. The chamber should be capable
of achieving and maintaining a wide range of temperatures, from extremely high to extremely low,
to replicate the thermal fluctuations experienced in space. The materials used in the construction
of the chamber must be carefully selected to withstand extreme temperature differentials and
maintain their integrity in a vacuum environment. Harvesting water from lunar regolith involves
several stages, each with distinct methods. Though a variety of techniques exist, this section
focuses primarily on thermal extraction, regarded as one of the most promising approaches. To
clarify why thermal extraction is prioritized, the following sections will provide relevant background
information.
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Extracting water from Lunar regolith involves a complex processes, including heating, phase
changes, and flow behaviour. Figure 4.1 presents a three-dimensional CAD model of a compre-
hensive design for water extraction. However, as you delve into the subsequent sections, you will
discover that this model may not encompass all necessary aspects for effective extraction.

Figure 4.1: Three-dimensional CAD model of the Lunar water extraction system,
adapted for CFD modelling. Note: this model is designed specifically for fluid
dynamics simulations and differs from the original system’s physical design.
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4.1 Methodology

Harvesting water from lunar regolith involves several stages, each with distinct methods. Though
a variety of techniques exist, this section focuses primarily on thermal extraction, regarded as one
of the most promising approaches. To clarify why thermal extraction is prioritized, the following
sections will provide relevant background information.

Aside from thermal methods, other innovative techniques have shown potential for water extraction
from lunar regolith, including chemical reduction with hydrogen and electrostatic benefici-
ation. Electrostatic beneficiation employs electrostatic fields to isolate water-bearing particles—or
specifically, oxygen—from dry regolith particles. This process attracts them to charged surfaces.
However, since this technique directly isolates oxygen rather than producing water, it is generally
less efficient for water extraction. Larger systems with higher power requirements would be neces-
sary, which limits water recovery goals on the Moon Ikeya et al. [2024].

In contrast, chemical reduction with hydrogen involves treating Lunar regolith with hydrogen
gas at high temperatures. This method reduces iron-oxides in the regolith, releasing a mixture of
water, oxygen, hydrogen and metallic iron. Despite, hydrogen reduction primarily targets oxygen
extraction and is effective mainly for iron-rich minerals like ilmenite. Since ilmenite presence near
the Lunar South Pole is expected to be low, this method is limited in efficiency for water extrac-
tion. Studies, such as those by Guerrero-Gonzalez and Zabel [2023], indicate that low ilmenite
concentrations would necessitate larger, heavier systems, further limiting its inefficiency as a water
extraction method in polar regions.

Given these constraints, thermal water extraction remains the most promising method. This
approach directly targets water-ice within the regolith, extracting it in a form that contains both
hydrogen and oxygen—crucial elements. Evidence in section suggests that ice deposits are con-
centrated near the Lunar South Pole, making this technique suitable. The following section will
delve into the specific methods of thermal extraction and the heating approaches required for its
implementation.

4.1.1 Thermal Water Extraction

Two primary approaches to water extraction from Lunar regolith are in-situ and excavative meth-
ods. In− situ water extraction involves directly heating the surface of Lunar regolith, which
requires a specific type of enclosure due to exposure to the Lunar environment. Since in-situ
extraction is open to ambient conditions, creating a barrier between the heated surface and the
surrounding environment is essential. This can be achieved with a dome or tent, designed to min-
imize heat loss to the surroundings and maximize heat penetration into the Lunar surface. With
such an enclosure, the heating method can be enhanced through tools like drills or heated boring
equipment to improve efficiency.

In contrast, water extraction by excavation involves first excavating the Lunar regolith and
subsequent placing it inside a closed container. Here, heat is applied to sublimate water-ice.
Sublimation is the phase transition directly from a solid to vapour. Heating methods for excita-
tive extraction vary and can include heated drills, static heating elements, or combinations of both.
Research by Hab [2022] show that the production of water and hence the water recovery is much
greater for using excavation with respect to in-situ heating. Therefore, in-situ water extraction
is not considered further. Moreover, for the LUWEX project and this study specifically, the ex-
perimental setup requires a batch process. Note: Batch production applies to the excavation and
sampling phase only. The connection between subsystems and continuous liquid water production
will be discussed later.

In excitative extraction, once a regolith sample is in a closed container or crucible, external
heating raises its temperature to a sublimation point. As sublimation occurs, water ice transitions
directly into water vapour, which is then collected to ultimately produce liquid water.
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4.1.2 Heating Method

Solar heating, though advantageous because it does not require a direct power supply, has lim-
ited practicality for water extraction in PSRs near the Lunar poles. To be effective, solar heat
would need to be redirected, often using mirrors or other reflective surfaces. However, maintaining
these mirrors and keeping them dust-free in the harsh Lunar environment presents a significant
challenge. As such, solar heating remains a less effective option for extracting water in low sun-
light areas, though it may be feasible for thermal processing applications outside shadowed regions.

Microwave heating, by contrast, offers potential benefits in its speed and energy efficiency, as
demonstrated in studies by Cole et al. [2023]. His research on low-power microwave heating sug-
gests that, with low power available on the Lunar surface, this method could facilitate water
extraction using either multiple low-power heating units or a single, higher-power unit. However,
the exact mechanisms that cause the Lunar regolith to interact with microwave radiation are still
in discussion, with factors such as ilmenite content and particle shape thought to play roles Tay-
lor et al. [2010]. Microwave heating poses challenges in regulation, making it ideal primarily for
processes in additive manufacturing, where regolith particles undergo fusion Liu et al. [2024], Lim
et al. [2022]. Though microwave heating has proven efficient on small samples, it necessitates a
Faraday cage to prevent leakage, adding to the system’s complexity.

With these considerations, electrical heating is chosen as the preferred method for Lunar wa-
ter extraction. Previous research embedded in the LUWEX project has shown that low-power
electrical heating is effective for extracting water vapour and simplifies the experimental setup for
Earth-based testing Heitkamp [2023]. The subsequent section will outline the process for capturing
water vapour produced through this heating method.

4.1.3 Capturing Water Vapour

After sublimation of water-ice, its gaseous state needs to be captured at some point. Capturing
water vapour can be achieved by either capturing in a solid or liquid state (directly). In order to
capture water vapour and directly transition it into liquid water, one needs pressure. At the triple
point of water, which defines a temperature of 273.15 K and a pressure of 611.73 Pa, there is a
unique set of conditions, where water can exist simultaneously in its solid, liquid, and gas phases.
In other words, this is the lowest pressure at which water can be in its liquid form. Therefore, in
order to capture water in its liquid state, one needs a minimum pressure of 611.73 Pa.

Capturing by condensation (g → l)

This process of phase transition from solid (s) to liquid (l) is called condensation. In this regards,
a condenser is a device used to convert water vapour into liquid by cooling it down. In the context
of water extraction from Lunar regolith, a condenser would be used to capture and condense the
water vapour produced during sublimation or heating processes, allowing it to transition back
into liquid water for collection and use. A condenser requires a cooling system to lower the
temperature of the water vapour. On the Moon, this could involve passive radiative cooling using
the Lunar environment’s natural cold temperatures or an active cooling system for precise control.
To efficiently condense water, the condenser must be mounted in a sealed compartment where
water vapour can be directed until it condenses. This helps prevent loss of vapour to the Lunar
vacuum and ensures that the vapour remains in close proximity to the cooling surface for efficient
condensation. Once condensed, liquid water needs to be collected and transported for storage.
Since lunar gravity is lower than Earth’s, a low-pressure pump may be required to move the
condensed water to a storage tank.

Capturing by deposition (g → s)

The process of directly transitioning water vapour (g) to solid ice (s) on a cold surface is known as
deposition. In this context, a cold trap is a device used to capture water vapour by cooling it to
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the point of deposition, forming solid ice. In Lunar water extraction, a cold trap would capture and
freeze water vapour produced during sublimation or heating processes, allowing it to be retained
as ice for later collection. A cold trap requires a cooling system to lower the surface temperature
sufficiently for water vapour to freeze upon contact. Once deposition occurs, the solid ice must
be collected and transferred for further processing. Given the Moon’s low gravity, facilitating the
removal of ice from the cold trap surface may require the use of a mechanical scraper, external
vibration, or a low-power heater in a process called delamination. Delamination refers to un-
coupling the ice from the cold trap substrate, allowing for its release and transport to liquefaction
stage. Prior studies have investigated various delamination methods—such as vibration, magnetic
excitation, or mechanical scraping—but found these approaches largely ineffective (Kalis [2024]).
They often introduce drawbacks, including system fatigue from vibrations, the complexity and
mass of added moving parts, actuators, and increased system size.

In contrast, LUWEX primary experiments have demonstrated that thermal delamination effec-
tively separates ice from a copper substrate, achieving efficient ice release without these additional
complexities. Thus, combining ice deposition with thermal delamination provides a viable solu-
tion for capturing and storing water in solid form. This approach facilitates a sustainable water
extraction process without adding more complexity such as pumps, scrapers and condensers.

4.1.4 Liquefying & Purification

When capturing water through deposition, the ice must be melted to obtain liquid water. This
leads to a complete extraction process with multiple phase transitions: gas → solid → liquid. Ice
liquefaction can occur in two distinct cycles, each suited to different production methods.

In a single− batch production cycle, each deposited batch of ice is immediately transferred to a
liquefaction chamber and melted in a single process. In a multi− batch cycle, multiple batches
of deposited ice are stored in the liquefaction chamber and liquefied together in a single operation.
When the liquefaction chamber is fully loaded with ice, heat is applied to initiate melting. The
chamber’s inner core, made of copper, ensures efficient heat transfer for consistent phase transition.

The chamber is isolated from other extraction subsystems when the slider or gate valve is closed,
preventing any direct mass or heat transfer to other parts of the system. However, the chamber
still experiences some ambient heat loss. Once filled with ice, the chamber can be pressurized by
introducing nitrogen gas or by allowing pressure to build naturally as a portion of the ice sub-
limates upon initial heating. As the copper core heats the ice, sublimated vapour increases the
chamber pressure until the required level for melting is achieved. This phase transition from solid
(s) to liquid (l) is known as melting.

At this stage, the water is considered a pure substance, although the LCROSS mission revealed
that it contains various volatile compounds, including ammonia, carbon dioxide, hydrogen sul-
phide, and methanol, which must be removed to make the water consumable Colaprete [2010].
This process, known as purification, occurs after liquefying the ice in the chamber. While the
design of the capture subsystem accounts for some purification criteria, the purification subsystem
itself lies beyond this study’s scope and is intended to operate after liquefaction.
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4.2 General Design Criteria

The design, crafted to comply with LUWEX standards, is illustrated in Figure 4.1, where each
component is identified and labelled. Familiarizing yourself with these component names is cru-
cial, as they will be consistently referenced throughout the following sections to ensure clarity in
discussing subsystems and operations.

4.2.1 Water Extraction Subsystem

For a robust evaluation of the performance of the water extraction subsystem, including the dy-
namics of mass transfer, a large amount of ice is required to accurately simulate conditions. This
enables precise monitoring of the effects of water vapour on the system, leading to the establishment
of specific operational requirements:

• Sample Requirements: The Lunar regolith simulant (LHS), should contain 15 kg of material
with an initial ice content below the limit of 20 wt. %. The sample is placed within a
specialized crucible and is subjected to controlled heating via heating elements within the
stirring mechanism, inducing sublimation of the water content.

• Inlet and Preconditioning: The LHS-ice mixture enters the crucible via a precisely designed
funnel , acting as the sample inlet. To maintain integrity, the sample temperature must be
preconditioned to 140 K or lower before entering the system.

During the sublimation phase, temperature regulation is critical to prevent overheating, with tight
pressure control required to facilitate sublimation in high-vacuum conditions.

4.2.2 Water Capture Subsystem

The water capture subsystem facilitates the conversion of water vapour to ice through deposition,
followed by its liquefaction. This process depends upon a stable flow rate to support continuous
operation, a topic discussed further in subsequent sections.

• Configuration: The cold trap, featuring two cold fingers, provides the environment where
water vapour is converted into ice. The ice accumulation occurs at the phase change interface,
which must be maintained below 200 K to avert the formation of volatile compounds like
methanol.

• Needle Line: A precisely dimensioned needle line permits controlled venting of excess water
vapour from the cold trap prior to liquefaction. This element plays an important role in
managing the flow rate and maintaining pressure stability.

• Minimizing Delamination Losses: Heat application to remove excess ice should be minimized
to conserve energy and maintain high water recovery. The delaminated ice represents a loss
factor that must be controlled in relation to the required energy for phase change.

4.2.3 Water Liquefaction Subsystem

When ice is deposited onto a cold surface, it detaches through a process known as delamination
and is directed towards the liquefaction chamber.

• Slider Mechanism: This subsystem features an ultra-high-vacuum (UHV) sliding gate valve,
referred to as the Slider, which isolates the liquefaction chamber from external environments.
This mechanism prevents unintended mass transfer, such as backflow into the crucible.

• Copper Inlay : The inner chamber, lined with copper, is designed to facilitate efficient heat
transfer, reducing the time required to convert ice into liquid water. Heat must applied at
the boundaries of the copper inlay to support the phase transition process.
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4.2.4 Experimental Setup and Environmental Control

The setup within the TVAC is designed with precise environmental parameters to simulate condi-
tions similar to those on the Lunar surface. Central to this is the cold shroud, which must maintain
an ambient temperature of 140 K or lower. The chamber operates at a high vacuum, with pressure
kept at or below 1e-4 Pa, essential for the intended experiments. The integration of various subsys-
tems is improved through the use of flexible fittings that accommodate minor tolerance variations,
facilitating connections among the components. The compact design of the cold shroud also con-
tributes to added complexity. The cold shroud is not shown in fig. 4.1 but consider the following;
the entire three-dimensional model including each part is centred in the cold shroud. Recall that
the system must be subjected to lunar-simulated conditions. The experimental setup features a
network of pipes, tubes, and valves, primarily made of stainless steel, with the exception of the
copper tubes connected to the cold trap and the liquefaction system. These copper components
allow easier bending and heating. Each tube and valve are configured according to its functionality
and the connections required for effective operation. For instance, the water vapour flow from the
crucible to the cold trap is managed by a needle valve, while any vapour loss during operation
can be monitored using a mass spectrometer. Electric pneumatic valves control the connections
outside the TVAC. As the chamber is evacuated and cooled with a liquid nitrogen cooling system,
the subsystems for capturing and extraction will remain under ambient pressure. Subsequently,
liquid nitrogen will be introduced through a funnel in the quick-access door to effectively cool the
crucible and the cold trap.

4.2.5 Structural Analysis

To evaluate the structural integrity of the stirring mechanism, a simplified model of the original
design (Figure 4.3) was developed. Non-essential components such as the crucible housing, rotor
shaft, slip ring, motor, outlets, and various assembly parts were excluded for clarity. Notably, the
stirring rods contain cartridge heaters that span approximately two-thirds of each rod’s length,
aligning with the level of the icy-regolith mixture. Since the crucible is partially filled with icy-
regolith, the stirring mechanism can be divided into two segments: one in contact with the icy-
regolith and one without. Figures 4.2 and Appendix C provide further details of structural analysis.
Under typical conditions, a DC motor exerts 12 Nm of torque on the shaft. The analysis reveals no
material failure under normal operating conditions. To determine failure thresholds, the applied
torque, M0, is incrementally increased. For simplicity, key conclusions are summarized as follows:

• A steady state (fig. 4.2) is sustained at M0 = 12Nm,

• Material failure in the key occurs when M0 > 50.

These results suggest that material failure is unlikely under normal operating conditions. Only at
torque levels where M0 > 50 Nm does the likelihood of failure in the key increase significantly.
However, this extreme scenario is improbable, as the motor would likely stall before reaching such
levels. In addition, the non-fixed nature of the rods allows movement, which further reduces stress
build-up.

4.3 Weights/Dimensions

The LUWEX experiment utilizes a solid sample weighing 15 kg, composed of a mixture of ice and
regolith simulant. With an initial ice content of 4.75%, this results in approximately 750 grams of
ice present within the regolith. The overall design is constrained by the dimensions of the TVAC,
which limits the experimental setup. As mentioned in the introduction to this chapter, the current
model may not cover all the necessary aspects for effective extraction processes. While the entire
experimental apparatus occupies a room-sized space, several meters in scale, the actual system
within the cooling chamber, referred to as the cold shroud , has an approximate volume of just
1 cubic meter. All components illustrated in fig. 4.1 are carefully arranged within this space,
ensuring that the testing environment closely simulates Lunar conditions.
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Figure 4.2: The bottom area of all rods are assumed to be fixed in all directions
due to high resistance of regolith; rotations by the motor on the shaft lead to
momentum M0 acting on the center (axis of rotation), (x,y,z) = (0,0,0) mm; this
momentum leads to reaction force F0 from the key (NL: spie). Note: if M0 is
positive (counter-clockwise) F0 should be negative in the y-direction because it
is a reaction force from the key on the shaft. F0 acts from the point (x,y,z) =
(8.76,0,0) mm.; Von Mises stress for torque value M0 = 12 Nm around the z-axis,
with deformed scale factor of 2000 for clarity.

4.4 Electrical Power

This section highlights the practical implementation of heating cables as a key solution for managing
energy requirements in Lunar applications. The power supplied by heating cables is determined
through the relation:

P =
U2

R
(4.1)

where P represents the power in W, U is the voltage in V, and R is the resistance in ohms. This
equation allows for the estimation of power input necessary for specific models discussed in this
study, with particular attention to sustainability and efficient power management crucial for Lunar
operations.

In practical terms, the cartridge heater shown in fig. 4.3 is embedded within cylindrical stir-
ring rods, with voids filled using magnesium oxide for insulation. To model the heating effect, the
power produced by each cartridge heater is transformed into a heat flux, calculated by dividing the
power output by the heater’s surface area. For an arrangement involving eight cartridge heaters
generating 800 W in total, the resulting heat flux can be distributed along the rods’ boundaries
but limited to the area below the icy-regolith filling level, ensuring efficient use of energy.

Given the Moon’s environment, minimizing power input is crucial. Reduced power consumption
aligns with sustainability efforts, reducing reliance on limited sources like solar energy. Lightweight
and durable materials, such as magnesium oxide for insulation, are also desirable as they support
heat management, prevent overheating, and align with the goal of efficient, lightweight designs
that enhance operational performance.

4.5 Equipment

The design shown in fig. 4.1 outlines all components within the cooling chamber (cold shroud)
inside the TVAC, representing the equipment setup. This section details the materials used for
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these components and investigates the functionality of the stirring mechanism under operational
conditions, including an analysis of the regolith packing resistance acting on the mechanism’s
framework.

4.5.1 Stirring Mechanism

The stirring mechanism comprises multiple components, including the rotor shaft, slip ring, stir-
ring rods, framework, and heating elements or cartridge heaters, among others. For the models
presented in this study, the primary focus is on the rotation and heating functions of the stir-
ring mechanism, specifically the part situated within the crucible (see fig. 4.3). Additionally, the
crucible is only partially filled with regolith to allow for effective outgassing, represented by a
designated filling level. Once sublimation occurs, the resulting water vapour flows toward the exit
via the vapour tube before entering the capturing subsystem or cold trap.

4.5.2 Material List

AISI 304L is a widely used stainless steel known for its corrosion resistance and robust mechanical
properties, making it suitable for various applications, including aerospace. A more advanced vari-
ant, AISI 316, offers superior corrosion resistance, particularly against chlorides, and is frequently
employed in chemical processing due to its enhanced durability.

To improve conductivity, several components are made from copper, a conductor ideal for electrical
wiring and heat exchangers, ensuring efficient heat transfer in diverse applications. Magnesium
oxide fills voids in cylindrical tubes and heating elements, used for its insulating properties and
thermal stability. In the initial functional tests of the LUWEX experiments, a sample consisting
solely of glass beads was utilized. These tests provided preliminary results to verify that each
component functions as intended.

Additionally, SWPL96 is utilized as a high-performance insulation material, showing low ther-
mal conductivity of 0.07 W/m/K. Its lightweight structure and thermal insulation properties make
it suitable for high-temperature applications. While it is true that a vacuum is the best insulator,
the insulation materials also contribute to compacting the overall design, ensuring that each sub-
system is well-connected and aligned with the heating cables. Collectively, these materials create
a robust solution for challenging conditions, such as those found in the Lunar environment.

Material Unit
Variable AISI 304L AISI 316 Copper Aluminium Magnesium Oxide Glass SWPL96
ρ 7894 8000 8960 2700 3580 2500 96 kg/m³
k 16 15 400 238 60 0.84 0.07 W/m/K
Cp 500 500 385 900 1030 750 850 J/kg/K
α 12.3 16 17 23 12 9 5.2 10−6/K
E 193 200 110 70 330 69 1.0 GPa
ν 0.28 0.30 0.35 0.33 0.37 0.21 0.10 1
ε 0.9 0.92 0.1 0.04 0.23 0.95 0.85 1

Table 4.1: Material properties at room temperature, i.e. T = 293.15 K.
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Figure 4.3: Clear image of the stirring mechanism consisting of one cartridge
heater inside each cylindrical rod (tube) where voids are filled with magnesium
oxide (MgO).
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5 | Stage I: Sublimation

Sublimation is the process in which a substance transitions directly from a solid state to a gaseous
state without passing through the liquid phase. In the context of water, sublimation refers to the
transformation of ice directly into water vapour. A sample of ice and Lunar regolith is placed
inside a container (future referenced as crucible), see fig. 5.1 below, where its particles will move
and extract heat until ice undergoes sublimation.

Figure 5.1: Illustration of the setup where a sample consisting of ice and Lunar
regolith is placed inside a crucible. To provide context for the system’s size, the
sample has a height (zLV L) of approximately 150 mm.
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5.1 Methodology

To extract water from Lunar regolith, the crucible is equipped with specialised heating elements
that ensure sufficient thermal energy is applied to sublimate the ice embedded within the regolith.
Sublimation, the direct phase change from solid ice to water vapour, occurs as the regolith surface
is gradually heated. At initialisation, the thermal energy supplied overcomes the ice’s enthalpy of
sublimation, releasing water vapour from the regolith. The vapour then escapes from the sample’s
surface and is directed towards the vapour tube. For efficient and rapid sublimation, a rotating
stirring mechanism is integrated within the crucible to maintain a uniform temperature distribu-
tion across the sample. This mechanism is particularly essential given the low thermal conductivity
of regolith, which can lead to uneven heating if left undisturbed. By ensuring movement of re-
golith and ice particles, the stirring mechanism prevents temperature gradients and ensures that
sublimation occurs uniformly across the entire sample volume.

Figure 5.2: Illustration of the working principle for extracting ice from Lunar
regolith. The system includes stirring/heating rods with surface area Arod interact-
ing with the icy-regolith up to the filling level zLV L. Each cartridge heater has an
area Acartridge, supplying thermal energy to promote the phase transition from ice
to vapour. This diagram highlights the heat distribution zone without considering
additional phenomena such as diffusion or absorption.
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Throughout this process, the thermal properties of both the regolith and the ice are assumed to
remain constant. Although, in reality, these properties may exhibit some temperature dependence,
this simplification allows for a more stable optimisation framework. The working principle of the
crucible, as illustrated in fig. 5.2, involves several stages. The sample is heated by the heating
elements or cartridge heaters, focusing energy on the ice within the regolith pores. To clarify, the
stirring mechanism consists of several rods or cylindrical tube, see fig. 4.3. These rods not only
move the regolith in crucible but also directly heat the sample. Each cartridge heater can apply a
power of 100 W. In summary, the stirring mechanism serves two functions: heating and stirring.
This ensures temperature uniformity, allowing ice to sublimate from all regions of the regolith at
a consistent rate. As water vapour is formed, it moves along a controlled path towards the vapour
tube, minimising back-diffusion and maximising vapour flow towards the exit. In this setup, the
design assumes that phenomena such as diffusion, absorption, and re-adsorption of water vapour
into the regolith are negligible unless mentioned otherwise. Thus, the focus remains solely on the
sublimation process and the transport of vapour from the regolith to the collection zone. This
simplification is critical for isolating the sublimation effects and ensuring a high rate of water
recovery.

Variable Discription Default value Unit
rpm Rotations per minute 3 1/min
P Effective power input in sample ζ ·N · 100 W W
N Number of cartridge heaters 8 1
ζ Ratio of surfacea areas, Acartridge/Arod 0.493 1
zLV L Filling level of icy-regolith 147.74 mm
ϵ Porosity for dessicated regolith 0.5679 1
F Pore filling fraction for dessicated regolith 0.1341 1
κ Permeability for dessicated regolith 2.3787·10−11 m2

dp Particle diameter of regolith 43.6 µm

T0 Initial / Ambient temperature 140 K
Ci Initial water content 4.75 %
Tpc Phase change temperature 273.15 K
∆T Transition interval for temperature 100 K
dg Water vapour particle diameter 0.275 nm
m Mass of icy-regolith sample 15.01 kg
p0 Pressure inside vacuum chamber 1e-4 Pa
µ Viscosity of water vapour 1.7e-5 Pa · s
Hs Latent heat of sublimation for water 2834 kJ/kg

Table 5.1: System parameters and variables required for stage I; sublimation.

5.1.1 Flow Regime

The Knudsen number serves as a dimensionless parameter that indicates the relative importance
of molecular mean free path to a characteristic length scale of the system, helping to characterise
the flow regime of the vapour:

Kn =
I

L
(5.1)

The representative length scale considered, L, may correspond to various physical traits of a
system, but most commonly relates to a gap length over which mass transport occurs through
a gas phase. In this case, this gap can be evaluated as the pores inside the porous structure of
regolith. The mean free path represents the average distance a particle can travel between two
consecutive collisions with other particles. The formula governing this mean free path is expressed
as:

I · p = kBT√
2πd2g

(5.2)
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In this equation, where pressure p is measured in Pascals, I and molecular diameter dg are in
meters. Notably, significant temperature variations are primarily observed within the crucible,
where sublimation occurs, leading to potential discrepancies in the Knudsen number values. As
sublimation takes place, there is a rapid influx of water vapour molecules, contributing to an
increase in pressure within the crucible. It is critical to maintain the operating pressure below
611.73 Pa to prevent reaching the triple point of water and thus mitigating the formation of liquid
water, which could adversely affect the extraction process. Under ultra-high vacuum conditions,
the flow of water vapour may transition from free molecular flow towards a continuum, particularly
within a Knudsen number (Kn) range defined as:

1 < Kn < 1200.

This transition is illustrated using the Heaviside step function in fig. 5.3. The Heaviside step
function, commonly denoted as α1→2(T ), is a mathematical function that is defined as follows:

α1→2(T ) =

{
0 if T < Tpc − ∆T

2

1 if T < Tpc +
∆T
2 ≥ 0

In fluid dynamics and thermodynamics, the Heaviside step function is used to model sudden changes
in physical conditions, such as temperature in phase transition. It captures the transition between
different phases in a system. In the context of the flow transition from free molecular flow towards
transition flow or even a continuum flow, the Heaviside step function can represent the threshold
at which the Knudsen number shifts significantly. This means that as the Knudsen number crosses
certain values, the behaviour of the flow changes dramatically, indicating a change in regime. The
changes in Knudsen number and corresponding regime can be seen in aforementioned section 3.4.3.

Appendix A includes the general heat equation, the continuity equation, and additional relevant
equations, illustrating their applications for both fluids and solids. These fundamental equations
can be simplified to specific scenarios. For instance, when dealing with solids where bulk motion
(v = 0) and compressibility are negligible, the general heat equation simplifies to

ρCp
∂T

∂t
= k∇2T (5.3)

In summary, while the original forms of these equations are broadly applicable, they are often
simplified for solid-state applications by omitting velocity-related terms.

5.1.2 Density and Porosity

The structure of Lunar regolith as a porous medium is complex regarding its composition, grain
size, porosity and pores. Understanding these characteristics is crucial for assessing the regolith’s
capacity to transport water vapour. The particles in Lunar regolith range from fine dust (micron-
sized) to larger fragments (up to several mm). This variation in grain size affects the overall
porosity and flow characteristics of the medium. The pores in the regolith can vary significantly
in size and shape. Pores can be classified as:

• Macro-pores: large voids that facilitate bulk flow.

• Micro-pores: Very small voids that can influence gas adsorption and storage.

The arrangement and connectivity of pores are critical for determining the flow pathways for water
vapour. Well-connected pores allow for better fluid movement, while poorly connected pores can
trap fluids, reducing effective permeability. However, the geometric arrangement of pores can be
irregular due to the random packing of grains, affecting how fluids move through the medium. This
irregularity can result in preferential flow paths and varying saturation levels. To give an insight
on this irregularity, consider the image in 8 where Lunar regolith and its pores is schematically
drawn. Considering the phase transition of water within regolith, it is crucial to understand how
density and porosity are influenced by the states of water present in the medium.
The presence of water ice and water vapour introduces significant variability in the structural
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characteristics of the regolith. The transition between the solid state and the gaseous state creates
a dynamic relationship between density and porosity within the porous medium. This relationship
can be mathematically expressed as:

ϵ = ϵ(θ1, θ2) =

(
1− ρ

ρr

)
, (5.4)

where ϵ represents the porosity of the regolith or mixture of ice and regolith. The apparent density
of the medium, which is influenced by the relative amounts of water ice and vapour is denoted by
ρ. ρr is the particle density of the regolith. The apparent density ρ can be expressed as a function
of the densities of water ice ρ1 and water vapour ρ2 in their respective phases:

ρ = ρ(θ1, θ2) = ρ1θ1 + ρ2θ2, (5.5)

where ρ1 represents the density of icy regolith, corresponding to phase one, and ρ2 denotes the
density of desiccated regolith, which defines phase two, as will be explained in further detail in the
next section.

5.1.3 Dessicated Regolith

Regarding the specific transition, θ1 and θ2 serve as phase indicators (or consider it a percentage)
for the ratio water-ice and water vapour, respectively, under the condition that θ1 + θ2 = 1.
However, when incorporating regolith into simulation models, it is necessary to expand phase one
to define icy regolith, which includes water-ice. In phase two, the ice transitions into water vapour
and is considered dried out Thus, phase two represents the desiccated form of the regolith, based
on the assumption that all water vapor can completely outgas the regolith. The phase transition
results in changes in porosity. As water ice sublimates into vapour, the reduction in solid volume
increases the pore spaces, thereby enhancing the overall porosity of the regolith. In contrast, when
the vapour transforms back into ice, the pore volume decreases. The phase change impacts the
density of the regolith. When water vapour accumulates, it introduces a lower density component
into the regolith. This change can significantly affect the physical properties, such as weight of the
regolith structure. The phase transition also has thermal implications, as the energy required for
sublimation affects the thermal conductivity of the medium. Variations in density and porosity
can result in changes to thermal and physical properties, making it essential to incorporate phase
change indicators into these characteristics.

5.1.4 Permeability and Diffusion

Knudsen diffusion describes the transport of water molecules within a porous medium when the
pore size is comparable to or smaller than the mean free path of the gas molecules. This mech-
anism becomes especially relevant under Lunar conditions, where gas molecules predominantly
collide with the walls of pores rather than with each other. Within porous media, Knudsen diffu-
sion is affected by both permeability and porosity, as these properties govern the ease of molecular
movement and the frequency of their interactions with pore walls. Permeability, which measures
the ease of fluid flow through a porous medium, is strongly impacted by Knudsen diffusion when
the pores are sufficiently small. In low-permeability materials, where molecular-wall collisions
dominate over intermolecular collisions, the flow regime shifts to Knudsen flow. As permeability
decreases, Knudsen diffusion becomes a more prominent transport mechanism compared to bulk
diffusion. High porosity, by increasing the void space for molecular movement, can enhance diffu-
sion rates, including Knudsen diffusion. However, in porous materials with very small pores, even
high porosity can lead to Knudsen diffusion if pore sizes remain within the molecular mean free
path. The Knudsen diffusion coefficient, DK , for a porous medium is given by:

DK =
2

3
· L ·

√
8RT

πM
(5.6)

where L represents the mean pore diameter, R is the universal gas constant, T is the absolute
temperature, and M is the molar mass of water vapour.
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This expression assumes gas molecules primarily interact with pore walls, making Knudsen diffusion
the dominant process. Knudsen diffusion is particularly relevant in applications where pore sizes
are minimal, specially when the gas molecular mean free path is comparable to the pore size.
When modelling regolith as a porous medium where its flow field is calculated using Darcy’s law,
the permeability definition from Kiewiet et al. [2022] becomes relevant. The permeability is defined
as:

κ = 2 · 10−14 · exp(12.469ϵ(1− Fθ1)) (5.7)

This equation can be used to determine the permeability as function of phase change. For example,
dessicated regolith indicates θ1 = 0. Therefore, using equations 7.6 and 5.4 one obtains the original
bulk density of regolith, ρrb = 1400 kg/m3, and ϵ = 0.5679. Note: these values represent default
settings as input variables. As a result, eq. 5.7 denotes κ = 2.37872 · 10−11 m2 when all ice
is sublimated into water vapour (θ1 = 0, θ2 = 1, ϵ = 0.5679), representing the permeability of
dessicated regolith also shown in fig. 5.12. The mean pore size for dessicated regolith can be
defined as:

L = dp

(
0.905[

1− ϵ(1− F · θ1)
]1/3 − 1

)
, (5.8)

yielding L = 8.59µm for θ1 = 0. Here, regolith particles are assumed spherical, with a constant
mean pore size across the sample. Returning to eq. 5.6 and calculating the Knudsen diffusion for
dessicated regolith, one obtains for a pore size of 8.59 µm at a temperature of 273.15 K a calculated
Knudsen diffusion coefficient for water vapour of approximately 3.24 · 10−3 m2/s. This suggests
that at this pore size and temperature, water vapour diffusion is primarily governed by Knudsen
diffusion rather than bulk diffusion. In Knudsen diffusion, molecules are more likely to collide with
the pore walls than with each other, resulting in a distinct transport mechanism compared to bulk
diffusion.

5.1.5 Phase Change

The Heaviside step function, as shown in Figure 5.3, defines the smooth transition between phase
one (ice) and phase two (water vapour). This transition is characterised by a continuous variation
within a transition interval, ∆T , around the temperature of the phase change, Tpc = 273.15 K.
The transition is mathematically expressed as a function of the temperature difference from the
phase change temperature.

The mass fraction, α1→2, representing the transition from phase one to phase two, is defined
as:

α1→2 =
ρ2θ2 − ρ1θ1

ρ
, (5.9)

where ρ1 and ρ2 are the densities of phase one (ice) and phase two (water vapour), respectively.
The phase fraction θ1 and θ2 define phase one and phase two, respectively, with θ1 + θ2 = 1. ρ
denotes the apparent density of the system. The latent heat is accounted for by incorporating it
into the apparent heat capacity, Cp, which is given by:

Cp =
1

ρ
(ρ1θ1Cp,1 + ρ2θ2Cp,2) +Hs

dα1→2

dT
, (5.10)

where Cp,1 and Cp,2 are the specific heat capacities of phase one and phase two, respectively. The
latent heat of the phase transition is defined asHs, which is in this case the enthalpy of sublimation.
dα1→2

dT is the rate of change of the mass fraction with respect to temperature. Additionally, the
apparent thermal conductivity, k, during the phase transition is given by:

k = k1θ1 + k2θ2, (5.11)

where k1 and k2 are the thermal conductivities of phase one and phase two, respectively. This
setup allows for an accurate simulation of the phase-change process.
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Figure 5.3: Smooth Heaviside step function defining the phase transition from
phase one to phase two or θ2 = α1→2 satisfying θ1+θ2 = 1; it describes a continuous
transition within the transition interval ∆T = 100 K around the phase transition
temperature Tpc = 273.15 K.

5.1.6 Temperature Control

While a higher extraction rate might appear advantageous, there are critical considerations for
thermal management, particularly at high power levels like 400 W. Such power levels can cause
temperatures near the heating elements and the outer surface of the stirring mechanism to exceed
900 K, increasing the risk of sintering the regolith Farries et al. [2021]. Sintering can lead to the
bonding of regolith particles, impacting material flow and overall extraction efficiency. Moreover,
high temperatures can alter the composition of volatiles through endothermic reactions, potentially
changing their properties. Thus, temperature limits must be carefully set to avoid alterations to the
mineral composition. Therefore, it is essential to evaluate extraction rates not just by their absolute
value but also by their impact on potential sintering and mineral integrity. Additionally, strict
temperature control for cartridge heaters and other heating elements will help prevent overheating
and ensure the stability of the volatile compounds, which will be discussed in more detail in
subsequent sections.

5.2 Sublimation

In this section, the thermal properties of icy-regolith are analysed, particularly focusing on thermal
conductivity and specific heat capacity, using the Volumetric Mixing Model as detailed in section
3.4.4.

5.2.1 Thermal Conductivity

The thermal conductivity of icy-regolith is determined by the baseline conductivity of the regolith,
denoted as kr, the thermal conductivity of the ice particles, defined as ki, and a gas conductivity
term, kg, which becomes relevant when ice sublimates into water vapour. The conductivity term
associated with outgassing is governed by gas diffusion, expressed as:

kg =
pL · kwv

(pL+ I)
, (5.12)

where p and T represent the system pressure and temperature, respectively, and kwv is the thermal
conductivity of gaseous water vapour. It is essential that this gas conductivity term remains
positive, thereby requiring kg ≥ 0. Note: this equation is equivalent to the previously mentioned
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equations 3.7 and 3.8. The mean free path I is calculated using the appropriate flow regime with
the molecular diameter of water vapour, as indicated in eq. 5.2. The total thermal conductivity
of icy-regolith can then be expressed as:

k1 = k = ϵFki + kr + kg (5.13)

where the filling fraction is calculated according to:

F =
ρrb/(1− Ci)− ρrb

ϵρi
, (5.14)

with the bulk density of dessicated regolith defined as ρrb = 1400 kg/m3 and the particle density of
ice as ρi = 916.7 kg/m3. The porosity of icy-regolith varies over time as described in eq. 5.4. The
initial water-ice content in the sample is defined by Ci. As sublimation occurs, the mean pore size
changes due to the outgassing of water vapour. The dependency of this mean pore size on θ1 is
shown in eq. 5.8, indicating that icy-regolith is the first phase during sublimation. The equations
5.10 and 7.9 from section 5.1.5 can now be extended to relate icy-regolith to θ1 and desiccated
regolith to θ2. Desiccated regolith is defined here in a simplified manner, as it assumes no phase
transition from ice back to water vapour is occurring. Thus, it is treated as equivalent to purely
regolith along with the gaseous term, expressed as:

k2 = kr + kg (5.15)

Additionally, this implies that it is assumed all ice is sublimated when θ1 → 0. In reality, this
assumption may not hold true due to incomplete sublimation of the Ci amount of ice. The appar-
ent thermal conductivity during the phase transition can now be rewritten. For icy-regolith, we
denote this as phase one, k = k1, while desiccated regolith signifies phase two, k2. The apparent
conductivity then takes the form:

k = k1θ1 + k2θ2 = θ1

(
ϵFki + kr + kg

)
+ θ2

(
kr + kg

)
(5.16)

This same approach can be applied to derive the apparent heat capacity, which will be discussed
in the next section.

5.2.2 Specific Heat Capacity

Employing the Volumetric Mixing Model outlined in section 3.4.4, one determines the specific heat
capacity of icy-regolith based on the baseline heat capacity of regolith, denoted as Cpr, and the
heat capacity of ice particles, Cpi. This relationship can be expressed as:

Cp,1 =
ρiεFCpi + ρ1Cpr

ρ
, (5.17)

where the apparent density of the mixture during all phases of transition is given by:

ρ = ρ1θ1 + ρ2θ2 (5.18)

This leads to the description of desiccated regolith as phase two:

Cp,2 =
ρ1Cpr

ρ
(5.19)

Substituting these into eq. 5.10 results in the final relation for specific heat capacity:

Cp =
1

ρ
(ρ1θ1Cp,1 + ρ2θ2Cp,2) +Hs

dα1→2

dT
, (5.20)

where Cp,1 and Cp,2 denote the specific heat capacities of phase one and phase two, respectively.
The latent heat of the phase transition is defined as Hs, which represents the enthalpy of sublima-
tion in this context. The term dα1→2

dT represents the rate of change of the mass fraction concerning
temperature. The mass fraction, α1→2, which represents the transition from phase one to phase
two, is defined as:

α1→2 =
ρ2θ2 − ρ1θ1

ρ
. (5.21)

The final equations result in the relations from fig. 5.4.
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Figure 5.4: Thermal conductivities for regolith, ice and icy-regolith; idem for the
specific heat capacity; since the thermal conductivity for ice denotes much higher
values it is displayed in a separate figure for clarity; the descriptions of MOD-
Default-[var] will be useful for later in the validation process.
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5.2.3 Results for Temperature Distribution

Stirring the sample ensures an even temperature distribution as shown in fig. 5.5. The time at
which these temperatures are obtained is not picked out randomly. For P = 200 W at t = 18.4 h,
the sublimation curves for both rotation speeds intersect the steady configuration. For clarification,
look further to fig. 9 in the appendix where the intersection of sublimation is confirmed or read
the follow-up sections, figures 5.6 and 5.7. At this stage, the sublimation rate S is equal. However,
the increase in the sublimation rate, i.e. dS/dt, differs a lot. The reason behind this is the fact
that only near the heated surfaces, i.e. rods, the temperature is sufficient to overcome the latent
heat. That would mean that the amount of sublimated water is minor, again confirmed by the
figures 5.7 and 9. This leads to a minor temperature in the remaining sample, which is equivalent
to the initial temperature of 140 K. The difference of the maximum and minimum temperature for
rpm = 3 is only one Kelvin. Therefore, the distribution of temperature and the need for stirring
is justified. Returning to the significant difference of sublimation curve, the equally distributed
temperature results in a fast phase transition over the entire sample. However, this only happens
when the latent heat is exceeded. In other words, the sublimation for rpm = 0 initiates faster but
is of minor magnitude since it represents only the local sublimation near the rods.

Figure 5.5: Temperature (volume) distribution at t = 18.4 h for P = 200 W and
rpm = 0 versus rpm = 3; note : heat fluxes are vectored in red but have non-equal
scales. The maximum heat flux for rpm = 0 is 4564 W/m2 displayed here with
a scale factor of 0.015. In turn for rpm = 3; maximum heat flux denotes only
2.5 W/m2, its display scale factor = 20 for proper visualisation; streamlines are
coloured white showing rotation along the Z-axis; both figures are represented by
the same legend.

5.2.4 Baseline → rpm = 0

With a baseline condition of rpm = 0, it is straightforward to observe the timeline required for
sublimation under different heating scenarios. Fig. 5.6 presents sublimation rates at two constant
power inputs: 200 W and 400 W, applied throughout the extraction process. In the absence of
rotation, sublimation initiates rapidly; however, it is confined to areas near the rods (cartridge
heaters), where temperature gradients are high enough to exceed the water’s latent heat. At 200
W, only 38% of the initial ice content has sublimated after 138.3 hours.
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Given this rate, complete extraction at 200 W would weeks, an extended time frame that exceeds
the scope of the current evaluation but is detailed in Appendix | B.6, Sublimation model, 3D. Under
400 W, sublimation reaches 6% of the ice content within just 16.7 hours, illustrating a significant
acceleration in extraction. The maximum sublimation rate for 200 W remains at two grams per
hour, while doubling the power to 400 W increases this rate by 250%, achieving a maximum of 7
grams per hour. Although power was doubled, the sublimation rate did not increase proportionally,
indicating limitations due to thermal distribution. While the sublimation rate plot for P = 400 W
shows a limited X-axis range, the behaviour it exhibits mirrors that of the P = 200 W case. This
similarity suggests that doubling the applied power effectively shifts the graph upward along the Y-
axis, representing a proportionate increase in the sublimation rate. Consequently, this shift implies
that with higher power, the sublimation process accelerates while maintaining a similar extraction
pattern over time. Beyond 120 hours with a 200 W input, fluctuations in the sublimation rate
occur, attributed to uneven heating throughout the sample. In some regions, ice-regolith mixture
reaches the phase transition temperature of 273.15 K, initiating localised sublimation, but this
effect is inconsistent across the sample. These fluctuations will be discussed further in subsequent
sections to analyse their impact on uniformity.

Figure 5.6: Sublimation rates for no-rotation; constant heating for both 200 and
400 W; right Y-axis shows the mass fraction of ice indicating the progress of sub-
limation; important to state is the right Y-axis is not scaled from 0-100% when
comparing to fig. 5.7.

5.2.5 Comparison of Sublimation Rates

The heat distribution from stirring notably enhances sublimation rates in the sample. As shown in
Figure 5.7, rotation rates above zero (rpm > 0) lead to significantly higher sublimation rates than
the no-rotation case, where rates peak at around seven grams per hour. Both figures also exclude
the initial time (t = 0), demonstrating that it takes over 18 hours at 200 W and over nine hours
at 400 W to raise the regolith temperature to the sublimation temperature of 273.15 K.
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Figure 5.7: Sublimation rate throughout the entire extraction process, including
its maximum pressure marker; Note: The maximum pressure/rate is only achieved
at rpm = 3. The right Y-axis represents the mass fraction of ice for rpm = 1 (solid
blue and black) and rpm = 3 (dashed blue and black). Note: For both pressure
values, the sublimation rate and ice mass fraction reach zero at the same time
interval, although this may not be immediately apparent at this time scale.

The following points summarise the effect of rotation on sublimation in detail:

• Duration:
For rpm = 1, complete extraction is achieved in approximately 31.95 hours at 200 W and
16.39 hours at 400 W.
For rpm = 3, the process concludes slightly faster at 31.65 hours with 200 W and matches
the 16.39-hour mark with 400 W. Thus, increasing the speed by two rpm reduces the process
time by 0.3 hours (or 1080 seconds).

• Maximum Sublimation Rate:
-With rpm = 1 at 200 W, the peak sublimation rate reaches 172.3 grams per hour at
31.38 hours, while rpm = 3 achieves a higher rate of 201.5 grams per hour at the same
time—indicating a considerable difference due to rotation.
At 400 W, maximum sublimation is observed at 296.9 grams per hour after 15.83 hours for
rpm = 1 and slightly lower at 288.4 grams per hour after 16.1 hours for rpm = 3, showing
minimal variation.

• Power:
For rpm = 3, doubling the power results in a rate increase factor of 1.43, while for rpm = 1,
the factor is 1.72. This suggests there is an optimal balance of power and rotational speed
to achieve maximum sublimation efficiency.

This analysis demonstrates that rotational speed has a significant impact on sublimation rates,
particularly under lower heating power. At higher power levels, however, the effect of rotation
diminishes in importance, although a positive integer speed is still necessary. Notably, slower rota-
tional speeds, such as one rotation per minute, appear sufficient to achieve maximum sublimation
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under high-power heating conditions. This analysis suggests that, in high-power heating scenarios,
lower rotational speeds provide a more stable thermal environment, thereby enhancing the sub-
limation process. By reducing the rotational speed, heat can diffuse more uniformly, preventing
thermal gradients that could disrupt sublimation and lead to less effective extraction. However, for
low-power heating, higher rotational speeds are advantageous as they ensure equal heat distribu-
tion across the sample, which can minimise the extraction time. In summary, high-power heating
benefits from lower rotational speeds for stability and uniformity, while low-power heating requires
higher rotational speeds to improve sublimation efficiency and accelerate the process. Adjusting
rotational speed based on heating power can therefore optimise the overall sublimation rate and
process duration.

Figure 5.8: Constant heating of P = 400 W and rpm = 3; temperature on bound-
aries at t = 15 h from fig. 5.7 in the stirring frame/rods; significant decrease in
temperature referred to as cold spots.

The sudden decrease in sublimation rate at three rotations per minute is caused by temporary ther-
mal instability within the rotating icy-regolith sample. Higher rotation speeds hinder (relatively)
a uniform heat distribution, leading to localised regions with insufficient heating rather than tra-
ditional overheating. These cold spots create temperature gradients throughout the sample, where
certain regions are too cold to sustain steady sublimation. This effect is illustrated by cold spots in
fig. 5.8. Interestingly, sublimation at rpm = 1 surpasses the speed of rpm = 3, a counter-intuitive
result explained by the uneven heating at higher rotational speeds. For rpm = 1, the sublimation
curve is smooth and consistent, while at rpm = 3, it fluctuates irregularly due to the instabilities
introduced by higher speeds. Faster rotation shortens the time each section of the sample being
near the cartridge heaters, preventing heat from diffusing evenly before another section rotates
into place. Consequently, some areas reach the phase-change temperature while others remain too
cold, disrupting the sublimation rate until it stabilises again. Adjustments to rotation speed or
slight changes to heating power could help achieve a more uniform thermal distribution, assuming
the thermal conductivity of icy-regolith remains stable across different speeds. These adjustments
would help reduce temperature gradients and stabilise the sublimation rate for improved efficiency.
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5.2.6 Results for Pressure Rise

Pressure within the regolith pores rises significantly during water-ice sublimation due to the forma-
tion of water vapour and resulting localised pressure gradients. These gradients, in turn, contribute
to an overall increase in pressure within the entire sample volume. The combined effects of sublima-
tion and rotational flow define this pressure rise, particularly near the heat sources (i.e. cartridge
heaters), where the rotational motion of water vapour enlarge the pressure build-up. Higher rota-
tional speeds, therefore, correlate with greater pressure rises, as faster rotation enhances pressure
gradients near the heating elements. Below is a summary of these effects:

• For rpm = 3 with 200 W of heating, pressure rises by 139.4 Pa at a maximum sublimation
rate of 201.5 g/h.

• When the heating power is doubled (still at rpm = 3), the maximum sublimation rate reaches
288.4 g/h, resulting in an increased pressure build-up of 151 Pa.

• When rpm tends to zero, i.e. rpm → 0, pressure build-up decreases because there is minimal
rotational impact on pressure. Without rotation, the added pressure gradient from rotational
flow diminishes.

• For rpm = 0, the pressure increase directly corresponds to the sublimation rate and dis-
tributes linearly across the sample. This uniform pressure distribution from the bottom to
the top of the sample does not occur when rpm > 0, as the rotating flow of water vapour
introduces larger irregular pressure gradients throughout the sample.

This analysis highlights the importance of rotation and sublimation rate in regulating pressure
dynamics within regolith. For assessing pressure rise with respect to water’s triple point (611.73
Pa), the X-axis in the figures is extended. It is evident that even at a sublimation rate of 500
grams per hour, the sample’s internal pressure remains below 180 Pa. The saturation pressure of
water at the triple point, i.e. 273.15 K is 611.73 Pa. Since the operational pressures are below this,
the water will remain in the vapour phase. The pressure increase within the regolith pores due to
sublimation reaches 137 Pa for rpm = 3 and P = 200W. An additional 200 W raises the pressure
to 159 Pa. For assessing pressure build-up with respect to water’s triple point (611.73 Pa), the
X-axis in the figures is extended. It is evident that even at a sublimation rate of 500 grams per
hour, the sample’s internal pressure remains below 180 Pa. The saturation pressure of water at
the triple point, i.e. 273.15 K is 611.73 Pa. Since the operational pressures are below this, the
water will remain in the vapour phase.

5.3 Enhancement of Thermal Conductivity

Analysing the cause for achieving a uniform temperature within the rotating regolith sample is
interesting. This section is dedicated to examining the influence of rotation on thermal conductivity,
focusing specifically on how the effective thermal conductivity is affected by the rotational motion.

5.3.1 Mathematical Approach

To calculate the effective thermal conductivity of a sample under rotation, it is essential to consider
both the thermal conductivity of the material and the effect of rotational motion. The rotational
motion can influence heat transfer due to the additional effects caused by the rotation. To derive
the effective thermal conductivity keff, consider the energy balance in a small control volume within
the rotating system, explained in appendix |B, specifically § B.4 Enhancement of Effective Thermal
Conductivity . The rotating term adds a form of enhanced thermal transport. The total heat flux
q⃗ can be modified to include the contribution from rotation:

q⃗ = −keff∇T + ρcp(v⃗T ).

where its enhancement in conductivity due to rotation depends on the radial distance from the
axis, angular velocity, and the specific heat capacity of the material.

keff = kr + βρcpωr
2,
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Figure 5.9: Pressure rise as function of sublimation rate; Note: pressure rise
corresponds to higher sublimation rates than achievable at lower rpm values, i.e.
rpm = 1 and 3.

Here β is a factor dependent on the material and geometry, r is the radial distance from the rotation
axis. Using curve fitting, an optimised value is determined for β = 0.000078. For understanding
the mathematical approach, read appendix |C, specifically topic § C.3 Curve Fitting . The thermal
conductivity of raw and dry regolith is still denoted kr.

5.3.2 Enhancement of keff

The plot shows that keff remains significantly higher across the temperature range (140–300 K),
with the data points (indicated as Data Points without Outlier) closely following the fitted curve.
This fitted curve deviates considerably from the baseline thermal conductivity kr, represented by
a dashed line, especially at lower temperatures where the enhancement effect is more pronounced.
As s results the following is observed:

• The increase in thermal conductivity suggests that rotation mitigates the insulating effects
inherent to the porous structure of regolith, by continuously shifting contact points and
promoting thermal interactions between particles.

• Despite the vacuum conditions typically limiting heat transfer, rotation induces a convective-
like effect that increases thermal conductivity. This effect becomes especially useful at greater
radial distances or greater surface surfaces, where particle motion disrupts insulating voids
and improves particle-wall contacts.

• The effective thermal conductivity under rotation is observed to be up to approximately
75 times the thermal conductivity kr at certain points, as indicated by the fitted curve.
This significant increase aligns with the hypothesis that rotational motion improves thermal
transport, countering the insulating properties of the sample.

The effective thermal conductivity due to rotation is influenced by both the intrinsic thermal con-
ductivity of the material and the rotational speed, geometry, and other material properties.
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Figure 5.10: Data points of effective thermal conductivity fitted over the function
keff = kr + ρωβCpr

2; where β = 0.000094; ρ = 1470 kg/m3, ω = 0.314 rad/s (3
rpm), r = R = 0.15 m, Cp = Cp(T ) = Cpr; at this stage data points are obtained
by simulation not by measurements in experimenting; rotating regolith results in
effective thermal conductivity of 0.3-1 W/m/K with respect to dessicated Lunar
regolith not reaching higher values of 0.02 W/m/K for T < 300 K.

As the particles rotate, they move relative to each other, which improves contact points between
individual particles and particle-wall interactions. In a static configuration, thermal resistance,
due insulated properties of regolith, is high at these contact points due to limited surface area con-
tact. Rotation constantly shifts the contact regions, reducing thermal resistance, and enhancing
heat transfer between particles. In addition, the radiative conduction and kg-component between
heated rods and particles is increased as well. Particles that rotate expose more surface area to the
heated rods and to each other, maximising radiative heat exchange. In terms, of heat exchange
to the ambient, the constant motion allows heat to be kept inside the domain more effectively,
reducing the rate of heat loss to the ambient.

As the stirring mechanism rotates, the heat from the rods is distributed more uniformly throughout
the domain. Without rotation, heat accumulates fast around the rods, causing thermal gradients
and localised overheating. Rotation breaks these gradients, spreading heat more evenly and en-
hancing the overall thermal conductivity. In a static domain, the void spaces in the regolith act
as insulators, due to vacuum conditions, reducing heat transfer. As the particles rotate, these
void spaces are disrupted, reducing the insulating effects and allowing heat to flow more freely
throughout the domain, increasing the effective thermal conductivity. These phenomena lead to
an increase in thermal conductivity 35-75 times the baseline kr. In other words, due to rotation
the effective thermal conductivity is 75 times higher at its extreme than Lunar regolith conductivity.

The findings suggest that even under low-pressure environments, rotational motion can dramati-
cally improve heat transfer. The curve fitting approach successfully models this enhanced conduc-
tivity, with β calibrated to represent the material’s specific response to rotation. In conclusion,
this study demonstrates that rotational motion can effectively increase thermal conductivity by
overcoming the natural properties of regolith. The enhancement observed here could have broader
implications for thermal design in water extraction applications.
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5.4 Rotational Flow Dynamics

As the water vapour rotates, it experiences a force pushing it outward, resulting in a radial pressure
gradient. In fig. 5.2 one sees the sublimated water escaping from the surface. Ideally, the rotational
force by the stirring mechanism has no influence on the water vapour flow towards the exit, i.e.
the vapour tube. However, forces arise from the effects of rotation and influence the dynamics of
water vapour within the rotating mechanism. Centrifugal force is the apparent force experienced
by the stirring mechanism, pushing water vapour outward from the axis of rotation. This force is
given by Goldstein and Safko [1980], Landau and Lifshitz [1976]:

Fcentrifugal = mω · (ω · r) (5.22)

Here m defines the mass of water vapour, ω is the angular velocity vector of the stirring mechanism,
and radius r denotes the position vector of water vapour relative to the axis of rotation. This force
acts radially outward from the axis of rotation. Another effect is caused by the so-called Coriolis
force which acts on the water vapour moving within the stirring mechanism, causing them to be
deflected perpendicular to their direction of motion. The Coriolis force influences flow patterns
causing the water vapour to take a curved path rather than a straight one. This force is expressed
as Fowles and Cassiday [1977]:

FCoriolis = −2m (ω · v′)

where v′ is the velocity of water vapour relative to the rotating mechanism. The Coriolis force
results in a sideways deflection, which depends on the upward velocity of water vapour due to
sublimation and the angular velocity of the stirring mechanism. It might not be relevant due to
the low angular and upward velocities, relatively. Nevertheless, the Euler force is experienced in
a non-uniformly rotating frame, where the angular velocity is changing over time. Although, the
rotational speed of the stirring mechanism is assumed to be constant, it is interesting to see what
the effects are on outgassing, if one would change the rotational speed. The Euler force is given by
the following equation where dω

dt defines the time derivative of the angular velocity vector Symon
[1971]:

FEuler = −m dω

dt
· r (5.23)

To facilitate the effective exit of water vapour through the outlet, an upward axial velocity is
essential. This upward velocity must overcome the centrifugal, Euler and Coriolis forces generated
by the rotation. Achieving a steady-state condition requires that the upward velocity due to
sublimation be strong enough to overcome the combined forces, thus ensuring a continuous flow of
water vapour from the regolith to the outlet.

5.4.1 Mathematical Approach

When rotating a porous medium, an adaptation to the current model must be made. Since Darcy’s
law does not consider a free flow, one needs to implement another phenomenon. A free flow can be
considered as overall fluid behaviour. In this case, rotation adds fluid dynamics that contribute to
this overall fluid behaviour. Darcy’s law determines the flow behaviour through the microstructure
of regolith due to pressure changes. However, it does not account for velocity gradients based
on inertial effects LAGE [1998]. Note: Darcy’s velocity field is calculated based on regolith’s
permeability which does not address momentum of a fluid. Take a look at the equation of motion
described in the appendix A | Fundamental of Fluid Dynamics. Here, the transient term defined
as ρ∂v/∂t, and convective term represented by ρv(∇v), are assumed to be negligible according
to Darcy’s law. Additional, permeability functions as an empirical material property, directly
relating pressure and flow velocity. This means that Darcy’s law simplifies flow by using a empirical
relationship of the permeability term. In short, Darcy’s law is very practical for steady viscous
flows with low Reynolds numbers. To account for the rational impact of flow through regolith, the
so-called Brinkman’s equations are used Yano et al. [1991]. By extending Darcy’s law with these
equations, one can capture the velocity gradients due to rotation. Together, a free flow described
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by Brinkmann and Darcy’s porous flow, it is possible to analyse the rotational conditions on
outgassing the water vapour. To assess the influence of these rotational dynamics on the flow, it
is necessary to calculate the transmission of vapour between the outgassing surface of the regolith
and the outlet of the crucible:

T =

∫
Sout

JI,H2O∫
Sin

JE,H2O
. (5.24)

Here transmission T is defined a ratio between the total incident molecular flux at the outlet over
the emitted flux from the regolith. Therefore the specific surfaces are evaluated as:

• Sout = πR2
V T which represents the surface area of the vapour tube with radius RV T = 18.5

mm. Since the water vapour needs to flow towards the vapour tube it is considered the exit
or outlet.

• Sin defines the top surface area of the sample. Since this area is not homogenous throughout
the sample it cannot be analytic evaluated.

• JE,H2O in 1/(m2 · s)is derived from the sublimation rate, the Avogadro constant NA =
6.02214076e23 [1/mol] and surface area Sin.

5.4.2 Impact of angular velocity ω on Outgassing

This model is specifically adapted for a continuum flow regime where the Reynolds number is sig-
nificantly below one. Modelling the combined effects of free molecular flow, rotational dynamics,
and the interactions between the stirring mechanism and water vapour proved computationally
intensive, necessitating this simplification to observe the rotational impact. Consequently, the fo-
cus of the results is on comparing transmission outcomes at various rotational speeds, rather than
ensuring high accuracy in the absolute transmission values.

Transmission results are captured once they reach a steady state, indicated by minimal fluctu-
ations over time. This steady state signifies fully developed flow under rotational conditions, at
which point rotational forces no longer influence the outgassing behaviour.

The results demonstrate a decline in transmission when rotational dynamics are applied. Specifi-
cally, at a rotation speed of one rotation per minute, the transmission T stabilises at approximately
0.98. However, with an increase in speed to three rotations per minute, transmission values fall
below 0.9, indicating a significant reduction. These findings provide preliminary insights into the
behaviour of transmission under varying rotational speeds. For higher rotation rates, transmission
does not settle at equilibrium and exhibits substantial fluctuations. These fluctuations may be
attributed to irregular flow patterns influenced by present forces, but this cannot be confirmed
with complete accuracy. Therefore, these results should be interpreted with caution.

5.4.3 Impact of gravity g on Outgassing

Visualising the effect of gravity is insightful. Given that the Moon’s gravity is about six times
weaker than Earth’s, it influences the outgassing of water vapour from the sample. With the icy-
regolith mixture modelled as a porous structure, the effect of gravity on water vapour flow through
the regolith pores is analysed and detailed in below first section. Additionally, the gravitational
forces impacting water vapour flow toward the capturing subsystem are examined.

• Lunar gravity denotes 1.62 m/s2.

• Gravity on Earth is defined by a value of 9.81 m/s2.

Previous results indicated a reduction in transmission when rotational dynamics were introduced.
However, these initial simulations did not include gravitational forces. To evaluate the influence
of gravity, the water vapour flow was re-simulated under the same conditions with gravitational
effects included.
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The data reveals that at higher rotational speeds, gravitational forces start to impact transmission
noticeably. Specifically, as the flow reaches a fully developed state, differences in transmission be-
come apparent. Transmission is shown to be lower under higher gravity, such as Earth’s, suggesting
that rotational flow on the Moon would operate more efficiently than on Earth. Nonetheless, given
the partial validation status of the outgassing transmission data, these comparisons are not utilised
in further calculations.

5.5 Coupled Flow

The effect of rotation on water vapour exiting the crucible is discussed in Section 4.5 | Rotational
Flow Dynamics. It is shown that centrifugal forces help to decrease backflow but also limit effective
flow through the vapour tube. Therefore, considering the impact of rotation, the flow behaviour,
and resulting mass fluxes require further investigation. This implies that the sublimation rate is
influenced by the stirring mechanism, leading to variations in fluxes reaching the cold trap.

Figure 5.11: Transmission T 2 of water vapour calculated in section 5.5.1 defining
the ratio of molecules passing through the vapour tube, eventually reaching the cold
trap.

5.5.1 Mathematical Approach

The emitted molecular flux from the crucible exit, as shown in fig. 4.3, represents the flux of
molecules leaving the crucible and entering the vapour tube. For optimal performance, a high
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outgassing rate is necessary to ensure that the incident molecular flux reaching the cold trap
(or the exit of the vapour tube) is substantial. To investigate the relationship between these fluxes
within the vapour tube, a free molecular flow of water vapour is maintained through the tube,
ensuring sufficient velocity as the vapour enters the cold trap.

The vapour tube exit is assumed as an outlet under the condition that the deposition rate within
the cold trap is high enough to prevent extreme pressure gradients. This assumption ensures that
no backflow occurs from the cold trap into the vapour tube. Given this setup, the incident flux
reaching the cold trap can be calculated under steady-state conditions. This steady-state approach
holds only if the cold trap captures vapour molecules at a sufficient rate, ensuring low pressures
and a unidirectional flow directed towards the cold trap trap. This relationship is depicted in fig.
5.11 and is derived from eq. 5.24, with one key difference:

T 2 =

∫
Sout

JI,H2O∫
Sin

JE,H2O
. (5.25)

• Sout defines the cross-sectional area of the vapour tube entering the cold trap and is therefore
considered the exit or outlet.

• Sin defines the cross-sectional area of the vapour tube at the inlet.

• JE,H2O in 1/(m2 · s)is derived from the sublimation rate, transmission T 1 from section 5.4
and surface Sin.

5.5.2 Water Vapour Flow towards Capturing

The figure illustrates a linear relationship between the emitted flux from the inlet and the in-
cident flux that reaches the cold trap, as shown in Fig. 5.11. This indicates that transmission
remains constant for different emitted fluxes, with the incident flux adjusting accordingly. The
free molecular flow reaches equilibrium through mass conservation. The pressure at the outlet is
equivalent to the ambient pressure, i.e. the pressure inside the TVAC. At this equilibrium point,
transmission stabilises at 7%, meaning that 7% of the water vapour molecules reach the cold trap
per second. Time integration is not applicable because the solution is calculated for equilibrium,
not in a transient state. Nevertheless, the transmission serves as a good indicator of how the water
vapour flows toward the cold trap.

5.6 Model Development and Optimisation

For this stage in the water extraction process, there is not a lot to optimise. Since the operational
variables only involve the heating elements and stirring mechanism, these are the variables to
optimise. However, current models can be extended with accurate mass transfer. In this case,
in stead of just using Knudsen diffusion, DK , one can determine the molecular fluxes over the
boundaries of a Lunar regolith sample.

5.6.1 Cartridge Heaters

Research by Hao et al. [2023] suggests that lower-temperature heating is more efficient for wa-
ter extraction, as high-power heating leads to rapid sublimation of water-ice near the cartridge
heaters. This rapid sublimation significantly reduces the effective thermal conductivity, ultimately
prolonging the time it takes for heat to diffuse through the icy-regolith mixture. However, as
demonstrated in sections 5.2.3 and 5.3, the results indicate that localised ice sublimation does not
occur during sample stirring. Consequently, the effective thermal conductivity remains high, as
shown in fig. 5.10, surpassing 1 W/m/K. The primary consideration in this process is temperature
control, ensuring the maximum temperature does not exceed 333.15 K. This threshold is selected
to prevent overheating of the cartridge heater, which is a product performance specification.

Page 52 of 124



5.6. MODEL DEVELOPMENT AND OPTIMISATION

When heating at a constant 400 W, the maximum temperature can exceed 900 K, depending
on the rotational speed. As rotation speeds increase, the maximum temperature decreases, since
rotation ensures uniform temperature distribution, as discussed in previous sections. This even
distribution prevents large temperature gradients, which in turn keeps the maximum tempera-
ture near the cartridge heater lower. The process of sublimation including temperature control
regarding the cartridge heaters is rediscussed in Chapter 8 | Validation & Analysis.

5.6.2 Rotational Speed

The primary drawback of high rotational speeds during the sublimation process is the potential
formation of cold spots, as illustrated in fig. 5.8 and discussed in section 5.2.5. These cold spots can
introduce fluctuations in the sublimation rate. Although the sublimation process concludes at the
same time across different rotational speeds at a constant power P = 400 W, the configuration with
3 rpm achieves full sublimation 1080 seconds faster than 1 rpm under low-power heating conditions.

However, this difference in completion time is insufficient to determine an optimal rotational speed,
so other factors should be considered. For instance, examining the pressure increase within the
regolith pores, as shown in fig. 5.9, reveals that even at the evaluated sublimation rate, the peak
pressure is significant below water’s triple point (611.73 Pa), allowing for tolerance in pressure.
Note: The current pressure gradients are evaluated throughout the pores of the icy-regolith mix-
ture. When the outgassing rate towards the vapour tube is insufficient, an additional pressure
build-up occurs in the empty space (> zLV L) within the crucible. Another option is temperature
control. If the temperature limit of 333.15 K is reached, power input would automatically reduce
to maintain a constant temperature Tmax ≤ 333.15 K instead of constant power. At this controlled
temperature, the chance of forming cold spots decreases, even at higher rotational speeds, due to
significantly lower temperature gradients.

Thus, simulation results provide no conclusive reason to determine a particular rotational speed.
Experimental testing, however, will be essential to determine the optimal rotational speed, which
will be revisited in Chapter 8 | Validation & Analysis.

5.6.3 Diffusion

In free molecular flow, where gas molecules rarely interact with one another and mainly collide
with pore walls, the Knudsen diffusion coefficient becomes an important parameter as explained
in section 5.1.4. However, for water extraction, external heat is applied, by the cartridge heaters.
External heat alters the flow conditions.

5.6.4 Mathematical Approach

Considering small pores of regolith and low pressure values in vacuum conditions, the Knudsen
number can transition between a Transition Flow (0.1 ≤ Kn < 10) and a Free Molecular
Flow (Kn ≥ 10). This means, the mean free path of water vapour becomes larger with respect
to its pore size. When such a transition occurs, the Knudsen number changes accordingly and the
application of Knudsen diffusion becomes more important. In turn, it means that at lower values
of the Knudsen number, diffusion cannot be only evaluated by Knudsen. Therefore, to go around
the Knudsen diffusion, one has to consider the mass diffusion coefficient of water vapour flowing
through the pores of regolith. By implementing a free molecular flow in a simulated geometry of
regolith, one can calculate its molecular diffusion. In such cases, the diffusion coefficient D can be
evaluated based on flux J integrated over the boundary Γ and the concentration gradient, ∆ϕ, as
follows:

D =

∫
J dΓ

1

∆ϕ
, (5.26)

where ∆ϕ represents the concentration density between the inlet and outlet of the porous structure
(in mol/m3).
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The concentration density is calculated based on the incident molecular flux at the inlet and the
emitted flux at the outlet. Fig. 8 in Appendix B.9 illustrates the molecular flux across a porous
regolith slab, determined via image processing techniques (as detailed in Appendix B.9). Because
free molecular flow is sensitive to pressure and temperature distributions, accurately calculating
fluxes require assessing local pressure and temperature values within each pore. This approach into
the new diffusion coefficient provides a better insight into transport properties within small-pores.

5.6.5 Results for Diffusion

The molecular flux and vapour concentrations at the inlet and outlet are calculated according to eq.
5.26. Notably, the diffusion coefficient remains constant, irrespective of pressure gradients across
the slab, as shown in fig. 5.12. At a standard temperature of 273 K, the diffusion coefficient reaches
a value of 0.185mm2/s. Temperature fluctuations significantly affect diffusion. For example, with
a 1 K temperature difference between inlet and outlet in a rotating setup (fig. 5.5), the diffusion
coefficient remains near the baseline of 0.185mm2/s. However, for no-rotation case, i.e. rpm = 0,
larger temperature deviations are observed due to the proximity of cartridge heaters, which can
lead to significant spatial variations in temperature (∆T ) across the domain (see Figure 5.12).
This spatial temperature gradient obtains the importance of heat for controlling mass transport
within the porous regolith.

Figure 5.12: Diffusion coefficient as a function of temperature; at T = 273.15 K,
diffusion coefficient D is considered default value which denotes 0.185mm2/s.

5.6.6 Effective Diffusion Coefficient

The effective diffusion coefficient Deff for water vapour moving through porous regolith is influ-
enced by the porosity ϵ and tortuosity τ , as expressed in eq. 5.27. Here, D represents the diffusion
coefficient of water vapour, previously derived, with the assumption of isotropic diffusivity. This
means the diffusion process behaves equivalently in all directions.
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Tortuosity, characterises the complexity of the pathways within the regolith; a higher tortuos-
ity indicates more twisted or indirect paths, which reduces the effective rate of diffusion.

Deff =
ϵ

τ
D (5.27)

To estimate tortuosity, two models are considered. The Millington-Quirk model relates tortuosity
to porosity with the expression:

τMQ = ϵ−1/3, (5.28)

as found in Hillel [1971], making it suitable for regolith samples with more uniform, well-connected
pore structures. Alternatively, the Bruggeman model approximates tortuosity as:

τB = ϵ−1/2, (5.29)

a formulation that better captures the diffusion behaviour in materials with irregular shapes and
variable pore sizes, where void connectivity is poor , as noted in Bruggeman [1935]. Both models
offer distinct advantages depending on the structural characteristics of the regolith, and due to
limited data on Lunar regolith, both models must be considered at this stage for estimating diffu-
sion. Simulation results (fig. 5.12) indicate only slight differences in effective diffusivity between
the models across various temperatures, mainly due to the differing tortuosity factors. However,
the baseline diffusion coefficient of water vapour remains relatively high. Future modelling of water
vapour transport through regolith can leverage these insights to account for diffusion within Lunar
regolith.

5.6.7 Validation

The extent and impact of the cold spots discussed in section 5.2.5 require careful evaluation, as
they indicate extreme temperature gradients reaching approximately 33 K. These gradients may
partly result from boundary conditions, especially since thermal insulation is applied across the
boundaries in the stirring mechanism. This boundary condition enforces a thermal gradient by pre-
venting heat from dissipating efficiently. However, the cold spot appears at the interface between
the stirring mechanism and the regolith, suggesting that the gradient arises from non-uniform heat
diffusion rather than solely from the boundary condition itself. Nevertheless, the influence of the
boundary condition on enforcing this phenomenon should be considered.

The sublimation rates shown in figures 5.7, 5.6, and 9 were calculated using a time step size
of 1000 seconds. These simulations are computationally intensive, often requiring several weeks to
complete, showing the high computational cost involved. While reducing the time step size would
increase the model’s accuracy, it would also extend the simulation time significantly. This trade-
off between computational efficiency and model precision must be carefully managed to achieve
reliable results.

The system parameters, detailed in Table 5.1, include the transition interval for temperature.
Based on the Heaviside step function shown in fig. 5.3, ∆T specifies the temperature threshold
where sublimation begins. The default setting for this interval is 100 K, allowing the sublimation
process to proceed smoothly under simulation conditions. However, in practice, sublimation initi-
ates at the phase change threshold Tpc = 273.15K. When the temperature interval ∆T is reduced,
solver divergence occurs, suggesting that the Volumetric Mixing Model may not fully capture the
behaviour of the system. This divergence could also be influenced by how porosity is defined. Cur-
rently, porosity is calculated based on density, which implies that regolith particles are assumed to
be uniformly packed. In reality, various packing configurations are possible for regolith particles
within a given unit of void, affecting the accuracy of the model which will be further discussed in
Chapter 8.
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6 | Stage II: Deposition

Once sublimation occurs, the water vapour travels through the vapour tube towards the capturing
system. As the vapour enters this system, the free molecular flow of water molecules is directed
toward the copper cold finger, which is maintained at low pressure and temperature. This environ-
ment encourages the water vapour to transition into solid ice upon contact with the cold finger’s
surface. Essentially, the vapour deposits onto the cold finger, marking the commencement of the
next stage in the water extraction process: deposition.

Figure 6.1: The complete water extraction system setup is shown, featuring two
cold fingers positioned inside the cold trap.
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CHAPTER 6. STAGE II: DEPOSITION

6.1 Methodology

Water vapour enters the cold trap and flows towards the cold fingers, which play a crucial role in
the deposition process. The cold fingers are equipped with heating elements inside a cone-shaped
structure to manage thermal control. The figure (referenced as 6.2) provides a transparent cross-
section view of a cold finger, highlighting the placement of a heating sensor at the bottom. This
sensor monitors the temperature closely, ensuring control over the heating process. Additionally,
a hole for wiring is visible inside the cold finger, allowing for easy connection of the sensor to the
control system. The cold fingers are welded securely to the top of the housing, ensuring thermal
connectivity and minimising heat loss to the surroundings.

Figure 6.2: Working principle of capturing water vapour; the inner material of
the right cold finger is transparent to visualise wiring, space for magnesium-oxide
to enhance thermal behaviour and geometry of the copper cone.

To further reduce heat dissipation and maintain efficiency, the housing around the cold fingers is
externally heated. This prevents the water vapour from reaching its saturation point prematurely,
ensuring that phase transition occurs only at the designated cold surfaces. Ideally, the temperature
of the water vapour is kept constant at 273.15 K, the freezing point of water. By maintaining this
temperature, the vapour remains in a gaseous state until it contacts the surface of the cold finger,
where it transitions into solid ice. The formation and density of this ice frost layer depend on the
operating conditions, such as the temperature of the cold fingers and the rate at which the water
vapour is supplied. Faster cooling promotes rapid deposition, leading to thicker ice layers, while
the deposition rate itself influences the required cooling rate. In other words, the balance between
the cooling rate and the deposition rate determines the overall efficiency of the ice growth process.
As the ice builds up over time, the phase change occurs at a moving interface known as the phase
change interface (PCI). This interface represents the boundary where the water vapour transitions
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into ice. The growth of the ice layer continues as long as there is a temperature gradient and an
adequate supply of water vapour. Once equilibrium is reached no more ice will form on the surface.
At this point, delamination becomes necessary. Delamination refers to the process of removing the
accumulated ice from the cold finger surface. By removing the a minimum layer of ice, the amount
of ice can fall down towards the liquefaction chamber.

Variable Discription Default value Unit
qdel Heat flux for delamination 7211.1 W/m2

ks Thermal conductivity of solid ice ki(T ) W/m/K

kf Thermal conductivity of water vapour (fluid) kwv = 0.0165 W/m/K

Cp,s Heat capacity of solid ice Cpi(T ) J/kg/K

Cp,f Heat capacity of water vapour (fluid) 1864 J/kg/K

dp Particle diameter of regolith 43.6
T0 Initial / Ambient temperature 140 K
Th External heating temperature 273.15 K
Tc Internal cooling temperature 150 K
δin Initial ice frost thickness 0.01 mm
r0 Effective radius of cold finger 10 mm
L0 Maximum reference length of fluid domain 33 mm
p0 Pressure inside vacuum chamber 1e-4 Pa
µf Viscosity of water vapour 1.7e-5 Pa · s
Hs Latent heat of sublimation for water 2834 kJ/kg

Table 6.1: System parameters and variables for stage II; deposition including the
process of delamination.

6.1.1 Mathematical Model

The ice deposition model describes an interface that moves outward along the positive r-direction,
as shown in fig. 6.3. The cold finger’s outer radius, r0, represents an effective radius derived from
the top and bottom radii of its cone shape, where symmetry holds at r = 0. This effective radius
simplifies 1D modelling, allowing for accurate representation in a conical geometry.

An initial frost thickness, δin, is introduced to model the moving interface. Although there is
no such frost layer initially in a real setup, it is necessary in simulations to prevent the interface
from being defined directly at the cold copper surface, r = r0. The initial frost thickness δin is set
to 0.01 mm, based on findings that a minimum layer of this thickness allows reliable modelling of
the moving interface in 1D, as supported by Brèque and Nemer [2016]. Attempts to mesh layers
thinner than 0.01 mm in COMSOL showed poor accuracy, making this thickness an effective com-
promise for capturing the interface.

The 1D model also assumes uniform ice growth across the entire cold finger. However, actual
ice deposition varies, as water vapour flow distribution strongly influences deposition rates. Specif-
ically, molecular flux is highest near the vapour tube (outlet) aligned with the cold finger’s surface,
while lower fluxes are observed on regions further from this point. Consequently, the assumption
of uniform ice growth in 1D modelling holds best for the areas with sufficient water vapour flow.
This observation suggests that refining the cold trap’s design may improve uniformity, though ho-
mogenous ice growth is still expected in the regions of highest vapour concentration.

As water vapour enters the cold trap with velocity u and temperature Th = 273.15K, the number
density nH2O increases within the domain. Moving toward the low-temperature boundary δ = 0,
where temperature Tc penetrates the initial frost layer, vapour molecules undergo a phase change
at the phase change interface (PCI), defined by TPCI and mass flux ṁPCI. Modelling this dynamic
interface is critical as it governs ice growth over time. Consequently, detailed examination of this
ice-vapour interface will be discussed further in the following section.

Page 59 of 124



CHAPTER 6. STAGE II: DEPOSITION

Figure 6.3: Mathematical 1D model of ice deposition on the phase change inter-
face; symmetry line defined by r = 0; domain variables are within the dashed lines;
dimension dH2O is fixed and remains constant; note: schematic is not on scale.

6.1.2 Flow Regime

In reality, a free molecular flow defined by the Knudsen number beyond 10 enters the cold trap
in fig. 6.2. If one assumes the 1D modelling in section 5.1.2 Ice-Vapour Interface, the system
parameters nH2O, p and T depend on each other and consequently on the inlet parameters. For
clarification, the more water vapour per second entering the cold trap, the higher the amount of
water molecules in the system. That means, below 1D model still holds, though the velocity field
is not considered at this stage:

nH2O = f(u, p, T ), (6.1)

where f is an arbitrary function. As in statistical mechanics, it is easier to write the pressure
according to the number density of molecules:

p = ρvap
R

M
T = nH2OkBT, (6.2)

where where p is the absolute pressure of the gas, nH2O is the number density of the molecules
given by the ratio nH2O = N/V , T is the absolute temperature, and kB is the Boltzmann constant
relating temperature and energy, given by:

kB =
R

NA
, (6.3)

where NA is Avogadro’s constant, the particle density per unit volume remains substantial even
at ultra-low pressures like 10−12 hPa. Under standard conditions, this results in roughly 26500
molecules per cm3 persisting in the environment. This underscores that even at extreme vacuum
levels, describing the area as a complete void is impractical, as water vapour molecules are still
present. Thus, under ultra-high vacuum, water vapour and other particles persist, highlighting
that such systems cannot be considered devoid of material completely.
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6.1.3 Ice-Vapour Interface

The Phase Change Interface (PCI) depends on several boundary conditions which are of great im-
portance. In order to obtain deposition of ice, the temperature needs to be aligned with the pressure
inside the water vapour domain at all times. Therefore assuming thermodynamic equilibrium at
this interface, the deposition front temperature TPCI is defined according to the Clausius-Clapeyron
equation:

TPCI =
Hs/R(

Hs

RT0
+ ln p0

)
− ln p

(6.4)

Here Hs denotes the latent heat of water needed to obtain phase change, i.e. Hs = 2834 kJ/kg.
Furthermore, the specific gas constant R = 461.5 J/kg ·K for water vapour, T0 and p0 represent
the reference temperature and pressure, respectively. In this case, the triple point of water is
considered where T0 = 273.15 K and p0 = 611.73 Pa. Simultaneous heat and mass balances at the
deposition interface lead to the phase change interface velocity of:

∂r

∂t

∣∣∣
r=δ

=
qf→s

ρeffHs
, (6.5)

where ∂/∂t is the time derivative and qf→s is the jump in the normal heat flux at the interface
from fluid to solid:

qf→s = −kf∇Tf + ks∇Ts (6.6)

Here the heat flux is only obtained by conduction, where kf and ks are the thermal conductivity
of the solid, i.e. ice-frost, and fluid, i.e. water vapour, respectively. When there is still water
vapour in the domain, hence nH2O > 0, water vapour should be able to deposit on the interface.
Therefore, the mass flux of the growing ice layer can be determined by;

ṁPCI = ρeff · ∂r
∂t

∣∣∣
r=δ

= ρeff · ∂δ
∂t
, (6.7)

The growth of new ice layers should be only stopped when there is no more water vapour to deposit,
hence nH2O → 0. At this point, the increase in frost thickness is δmax − δin.

lim
r→δ

∂δ

∂t
= 0 (6.8)

That means the ice collection efficiency is a relation of:

δ

dH2O
(6.9)

As mentioned in Chapter 4, it is crucial for ice to deposit below 200 K to avoid the risk of
methanol forming. Using the Clausius-Clapeyron equation (as referenced in 6.4), this implies that
the pressure at the phase change interface (PCI) must remain below 0.12 Pa to ensure proper ice
formation:

TPCI < 200K and lim
r→δ

p < 0.12Pa. (6.10)

Furthermore, the initial pressure p0 defines a temperature of 162.9 K, which corresponds to the
initial conditions of the frost layer thickness δin. Therefore, to summarise:

T = 162.9K at r = δin and t = 0. (6.11)

6.1.4 Frost Density

The porosity of ice significantly influences the overall density of the ice frost. Specifically, the
density of the frost at the interface with water vapour will differ from the density of the frost at
the cold surface. This section explores two distinct approaches to understanding the structure of
ice and its transient behaviour.
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6.1.5 Inhomogeneous Frost Density

To implement the porosity of the ice frost, the porosity can be assumed to be an arbitrary function
with respect to its temperature:

ϵ = f(T ) ∀f (6.12)

Since the water vapour number density nH2O is not constant because it depends on the deposition
rate, pressure and temperature in the system it is time-dependent. To obtain a relation between
the number density and porosity, while still holding for the conservation of mass on the ice-vapour
interface, the ice frost density can be described as a function of its thickness:

ρeff = (1− ϵ)ρice + ϵ
nH2OM

NA
, (6.13)

where the particle density of ice, ρice = 916.7 kg/m3. The ratio nH2OM/NA is equivalent to the
density of the water vapour. Note: the boundary conditions δin and δ correspond with Tc and
TPCI since the effective (denoted as apparent) density of the frost layer depends on its porosity,
i.e. fig. 6.4.

6.1.6 Homogeneous Frost Density

Given the assumption of homogeneous porosity throughout the frost layer, the variable porosity
function in fig. 6.4 is no longer applicable, as it depicts an increasing porosity across the frost
thickness. Modelling this frost layer as a porous structure remains accurate, even though fluid flow
through it is not currently implemented in the model. Hence, one initially considers the perme-
ability of water vapour through ice to be zero, with an adjustable porosity for ice set to zero as a
preliminary parameter.

Darcy’s Law, a fundamental description of flow behaviour in porous media, typically governs fluid
movement through a material’s porous structure. However, in free molecular flow applications,
especially in high vacuum conditions, Darcy’s Law does not directly apply. In high vacuum, the
mean free path of gas molecules greatly exceeds the pore size, resulting in molecular-wall interac-
tions rather than intermolecular collisions.

Darcy’s Law will only become significant if the ice frost layer grows thick enough to create substan-
tial temperature gradients between the cold finger and the phase change interface (PCI). When
these gradients are large enough, they influence the vapour transport pathway within the frost,
ensuring that water vapour is not directly deposited on the PCI. Thus, Darcy’s law could eventu-
ally model flow dynamics in scenarios with thick frost layers and significant temperature gradients,
modifying deposition within the porous frost layer. This approach allows for adaptable modelling
that considers both initial and developed conditions in ice formation and vapour transport.

6.1.7 Delamination

In contrast to ice deposition, where the initial frost thickness is defined by δin, the initial thickness
in this case should correspond to the water vapour. Thus, the mathematical model is adapted as
shown in fig. 6.5, where the initial thickness of the water vapour is denoted by δin, and the interface
moves in the positive r-direction. For clarity, another thickness, δmin, is introduced to represent
the minimum amount of ice that has sublimated. This is necessary because excess heat penetrates
through the ice frost. If only δin sublimates, the water vapour interface moves exponentially,
resulting in more sublimated ice than desired. There exists an optimal condition where the excess
sublimation is minimised with respect to the initial thickness, such that:

∃ δin such that δmin = min(δ) (6.14)
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Figure 6.4: 1: Porosity of ice frost with respect to temperature in the interval
Tc and TPCI defined as ϵ = exp b(T−Tc))−1

exp b(TPCI−Tc))−1 ; coefficient b is a constant positive
integer; 2: ice frost density as function of its thickness defined by eq. 6.13; the
boundary conditions δin and δ correspond with temperature Tc and TPCI , respec-
tively; particle density of ice, ρice = 916.7 kg/m3; 3: the temperature of the phase
change interface depending on vapour pressure according to eq. 6.4;

In this context, the initial frost thickness δin is assumed to be very small, but not zero. This
assumption ensures that the model can effectively simulate the dynamics of the moving interface
between the ice and the vapour, which would otherwise be difficult to capture if the thickness were
set to zero. When considering delamination, the minimum power required for effective detachment
of the ice layer from the cold finger, denoted as q̇del, must be calculated. The minimal delamination
power can be expressed as:

q̇del =
(
ksθ1 + kfθ2

) ∂T

δmin
, (6.15)

Here, s and f represent solid and fluid, respectively, where the fluid is water vapour and the
solid defines ice. For delamination, it is essential that the remaining ice is not subjected to phase
changes or large temperature gradients. The delamination of the ice from the cold finger occurs
when the stresses at the ice-substrate interface exceed the adhesive strength of the interface. This
balance involves thermal and mechanical stresses, primarily induced by temperature gradients and
the mismatch in thermal expansion between the ice and the cold finger. Due to the complexity
of these factors, a minimal ice thickness, δmin, is sublimated. At this point, phase change occurs
across the entire domain of this thickness.
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Figure 6.5: Mathematical 1D model of ice delaminating from the interface. Effi-
cient delamination occurs when δmin is minimised but sufficient to release the ice,
with low temperature gradients remaining in the ice, i.e. δmax − δmin ≈ δmax.

6.2 Coupled Flow

Given the interdependence of all subsystems and stages in the phase transition, evaluating the
deposition process relative to the preceding sublimation stage is crucial.

6.2.1 Mathematical Approach

The conservation of mass, also known as the continuity equation, as derived in Appendix A (2),
states that the rate of change in mass within a control volume inside the cold trap must hold,
following equation 6.1:

∂nH2O

∂t
+∇ · (JH2O) = 0, (6.16)

where JH2O represents the molecular flux. This flux enters through the inlet of the cold trap, with
the incident flux JI,H2O having been previously calculated in Section 5.5 and dependent on both
the sublimation rate and rotational speed. Deposition at the phase change interface (PCI) may
alter the mass balance, so the continuity equation must account for water vapour molecules inside
the cold trap and the deposition rate, expressed as:

∂nH2O

∂t
+∇ · (JH2O) = −ṁPCI (6.17)

The mass flux at the interface is determined using equation 6.7. It is important to note that the
continuity equation provided only applies to continuum flow (i.e., when the Knudsen number is less
than 1). In a 1D modelling scenario, this continuity equation can relate the deposition rate to the
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sublimation rate (inlet molecular flux), as no flow field is incorporated. Another assumption is that
only water vapour is considered as a phase, with interactions with other phases excluded from the
analysis. Additionally, no sources other than ṁPCI are accounted for within the control volume
of the cold trap. However, an initial ice thickness, deposited at t < 0, is assumed, contributing to
the initial number of molecules at t = 0. This initial ice layer represents a mass of 9.811 · 10−2

grams, which is negligible for simplicity. Additionally, the initial molecule count is determined by
the vacuum chamber pressure p0, calculated as:

nH2O =
p0
kBT

for t = 0 (6.18)

To maintain a steady-state solution, the deposition rate ideally matches the sublimation rate,
avoiding batch processing. For example, with a heating power of 200 W and a rotation speed of
3 rpm, the peak sublimation rate is calculated at 185 grams per hour. To operate efficiently, the
molecular flow over time should be regulated to align with this sublimation rate.

6.3 Results for Deposition

Water vapour enters the cold trap at Th = 273.15K, flowing toward the cold fingers, with the
empty circle at the centre representing the cold finger itself (see fig. 6.6). A steady-state solution
is achieved under a defined temperature distribution. Specifically, at a pressure of 1 · 10−4 Pa,
water vapour transitions into ice at 162.9K, see eq. 6.4. To maintain equilibrium, the cold finger
is cooled to Tc = 150K, resulting in the formation of approximately 52 grams of ice. While this
may initially seem low, it is important to consider the graduation of the process and how it affects
the overall phase transition. As ice forms and grows, the deposition must be analysed in terms of
its time-dependent progression.

All ice is deposited below a temperature of 200 K, ensuring that no unwanted volatiles, such
as methanol, are present. This temperature threshold is vital in preventing the formation of
substances that could contaminate the final product of liquid water. To achieve a steady-state
condition, a time-dependent study is conducted to analyse the deposition over time. Fig. 6.7
illustrates the deposition rate over time, showing a gradual increase in the total mass fraction of
ice during nearly one hour of deposition. Initially, the deposition rate is notably high, exceeding
500 grams of ice per hour inside the cold trap. This rate might seem excessive at first. However, it
is valid due to the specific initial conditions applied. The initiation of the deposition process relies
heavily on the initial conditions used in the simulation. Since an initial ice thickness is introduced
to obtain the movement of the interface, this thickness was previously water vapour within the
domain. Consequently, the initial conditions are calculated based on δin, and an initial time is
assumed for which this frost thickness is established. Further details regarding the accuracy of
these conditions and their validation will be provided in subsequent sections. To elaborate on the
results, consider the following key points:

• At t = 2.7778 · 10−4 h = 1 s, the deposition reaches its maximum gradient, exceeding 562
grams per hour. Note: This specific time frame corresponds precisely to the initial time
parameter used for the initial conditions, explaining the extreme deposition rate observed
at this moment. Following the first second, the rate decreases significantly until it stabilises
at a later point.

• After 0.01 hours of deposition, the system reaches a critical threshold, at which point the
decline in the deposition rate begins to slow. The rate starts to behave asymptotically,
eventually approaching zero.

• Upon reaching the end of this asymptote, the deposition rate stabilises at a value of 33 grams
per hour. The simulation is concluded after nearly one hour of deposition.

• The fraction of ice formed is evaluated concerning the amount present in the steady-state
condition, meaning that after almost one hour of deposition, it attains its maximum amount.
Although the deposition rate is not zero at this point, the total quantity of ice equals the
steady-state solution.
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Figure 6.6: Steady-state solution illustrating the temperature field at equilibrium.

While results could have been obtained over a larger time scale, understanding the dynamics of ice
formation toward equilibrium is crucial for optimising processes. The phase transition model, which
considers ice deposition onto the cold fingers, needs to account for the subsequent delamination of
the ice.

6.4 Results for Delamination

The initial stage of delamination involves the sublimation of water vapour upon contact with the
cold surface of the cold finger. This phenomenon occurs as the temperature of the cold finger rises
as a result of a heat flux applied at the same boundary. However, the formation of an ice layer
continues as long as the temperature and vapour pressure, remain conducive to deposition. As
the ice accumulates on the cold finger, the increasing weight of the ice layer generates stress at
the interface between the ice and the cold finger substrate. This stress can eventually surpass the
adhesive forces holding the ice in place, particularly when influenced by external perturbations,
such as vibrations. However, prior investigations, such as those reported in Kalis [2024], have
established that using vibrations alone is ineffective for ice detachment from the cold finger. The
most effective approach to achieve delamination involves a external power source, at least for the
LUWEX project. Upon initiating the sublimation of a small initial ice mass, denoted as δin, the
heat required for overcoming the latent heat of sublimation facilitates a phase transition. Given
that the initial thickness is considered negligible compared to the total ice thickness formed, δmax,
the time required to exceed the latent heat barrier is minimal, resulting in the penetrated heat
facilitating further sublimation of additional ice. Consequently, the amount of delaminated ice
increases proportionally. As δin increases, the additional sublimated thickness increases accord-
ingly. In contrast, when δin decreases to a sufficiently low value, rapid heat transfer may lead to
excessive sublimation, exceeding the initial desired amount. Specifically, ice sublimation begins at
a temperature of 162.9 K under conditions of p0 = 1 · 10−4 Pa.
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Figure 6.7: Deposition rate in grams per hour for Tc = 150K (Default), Th =
273K, and δin = 0.01mm and Tc = 140 K (Maximised); the delamination rate in
grams per second indicates a total loss of ice of approximately 7.0% of the original
deposited amount.

Again, this is evaluated using the Clausius-Clapeyron equation in 6.4. Thus, whenever the ice
temperature exceeds this threshold, additional ice is sublimated. However, there exists an optimal
value for δin that minimises the total sublimated thickness, known as δmin. The results in Table
6.2 and fig. 6.7 summarises the relationship between the initial thickness of ice δin, the minimal
sublimated thickness δmin, and the time required for the delamination process:

• Initial thickness (δin): The values range from 0.01 mm to 1.0 mm, indicating the various
initial conditions applied during the sublimation process.

• Minimal thickness (δmin): The corresponding values of δmin vary between 0.36 mm and
1.67 mm, which illustrates that as δin increases, δmin also tends to increase. This relation
indicates that a greater initial thickness contributes to a higher volume of ice being effectively
delaminated.

• The time required for the sublimation process varies from 17 seconds to 23 seconds, with
longer times associated with larger values of δin. This suggests that larger initial thick-
nesses require more time to overcome the latent heat of sublimation, which aligns with the
understanding that greater energy input is necessary for thicker ice layers.

• For the minimum value of δmin ≈ 0.1mm, the total delaminated fraction of ice exceeds
7%. This implies that 93% of the initially deposited ice, denoted as δmax, proceeds to the
liquefaction chamber for further processing.
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δin
[mm]

δmin

[mm]
Time
[s]

0.01 0.39 17
0.1 0.36 17
0.4 0.81 19
0.5 1.21 20
1.0 1.67 23

Table 6.2: Input parameters and results for delaminating the ice frost of thickness
δmax.

Consequently, the inability to fully detach the ice indicates that optimisation of the initial condi-
tions and operational parameters is crucial for enhancing the efficiency of the delamination and
subsequent liquefaction stages.

6.5 Optimisation & Validation

To optimize the conditions for ice growth, two primary approaches can be taken. The first focuses
on maximising the total mass of deposited ice, while the second targets the maximisation of the
mass flux, effectively optimising the rate of phase change over time. These strategies can be
mathematically expressed as follows. The first approach involves ensuring that the rate of change
of the ice thickness approaches zero at the interface as deposition stabilises. This means that no
further increase in ice thickness occurs, and the ice reaches its maximum thickness:

lim
r→δ

∂δ

∂t
= 0 → δ = δmax (6.19)

Since the inlet temperature of water vapour should remain constant at 273.15 K, the temperature
Th cannot be varied, nor can the pressure inside the TVAC. Therefore, the only control variable
to maximise the ice mass is the cooling temperature Tc. For the steady-state solution depicted in
fig. 6.6, it is found that δ = δmax = 4.16 mm at a cooling temperature of Tc = 148 K. This results
in a minimal increase of less than 1% in the ice mass. Consequently, optimising for equilibrium
mass is not deemed worthwhile.

The second approach aims to maximise the rate of ice growth, corresponding to maximising the
phase change velocity at the phase change interface:

max
(
∂r

∂t

∣∣∣
r=δ

)
(6.20)

In this scenario, the goal is to accelerate the phase change process, which will increase the mass flux
ṁPCI . According to equation 6.5, this can be achieved by maximising the temperature gradient
between the ice and the water vapour at the interface. As such, Tc is reduced to its lower limit,
which is equivalent to the ambient temperature, Tc = T0 = 140 K. Fig. 6.7 illustrates the impact
of changing the cooling temperature. The maximum deposition rate can be evaluated as follows:

• The deposition rate reaches its maximum gradient after a few seconds, exceeding 691 grams
per hour.

• After 0.01 hours of deposition, the system reaches a critical threshold, after which the de-
position rate begins to slow.

• Upon reaching the asymptote, the deposition rate stabilises at a value of 50 grams per hour
before reaching zero.

• Unlike the default deposition process, the asymptote does approach zero and after 0.7 hours.
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Overall, while both approaches, maximising total deposited ice mass and optimising mass flux,
are valid, prioritising the acceleration of the phase change process by maximising mass flux offers
the most substantial benefits for optimising ice growth. This is especially important when consid-
ering time-dependent deposition, as it helps quantify the production process in either a batch or
continuous mode.

6.5.1 Model Validation

The transient study conducted suggests that the phase change is mainly dependent on temperature
gradients between the ice and water vapour domains. However, the resulting behaviour, where the
ice thickness δ approaches the maximum reference length of the water vapour domain L0, raises
concerns, as this seems physically unrealistic and inconsistent with the expected behaviour of
the deposition process. The issue likely stems from the conservation of mass, which should hold
throughout the deposition process as outlined in eq. 6.17. If the phase change is incorrectly mod-
elled, it could be due to initial conditions, particularly at times t < 0 and t = 0.

It is possible that the deposition process is less sensitive to variations in the molecular inlet flux,
as the phase change may be primarily limited by pressure conditions. In such cases, changes in the
number density of water molecules due to sublimation (in Stage I) might not significantly impact
the deposition process itself. This could explain the observed discrepancy in the transient study.

To address this issue, it would be useful to reconsider the initial conditions for both the ice and
vapour domains, ensuring that the mass conservation equation is correctly applied and that the
impact of pressure variations is fully accounted for. This may be more pertinent for 2D and 3D
models, where molecular flux fluctuations inside the cold trap are more pronounced. Modelling
the ice deposition in two dimensions would likely be more straightforward, as a velocity field can
be incorporated, unlike in 1D models, where only potential flow can be obtained. As Schrödinger
stated, "there is nothing physical about a potential flow". Moreover, further investigation into the
molecular fluxes and their effects on deposition, especially under transient conditions, may help
explain the deviations from the expected behaviour in the system.
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After the ice is deposited and delaminated in the previous stage, it will be subjected to gravitational
force, causing it to fall into the liquefaction chamber. The liquefaction process begins once the
ice reaches the chamber. At this point, the ice must undergo a phase change from solid to liquid,
which is the final stage (Stage III) in the process.

Figure 7.1: Cross-section of the capturing system connected by the slider to the
liquefaction chamber; inner geometry is made of copper for optimal heat transfer
towards the ice.
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7.1 Methodology

As mentioned, ice reaches the liquefaction stage primarily due to gravitational forces, allowing it
to settle in the chamber. In Fig. 7.2, the working principle of the liquefaction process is illus-
trated. The sliding gate mechanism plays a crucial role in ensuring that the liquefaction chamber
is completely isolated from the previous stage, which is involved in capturing water vapour. This
isolation prevents any residual water vapour from flowing into the liquefaction chamber or vice
versa, maintaining the integrity of the phase change process.

Figure 7.2: Working principle of liquefying water ice; note that the storage system
is not considered at this stage

The first step in the liquefaction process is to increase the pressure inside the chamber. It is essen-
tial to raise the pressure to a level significantly higher than the triple point of water. The triple
point is the unique set of temperature and pressure, where water can exist simultaneously in its
solid, liquid, and gas phases. This point occurs at a temperature of 273.15 K and a pressure of
0.6117 kPa. Operating the liquefaction process at a pressure well above this threshold ensures that
the system avoids any transitions back to the gas phase, maintaining control over the liquefaction
process. For this setup, the operating pressure is set around 1-50 kPa, ensuring stable conditions
for the phase transition.

Once the pressure reaches the required levels, the temperature inside the chamber is increased
through electrical heating. Heating elements or coils are strategically positioned around the inner
copper tube, delivering electric power to generate the necessary thermal energy. This electric power
radiates heat towards the ice. The copper tube serves as an efficient medium for heat conduction,
ensuring uniform heating throughout the chamber. As the temperature gradually increases, heat
is absorbed by the ice, and the phase transition from solid to liquid begins.
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The radiative heat transfer from the copper inlay to the ice follows the principles outlined in
the Stefan-Boltzmann law. This heat is essential to overcoming the latent heat of fusion, which
is the energy required for the ice to change its phase from solid to liquid without an increase in
temperature. The applied heat flux at the water-ice boundary, denoted by qint, plays an impor-
tant role in the phase transition process. This specific heat flux governs the rate of energy transfer
necessary for converting ice into water at the interface.

In fig. 7.2, the radiative heat flux incident on the ice is depicted. One might question why
heat conduction is not considered in this context. The rationale behind this choice lies in the spe-
cific configuration of the ice relative to the copper inlay. In this setup, the ice only makes contact
with the copper at the interface. Given that the liquefaction process is modelled in one dimension,
including conduction would necessitate assuming uniform heat conduction across the entire surface
area of the ice. This assumption is unlikely to hold in practice. Additionally, during the liquefaction
process, the ice may fracture, which would further reduce the effective interaction area between
the ice and the copper along the circumference. In contrast, the 1D model exclusively represents
the ice phase, excluding the copper inlay and the surrounding vacuum from the simulation. As a
result, any heat boundary condition can be applied or iterated solely at the ice boundaries, without
considering the thermal interactions with the copper or the vacuum. Concluding, only radiative
heat flux is considered for this 1D model, at this stage. Furthermore, the goal of the model is not
to investigate the detailed process of liquefaction itself, but rather to determine the time required
to heat the ice to its melting point. Note: the current emphasis is not on the exact numerical
values of qint or other system parameters but on understanding the interconnections between all
stages of the process.

Additionally, detailed verification of all phase transitions and related processes will be conducted
later in the section titled Validation & Analysis. This reduces the criticality of the initial system
parameter values, as these will ultimately be assessed and calibrated during the validation phase.

Unlike sublimation, where a higher amount of energy is required to convert solid ice directly
into vapour, liquefaction requires less energy due to the relatively lower latent heat of fusion. As
the ice absorbs heat, it melts and is converted into liquid water. The liquid water then flows down-
ward, driven by gravity, and is collected for further storage. The system is designed to ensure that
the heating elements operate efficiently without exceeding the temperature limit of 60°C, which
prevents the components from overheating and damaging the system.

7.1.1 Mathematical Model

The ice thickness, denoted by δ, now differs from previous models due to the delamination of the
frost. In this case, the frost thickness is given by δ = δmax − δmin, where δmax is the frost thickness
deposited on the cold finger, and δmin represents the delaminated thickness. The properties of the
ice remain unchanged throughout this process. During the phase transition from ice to water, the
material undergoes volumetric compression due to changes in density. These changes are captured
in the material coordinate system, assuming the ice initially fills the entire domain. The model
assumes no mixing in the liquid phase, which allows for the use of the conduction (adapted from
eq. 3 in appendix A) equation in material coordinates, simplifying the model by removing the need
to compute velocity fields resulting from density changes during the phase change:

ρCp

(∂T
∂t

)
= k∇2T +Q (7.1)

Here ρ is the apparent density, Cp is the apparent heat capacity, k the apparent thermal conduc-
tivity and Q defines a heat source depending on qint or similar applied boundary condition such as
Tmax. The values in table 7.1 are measured in spatial coordinates. To adapt them to the material
coordinates, they must be adjusted using the ratio of densities.
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Variable Discription Default value Unit
qext Radiative heat flux emitted from the liquefaction chamber 11.5 W/m2

qint Radiative heat flux incident to the boundary of ice 80.0 W/m2

ϵ Porosity 0 1
ks Thermal conductivity of solid ice ki(T ) W/m/K

kf Thermal conductivity of liquid water (fluid) 0.613 W/m/K

Cp,s Heat capacity of solid ice Cpi(T ) J/kg/K

Cp,f Heat capacity of liquid water (fluid) 4179 J/kg/K

Cp,Cu Heat capacity of copper 385 J/kg/K

kCu Thermal conductivity of copper 400 W/m/K

εCu Surface emissivity of copper 0.1 1
Fext→int View factor for liquefaction inner copper chamber towards ice 0.10581 1
T0 Initial / Ambient temperature 140 K
Tmax Maximum temperature for control 333.15 K
∆T Transition interval for temperature 1 K
Tpc Phase transition temperature 273.15 K
r0 Effective radius of cold finger 10 mm
L0 Maximum reference length of fluid domain 10 mm
p0 Pressure inside vacuum chamber 1e-4 Pa
Hl Latent heat of fusion 334 kJ/kg

Table 7.1: System parameters and variables for stage III; liquefaction of ice.

In the 1D model, this is achieved by multiplying by the density ratio:

ρζ =
ρi

ρwater
, (7.2)

where ρi = 916.7 kg/m3 is the density of ice, and ρwater = 997 kg/m3 is the density of water.
Using this transformation, the density of water in material coordinates is given by:

ρ2 = ρwater · ρζ = ρi. (7.3)

This approach is consistent with the principle of mass conservation because the integral of density
ρ = ρ2 over the geometry of the domain remains constant over time. The material properties also
adjust accordingly:

kf = kf · ρζ , (7.4)

and

ρ1 = ρwater · ρζ . (7.5)

The heat flux from the elements is defined as qext, which is emitted from the copper surface after
reaching the interior surface of the ice, with magnitude qint. The distance from the center of the
liquefaction chamber to the exterior surface is denoted by L0. The model assumes axis-symmetry
with respect to the radius r, where symmetry is applied at r = 0. In terms of radiation, the distance
d is critical, as it affects the amount of radiation reaching the ice. Despite this, the dimensions
of the copper cold finger are still relevant in the model, as the ice deposits on its outer surface.
The system variables within the liquefaction chamber include pressure and temperature. The view
factor, denoted as F , will be discussed in more detail later.

7.1.2 Phase Change

The liquefaction process involves the transition of solid ice to liquid water. This transition can be
modelled similarly to the sublimation process outlined in section 5.1.5. Consequently, the equa-
tions from 5.6 to 5.8, including the Heaviside function depicted in Fig. 5.3, are applicable with
modifications to reflect the parameters specific to liquefaction.
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Figure 7.3: Mathematical 1D model of liquefying ice; note that the ice frost
thickness δ is defined as the maximum frost thickness minus the delaminated frost
thickness, i.e., δ = δmax − δmin.

A summary of these adjusted parameters is provided in table 7.1. The apparent density, ρ, is
a function of the densities of water-ice (ρ1) and liquid water (ρ2) in their respective phases, ex-
pressed as:

ρ = ρ1θ1 + ρ2θ2, (7.6)

where ρ1 is the density of phase one (ice), and ρ2 represents the density of phase two (liquid
water). The phase indicators, θ1 and θ2, correspond to ice and liquid water, respectively, with the
constraint that θ1 + θ2 = 1. The mass fraction, α1→2, representing the transition from phase one
to phase two, is defined as:

α1→2 =
ρ2θ2 − ρ1θ1

ρ
. (7.7)

Latent heat is incorporated into the apparent heat capacity, Cp, which is given by:

Cp =
1

ρ
(ρ1θ1Cp,1 + ρ2θ2Cp,2) +Hs

dα1→2

dT
, (7.8)

where Cp,1 and Cp,2 are the specific heat capacities of each phase. The latent heat of the phase
transition is denoted as Hl, corresponding to the fusion enthalpy. The most significant difference
between sublimation and liquefaction lies in the latent heat required for the phase change. For
liquefaction, Hl = 334 kJ/kg, which is substantially lower than the latent heat for sublimation.
This reduced latent heat decreases the energy required for the phase change, impacting both the
time and rate of the process.

Furthermore, dα1→2

dT represents the rate of change of the mass fraction with respect to temper-
ature. The apparent thermal conductivity, k, during the phase transition is given by:

k = k1θ1 + k2θ2, (7.9)

where k1 = ks and k2 = kf are the thermal conductivities of phase one (ice) and phase two
(liquid water), respectively, as detailed in Table 7.1. This setup enables accurate simulation of the
phase-change process, analogous to the sublimation process described in Chapter 5.
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7.1.3 Temperature Control

Heating in the liquefaction process must not exceed a temperature of 60°C, or 333.15 K, to prevent
damage and ensure safe operation of the heating cables. This temperature limit is crucial for
maintaining the performance of the elements and avoiding burnout. In phase change processes,
even small deviations from the set temperature can result in undesirable changes in the phase
transition dynamics. Mathematically, this temperature constraint can be expressed as:

lim
T→Tmax

qext = 0, (7.10)

where T is the temperature at the boundary located at r = L0, and Tmax = 333.15K. This
condition implies that as the temperature at the specified boundary approaches the maximum
temperature limit, the external heat flux qext approaches zero. In practical terms, when the
temperature reaches Tmax, the radiative heat flux can be evaluated by substituting Tmax into the
temperature equation, ensuring the system does not exceed the allowable thermal limits.

7.1.4 Surface-to-Surface Radiation

In a thermal system like the liquefaction chamber, radiative heat flux plays a central role in driv-
ing phase transitions, particularly when solid ice is converted to liquid under controlled heating.
The radiative heat flux, which depends on the chamber’s interior temperature and properties like
surface emissivity, is governed by the Stefan-Boltzmann law. This law links the power emitted by
a surface to its temperature, adjusted by the surface emissivity, which accounts for the material’s
ability to emit radiation relative to an ideal blackbody. Thus, for accurate modelling, both the
maximum temperature reached in the chamber and the emissive properties of materials (such as
copper in this case) must be considered to determine the radiative heat flux impacting the ice.

The net radiative heat flux, qr,net, represents the effective radiative energy exchange that con-
tributes to the heating of the ice and thus promotes liquefaction. It is calculated by considering
both the radiative flux incident on a surface and the thermal radiation emitted by that surface at
a given temperature T . This flux can be expressed as:

qr,net = ε
(
G− eb(T )

)
(7.11)

where ε is the emissivity of the surface material, indicating the fraction of radiation the surface
emits relative to an ideal blackbody, G is the total incident or irradiation flux on the surface:

G = Gamb +Gext +Gm, (7.12)

encompassing contributions from surrounding heated elements and the chamber walls, eb(T ) is the
blackbody emissive power, which describes the theoretical maximum radiation emitted by the sur-
face at temperature T . In this expression, G incorporates radiative flux from various sources, such
as ambient irradiation (from heated chamber walls → copper inlay), external irradiation (from any
additional direct heat sources), and mutual surface irradiation (accounting for radiation exchange
between surfaces within the chamber). These components combined create the incident flux G
that reaches the ice surface, enhancing the heat transfer necessary for liquefaction.

The blackbody emissive power, eb(T ), is a temperature-dependent term that can be modified
by the refractive index n when dealing with media other than a vacuum. The blackbody emissive
power is given by:

eb(T ) = n2σT 4 (7.13)

Here σ is the Stefan-Boltzmann constant, representing the fundamental constant of proportion-
ality in radiative heat transfer, n is the refractive index, and T is the surface temperature. In
media with refractive indices greater than 1, the term n2 adjusts eb(T ) to reflect how the medium
influences the radiation behaviour. This adjustment is crucial in transparent media, where the
refractive index slows down light propagation compared to a vacuum, and impacts how energy is

Page 76 of 124



7.2. RADIATIVE HEAT FLUX

absorbed, transmitted, or emitted within the chamber. For instance, in an environment with higher
refractive indices, the net radiative exchange is more complex as light interacts differently with
these materials, further affecting the heat flux absorbed by the ice. In the liquefaction chamber,
understanding qr,net is vital for determining the precise amount of energy transferred to the ice.

7.1.5 View Factor

In the liquefaction process, radiation is exchanged between the interior surface of the chamber,
Sext, and the outer surface of the ice, Sint, through surface-to-surface radiation. The view factor,
denoted as F = Fext→int, is crucial for determining how much radiative energy leaving Sext reaches
Sint. The view factor depends on the geometry, orientation, and distance between the two surfaces.
For simple geometries, view factors can often be calculated analytically. However, in the case of
the irregular geometries found in the liquefaction chamber, it is impractical to determine the view
factor analytically. Instead, an arbitrary view factor Fext→int is defined as the ratio of the radiation
leaving surface Sext that intercepts surface Sint:

Fext→int =
Radiation leaving Sext and intercepting Sint

Total radiation leaving Sext
(7.14)

This value depends primarily on the geometric configuration of the system. However, in this
case, the radiation leaving Sext is used to liquefy the ice, meaning that the view factor F must
be calculated based on the heat transfer in solids and surface-to-surface radiation, as described
in Appendix B, specifically Section B.3 | 1D Liquefaction Model . In summary, the view factor
computation is performed at each evaluation point on the boundaries. A boundary has an upside
and a downside and both can be exposed to radiation. In this model the liquefaction chamber
radiates inward and the ice radiates outward. The mutual surface irradiation is evaluated based on
an upside and a downside. Both are available on all boundaries where surface-to-surface features
are active. To compute the geometrical view factor, for example, Fext→int, the following integration
needs to be defined:

Fext→int =

∫
Sint

I(ext, 0)dS
Aext

(7.15)

where Sint and Sext denote interior and exterior surfaces, Aint and Aext are corresponding surface
areas. The integration at the numerator is defined over the ice cone, which radiates only on the
upside of its surface.

7.2 Radiative Heat Flux

The radiative heat energy, or radiosity, reaching the ice surface is a key factor to initiate phase
change. This radiative heat transfer, represented by the net radiative heat flux qr,net, depends on
the temperatures and radiative properties of both the chamber walls and the ice surface. If all the
radiative energy emitted by the chamber walls is absorbed by the ice, then the net radiative flux
should ideally be zero, indicating a balanced energy exchange. Mathematically, this condition is
represented by:

qr,net = ε
(
G− eb(T )

)
= qint + qext = 0

where ε is the emissivity of the copper surface inside the chamber, G is the radiosity reaching the
ice from the chamber walls, eb(T ) is the blackbody emissive power of the ice surface at temperature
T , qint and qext are the internal and external components of radiative heat flux, respectively. Since
the initial ice temperature is assumed to be equivalent to the ambient temperature, no significant
radiosity occurs at the start, as the ice is in thermal equilibrium with its surroundings. This
condition simplifies the initial energy balance, allowing the equation to be rewritten to represent
the initial conditions more effectively as follows:

εqext = n2σ
(
T 4
ext − εFext→intT

4
ext→int

)
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In this modified equation, n represents the refractive index of the medium, Text is the temperature
on the exterior surface, Text→int is the temperature from the external chamber environment towards
the interior, Fext→int is the view factor, representing the fraction of radiation that reaches the ice
from the chamber walls. As a system variable, the temperature Text→int influences the energy
exchange rate. Therefore further simplifying above equation into a final equation that isolates the
effective external radiative flux reaching the ice surface:

εqext = n2σ
(
T 4
ext − εFext→intT

4
)

This final expression highlights how the temperature gradient, material emissivity, and spatial
orientation (view factor) together define the actual heat flux absorbed by the ice. The effective
radiative heat flux at the ice surface, qint, and the external radiative flux, qext, can now be calcu-
lated. This equation ensures that the radiative heat flux reaching the ice is correctly adjusted for
the view factor, capturing the portion of radiation transferred from the chamber surfaces to the
ice. .

7.3 Liquefaction

Before the heating elements are activated, the initial temperature of the ice is assumed to match
the ambient temperature of the thermal vacuum chamber (TVAC), which is 140 K. Any temper-
ature gradients within the ice caused by delamination are considered negligible once the ice has
disintegrated in the liquefaction chamber. This assumption is valid because the slider is activated
after the delamination process, allowing sufficient time for the ice temperature to equilibrate with
the ambient environment, thereby minimising any significant temperature differences.

The temperature at which ice transitions into liquid water, commonly known as the melting point,
is 273.15 K. This value remains constant over a wide range of pressures. Only at pressures exceed-
ing 10 MPa does the melting point begin to deviate from this standard value. Since the operating
pressure in this scenario is well below 10 MPa, the melting point is consistently set at 273.15 K.
The substantial temperature difference between 273.15 K (the melting point) and 140 K (the initial
ice temperature) results in a significant time delay before the ice begins to melt. As illustrated in
Fig. 7.4, when the emissivity factor, εF ≈ 100, and the emissivity of copper is set to 1, it takes
1820 seconds to raise the temperature of the ice to the melting point of 273.15 K. For clarity, the
X-axis in the figure is scaled in intervals of 200 seconds. The results of the liquefaction process
under different emissivity conditions are as follows.

• For εF ≈ 100: The total time for the liquefaction process, including the heating period up to
the melting point, is 1850 seconds. The phase transition itself takes only 40 seconds, during
which the liquefaction rate exceeds 4 grams per second.

• For εF ≈ 50: The time required to heat the ice to the melting point nearly doubles, and the
liquefaction rate does not exceed 2.5 grams per second. The entire mass of ice liquefies after
3585 seconds, or nearly one hour.

• For εF ≈ 10 where ε = 0.1 (the emissivity of copper): The heating period extends signifi-
cantly, taking 17700 seconds to raise the ice to the melting point before initiating the phase
change. Once the phase transition begins, the liquefaction process takes only 200 seconds,
with the rate reaching 0.5 grams per second.

This data underscores the impact of emissivity and heat transfer efficiency on the liquefaction
rate and overall process duration. Lower emissivity values greatly prolong the heating phase, even
though the phase transition itself remains relatively brief.

7.4 Model Validation

While the existing 1D model provides a reasonable approximation of the liquefaction process,
it simplifies several physical phenomena that could be better represented in more sophisticated
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models. For instance, the current model primarily assumes a simplified heat transfer mechanism,
focusing on basic heat flux calculations without fully incorporating the complexities of radiation
exchanges between surfaces during the liquefaction process. By using surface-to-surface radiation
in a more comprehensive model, one could better account for the radiative energy transfer between
the ice and its surroundings, which becomes particularly relevant in 3D simulations where spatial
variations in radiation are more pronounced. In such models, the effect of radiation fluctuations
within the liquefaction chamber, such as redistributed heat or absorbed by different surfaces, could
influence the phase transition rate, leading to a more accurate prediction of the liquefaction dy-
namics.

Additionally, 3D models could account for the varying geometries and boundary conditions of
the system, further enhancing the precision of the phase change simulations. Since the radiative
heat fluxes and view factors depend on the relative orientations of surfaces in space, a 3D model
would provide a more realistic assessment of how heat is transferred in the system as a whole,
including the effects of angles and surface areas involved in the radiation exchanges. While the 1D
model effectively provides an initial relationship between the applied thermal conditions and the
liquefaction process, incorporating more comprehensive 3D models offers a better insight into the
liquefaction dynamics, particularly with regard to the transient behaviour of radiation.
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Figure 7.4: Liquefaction rates at various values of εF , illustrating the minimal
time required for phase transition relative to the time needed to heat the ice.
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The validation of models and experiments is a critical step in scientific research, particularly in fields
where theoretical predictions must be tested against empirical observations. Validation ensures that
the models accurately represent the physical processes being studied and that experimental results
are reliable. In the context of Lunar water extraction and related phase transition processes, robust
validation is essential to ensure that both computational models in this study and experimental
setups yield consistent results that can inform future missions and technologies.

Figure 8.1: Left image: The cold trap setup from the LUWEX experiment, fea-
turing two cold fingers utilised for ice deposition; right image: ice accumulation on
the cold fingers, showcasing visible ice growth and its fractured structure; images
courtesy of LUWEX team and Luca Kiewiet.
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8.1 Methodology

This plan aims to validate experimental measurements against existing COMSOL models and
ensure that the models accurately represent experimental processes. Key phenomena considered
are the phase transitions including extraction or sublimation, outgassing, deposition, delamination,
and liquefaction under various initial conditions of temperature, pressure, and time. Therefore, the
objective here is to validate COMSOL models by comparing simulated results with experimental
data from LUWEX.

8.1.1 Step 1: Calibration of Ice and Regolith

The process begins with calibrating material properties as outlined in table 8.1, with a focus on
the physical characteristics of the regolith simulant and the ice formation. Bulk densities for both
LHS-1 and ice are measured before experimentation. This step also involves validating the mixing
model for ice and regolith in COMSOL simulations. Deviations between porosity ϵ and pore filling
fraction F require model adjustments for accuracy. The mixing model, described in Section 3.4.4,
integrates the thermal conductivities of regolith and ice, accounting for gas conductivity due to
sublimation.

8.1.2 Step 2: Define Experimental Conditions

With material properties established, initial conditions are set to ensure consistency between COM-
SOL and LUWEX simulations. Table 8.2 summarises these conditions, including an initial pressure
of 1e-4 Pa and temperature of 140 K in the TVAC. To evaluate ambient temperature effects on
extraction, the temperature will vary across trials. Each icy-regolith sample is prepared with a
unique mass m and initial water-ice content Ci, which influences filling levels within the crucible.
System variables like maximum temperatures and the rotation speed of the stirring mechanism are
defined to ensure accurate monitoring of the experiments.

8.1.3 Step 3: Set Up COMSOL Simulations

This phase involves configuring parameters, mesh, and solvers in COMSOL to reflect the defined
experimental conditions. Temperature, pressure, and sample mass affect filling level, requiring
geometry adjustments in COMSOL. For each sample mass, a certain height zLV L or filling level
can be calibrated, with mesh refinement modified for accuracy. This height is adjustable according
to the filling level and sample mass. Specific process models are incorporated: free molecular flow
and fluid dynamics for sublimation and outgassing, phase change modelling for vapour deposition
to solid phases, delamination, and liquefaction for ice-to-water transition, integrating heat transfer
for thermal interactions.

8.1.4 Step 4: Run Baseline Simulations and Gather Experimental Data

Baseline simulations are executed in COMSOL with initial conditions independent of experimental
data to establish expected system behaviour. Experimental trials follow under controlled con-
ditions, documenting initial and boundary conditions such as temperature and pressure. Key
variables are tracked over time for each phenomenon, and final outcomes like water extraction
quantity and delamination extent are analysed.

8.1.5 Step 5: Compare Simulation Results with Experimental Data

Simulation results are compared with experimental data to validate COMSOL model accuracy.
This comparison includes a time-series analysis of temperature and pressure profiles and an assess-
ment of phenomena like extraction rates, deposition, delamination, and liquefaction.
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8.1.6 Step 6: Model Calibration and Adjustment

Calibration involves addressing identified discrepancies between simulations and experimental data.
Parameter adjustments in COMSOL, such as boundary conditions and model assumptions such
as cooling temperature Tc, heat flux inputs, or phase transition intervals, are applied for improved
alignment. Calibrated simulations are rerun to verify enhancements.

8.1.7 Step 7: Validation and Verification

To ensure reliability, validation tests are performed according to LUWEX standards, encompassing
a range of initial conditions to rigorously evaluate model robustness. Verification metrics, such as
the root mean square error, are used for a quantitative assessment of model performance.

8.1.8 Step 8: Design Revision and Iterations

Following the validation and verification process, the next phase involves revisiting the design and
refining the model based on the insights gathered. This step includes incorporating the validated
parameters, iterating steps 6-9, adjusting system variables, and making design revisions where
necessary to improve model performance. Any discrepancies or areas of improvement identified
during the verification phase are addressed, and the model is further optimised for accuracy and
efficiency.

8.1.9 Step 9: Document Results and Update Models

The findings, including error analysis, calibration adjustments, and validation outcomes, are doc-
umented comprehensively. COMSOL models are updated with validated parameters, enhancing
future predictive accuracy. This documentation not only serves as a reference for current appli-
cations but also facilitates future model refinements, ensuring continuous improvement through
iterative validation cycles.
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8.2 Step 1: Calibration of Ice and Regolith

Studies by Henning et al . as part of the LUWEX project indicate that bulk densities for were
measured in the range of 1200 to 1500 kg/m3 Wache [2024]. Furthermore, the thermal conductiv-
ity for ice particles are way off. In comparison with sample Icy-Regolith with simulant LHS-S1,
the thermal conductivity denotes values in the range of 0.0075-0.02 W/m/K for single ice particles.

At this stage, it is also possible to validate the mixing model by Wasilewski [2021a] for ice and
regolith in the COMSOL simulations. If significant deviations are observed between the porosity
ϵ and the pore filling fraction F , the model can be adjusted to achieve more accurate conditions.
This mixing model, previously described in Section 3.4.4, integrates the thermal conductivities of
both regolith and ice. Notably, a gas conductivity term is included for cases where sublimation
leads to the formation of vapour, although recent studies suggest that this gas contribution may be
negligible Wache [2024]. Only the latent heat release significantly influences the effective thermal
conductivity of the ice-regolith mixture.

8.2.1 Findings from Wache [2024] for LHS-1 and LUNEX

Initially, the thermal conductivities of the icy samples are notably low, comparable to those of dry
regolith. However, as the temperature increases, the thermal conductivity values rise, likely due
to the effects of sintering. When increasing the amount ice, Ci in samples, the sample exhibits a
slightly higher initial conductivity. At approximately 220 K, there is a significant peak in thermal
conductivity, which is likely attributed to latent heat transport. Note : the thermal conductivity
values reported at this temperature may be subject to considerable uncertainty due to limitations
in the measurement method, indicating that its interpretation must be only as order-of-magnitude
estimates.

Furthermore, the gas diffusion component contributing to thermal conductivity appears negli-
gible up to around 230 K, assuming a regime of free molecular flow. If the samples are heated
to completion, thermal conductivity values revert to levels comparable to dry regolith around 250
K. It is crucial to mention that the experiments were conducted over several days, during which
outgassing was a time-consuming process.

Variable Model LUNEX LHS-1 Icy LHS-1 Ice Particles S1 Unit
ρr 3240 3240 3240 3240 NaN kg/m³
ρi 916.7 NaN NaN 917 917 kg/m³
ρib 70 NaN NaN 290 290 kg/m³
ρrb 1400 1380 1580 NaN NaN kg/m³
ρ 1470 NaN NaN 1520 NaN kg/m³
ϵ for Regolith 0.57 0.57 0.51 NaN NaN 1
ϵ for Icy-Regolith 0.55 NaN NaN 0.53 NaN 1
ϵ for Ice Particles 0.92 NaN NaN NaN 0.68 1
F for Regolith 0.13 0.43 0.49 NaN NaN 1
F for Icy-Regolith 0.14 NaN NaN 0.48 NaN 1
F for Ice Particles Inf NaN NaN NaN 0.32 1
dp 43.6 55 65 65 NaN µm
Ci 4.75 0 0 2.24 100 %

Table 8.1: The system variables for the samples used in the experiments, specif-
ically LUNEX and LHS-1 as reported by Wache [2024], include measured values
that are adapted and supplemented with calculations for porosity ϵ using equations
5.4 and 7.6. Some of the parameters show notable discrepancies, highlighting the
need for calibration to ensure accuracy. Values that are unknown, undefined, or
irrelevant are denoted by NaN.
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8.2.2 Validation of Thermal Conductivity from sections 3.4.4 and 5.2.1

The thermal conductivity of icy-regolith is influenced by the baseline conductivity of the regolith,
kr, the thermal conductivity of the ice particles, ki, and a gas conductivity term, kg, which becomes
significant when the ice sublimates into water vapour. However, findings by Wache [2024] suggest
that the gas term is negligible below approximately 230 K. As a result, the gas conductivity term
is set to zero, kg = 0. The overall thermal conductivity of icy-regolith can therefore be expressed
as:

k = ϵFki + kr, (8.1)

where k represents the thermal conductivity of icy-regolith according to the Volumetric Mixing
Model in section 5.2.1. The filling fraction F is calculated as:

F =
ρrb/(1− Ci)− ρrb

ϵρi
, (8.2)

The measured values from table 8.1 can now be applied. For a sample of ice-regolith using the
LHS-1 simulant, porosity ϵ and volume filling fraction F are found to be 0.53 and 0.48, respec-
tively. Note:Wache [2024] introduces a scaling factor as a free parameter to account for deviations
from a mono-disperse packing of spherical regolith particles. Changes in packing structure imply
variations in heat transfer properties. For initial validation purposes, this scale factor is set to one,
implying no effect on the thermal conductivity validation.

Figure 8.2: Calibration of Ice and Regolith Using the Volumetric Mixing Model
from section 3.4.4 Note: The calibration involves fitting data for regolith, EXP-
LHS-1, and EXP-LUNEX using Watson’s equation a+ b ·T 3. The coefficients were
adapted from Wache [2024]. In this context, MOD indicates the model predictions,
while EXP refers to the experimental measurements.
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Significant differences in regolith’s thermal conductivity are evident when comparing fig. 5.4 and
fig. 8.2. Furthermore, the conductivity of the ice is notably inconsistent. In Figure 5.4, the con-
ductivity of the ice reaches up to 4 W/m/K, while Henning’s measurements for ice particles S1
do not exceed 0.02 W/m/K. This suggests that the conductivity relationships shown in Figure
5.4, based on the analytical functions in Appendix B (specifically B.1 Analytic Functions), require
reconsideration.

The significant deviation in ice conductivity is attributed to the porous structure of the ice par-
ticles. While ki represents more the behaviour of glacial ice found on Earth, the ice prepared for
the LUWEX project has a different structure with notable porosity. This indicates that the con-
ductivity functions for both ice and regolith need to be adjusted according to LUWEX standards.

If eq. 8.1 is calibrated using the values from table 8.1, the resulting thermal conductivity of
icy-regolith is labelled as Icy-Regolith, MOD-Calibrated with Regolith, EXP-LHS-1, and Ice Parti-
cles S1. This calibrated result is shown in the bottom part of fig. 8.2. A large deviation at lower
temperatures is still apparent, possibly due to the high fluctuations in the thermal conductivity
of Ice Particles S1 and related uncertainty, as noted by Henning Wache [2024]. It may also be
influenced by the volume filling fraction as determined by eq. 8.2. Table 8.1 shows significant
differences in F between the model (0.14) and the experimental values for Icy LHS-1 (0.48). Ad-
ditionally, singular ice particles show extreme volume fractions. These findings suggest that the
volume filling fraction requires a re-evaluation.

By refining the volume filling fraction, the Volumetric Mixing Model can still provide accurate
results. The model remains practical for implementing phase change in regolith, so it is unneces-
sary to state the entire model invalid. Future work should focus on refining the filling fraction to
produce more accurate thermal conductivity values for icy-regolith, aligning model outcomes with
experimental data, thus ensuring the Volumetric Mixing Model from sections 5.2.1 and 3.4.4 holds
under these conditions.

8.3 Step 2: Define Experimental Conditions

With the material properties established, the next step involves setting precise initial conditions to
ensure consistency across modelling and the performed experiments. Table 8.2 provides a summary
of these initial conditions. In the TVAC, the initial ambient pressure and temperature are set to
1e-4 Pa and 140 K, respectively. Note: the initial temperature defines the temperature of the
sample inside the crucible. This excludes the filling process through the funnel for which the
sample denotes a different temperature. Due to sample preparation including liquid nitrogen, the
initial temperature when entering the funnel will not be equivalent to 140 K.

Variable Description Model Experiment Unit
T0 Initial / Ambient temperature 140 140 K
Tmax Maximum temperature for control 333.15 333.15 K
p0 Pressure inside vacuum chamber 1 · 10−4 1 · 10−4 Pa
rpm Rotations per minute 3 3 1/min
P Power input per cartridge heater 100 100 W
Ci Initial water content 4.75 5 %
m Mass of icy-regolith sample 15.01 15 kg

Table 8.2: The experimental conditions and initial values within the TVAC must
be aligned with 100% accuracy, as any discrepancies can significantly impact the
entire water extraction process. Ensuring precise control and monitoring of these
parameters is critical to maintain consistency and reliability throughout the exper-
iment.
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8.4 Step 3: Set Up COMSOL Simulations

The next phase of the experimental setup involves carefully defining parameters, configuring the
mesh and solver, and setting up models for specific processes within COMSOL. To begin with, ex-
perimental conditions from the previous step such as temperature and pressure must be accurately
input into the COMSOL models. This step ensures that simulations closely mirror the physical
conditions under which the experiments will be conducted.

Following parameter definition, configuring the mesh and solver is essential. The sample mass,
which affects the filling level inside the crucible, necessitates alignment of the geometry in COM-
SOL. For each new sample mass, the height zLV L must be adjusted, ensuring the model reflects
the correct sample volume. Consequently, this adjustment also requires modifications in mesh
refinement to maintain an accurate representation of the geometry:

1. Set the filling level, denoted as zLV L.

2. Run the simulation using the default solver settings.

3. Refine the mesh if the baseline simulation does not converge.

4. Increase the damping factor and reduce the step size to aid convergence; adjust the tolerance
once stability is achieved and the solver has converged.

5. Note: Take model nonlinearity into account depending on the COMSOL setup. For example,
the ice-deposition model is significantly more non-linear than the liquefaction model.

For extraction and outgassing, dedicated models incorporate free molecular flow and fluid dynam-
ics to capture the behaviour of vapour, considering sublimation. For deposition, a separate
model simulates water vapour deposition, with phase change considerations included to address
transitions from vapour to solid phases. Delamination is modelled subsequent to deposition to
obtain uncoupling of ice. Lastly, for liquefaction, a model simulates the phase transition from ice
to liquid water.

8.5 Step 4: Run Baseline Simulations and Gather Experi-
mental Data

In this step, the focus shifts to executing baseline simulations and gathering experimental data.
The COMSOL models will be run using baseline initial conditions, which will not rely on ex-
perimental data. This approach aims to establish the expected behaviour of the system under
predefined parameters such as temperature control. In section 5.6, it became clear that optimisa-
tion for cartridge heaters solely was possible based on its maximum temperature correspondence.
Therefore, the next section provides the maximum temperature behaviour along the process of
sublimation, discussed in Chapter 5.

8.5.1 Temperature Control, Advancing from section 5.6

The sublimation rates shown in figures 5.7 and 5.6 represent the phase transition from ice to
water vapour at three distinct rotational speeds. For these speeds, the maximum temperature is
measured at the boundary where heat is applied, specifically near the cartridge heater. Analogous
to eq. 7.10, temperature control can be mathematically expressed as:

lim
T→Tmax

P

ζN
= 0, (8.3)

where T is the temperature at the rod’s boundary (Arod), and Tmax = 333.15K. Here, P denotes
the effective power applied across the entire icy-regolith sample and depends on the ratio ζ and
the number of cartridge heaters N . This condition implies that as the boundary temperature
approaches Tmax, the effective power applied by each heater approaches zero.
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Figure 8.3: Maximum temperatures for three different rotational speeds; for the
case without rotation, the maximum temperature surpasses 1000 K, posing a sig-
nificant risk of sintering and is thus excluded from further analysis; for rotational
speeds greater than zero, the maximum temperature gradually rises due to the rota-
tion effect, eventually exceeding the temperature control threshold defined as Tmax.

While higher extraction rates may seem beneficial, maintaining optimal thermal management is
essential, particularly at high power levels, such as 400 W. For rotational speeds greater than zero,
the maximum temperature gradually increases, confirming improved heat transfer due to rotation.
When the temperature surpasses the phase transition point of 273.15 K, the maximum tempera-
ture at the heater boundaries rises significantly. The delayed increase in maximum temperature for
rpm = 3 can be attributed to the formation of cold spots, which often develop near the cartridge
heater and lower the overall temperature, thus affecting the boundary’s maximum temperature.

For example, at rpm = 3, the maximum temperature reaches the defined temperature control
limit of Tmax = 333.15K after 15.88 hours. If temperature sensors used in experiments confirm
this condition, it would validate the model up to 15.88 hours. This specific time frame is thus con-
sidered the Validation Limit for rpm = 3. A similar approach can be applied to other rotational
speeds. By referring to the mass fraction of ice shown in Figure 5.7 (P = 400 W), it is observed
that at the validation limit, approximately 21% of the ice remains in the sample. This method
indicates that the sublimation rates calculated in Chapter 5 are valid only up to specific time
points. For rpm = 3, this means that after 79% of the ice has sublimated, temperature control as
described by Equation 8.3 becomes active.

Building on the analysis in Section 5.6, a clear recommendation can now be made regarding the
choice of rotational speed. The maximum temperature for lower rotational speeds is notably higher,
which must be avoided to prevent the risk of sintering and changes in other mineral properties
Farries et al. [2021]. This analysis enforces the need for strict temperature control of the cartridge
heaters to prevent overheating and ensure the stability of the regolith. Maintaining stable regolith
conditions is crucial for allowing the LUWEX team to reuse the regolith simulant efficiently. Fol-
lowing these baseline simulations, experimental data collection will be conducted. Additionally,
significant variable changes over time will be recorded for each studied phenomenon, facilitating
detailed analyses of their dynamics.
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8.6 Step 5: Compare Simulation Results with Experimental
Data

In Step 5, the focus shifts to comparing the simulation results with experimental data collected in
the previous phase. This step is crucial for validating the accuracy and reliability of the COMSOL
models. The first component of this analysis involves a time series comparison, in which both
the simulation and experimental data are evaluated over time. This comparison assesses the
consistency between temperature and pressure profiles, ensuring that the simulated behaviours
align with observed conditions.

8.6.1 Key Variables

Beyond comparing temperature and pressure, the following key variables are critical for evaluating
the results from the models against experimental data. For the deposition phase, ice growth can be
monitored over time, with frost density measured through imaging connected to the cold trap. For a

Key Variable Description Unit
∂δ/∂t Ice growth rate m/s
P Low-pressure sensor reading Pa
T Temperature r K
ϵ Porosity of the ice 1
Esub Energy used for sublimation J
Edelam Energy used for delamination J
Edep Energy used for deposition J
Eliq Energy used for liquefaction J

Table 8.3: Key variables for analysis

comprehensive time-series analysis, pressure and temperature data can be examined for locations
such as the cold trap, where the known temperature and pressure at the cold finger serve as a
reference. Additionally, the energy used for processes like sublimation, delamination, deposition,
and liquefaction should be considered to provide deeper insights into the system’s behaviour. The
default pressure and temperature profiles for the deposition model are shown in fig. 8.6. Meanwhile,
the actual experimental data for pressure during extraction is presented in fig. 8.5. This detailed
comparison, including energy usage for key processes, helps identify discrepancies and supports
further calibration to align simulations with experimental observations.

8.6.2 Comparing Simulation Results with Experimental Data

The experimental ice growth rate, ∂δ/∂t, is shown in fig. 8.4. From 12:00, an incremental increase
can be observed as the deposition continues steadily until the end of the experiment. Notably, in
fig. 6.7, the modelled deposition rate is capped at δmax ≈ 4.15 mm (→ 52 grams). For a valid
comparison, the transient behaviour in the simulation should be examined up to 16:30, where it
reaches an ice thickness comparable to that observed in the experiment.

The most noticeable difference lies in the duration; the optimised model completes the deposi-
tion in under an hour, whereas the experimental data indicates a period of approximately 4.5
hours (12:00 to 16:30). Note: starting from 12:00, ice begins forming and surpasses the assumed
initial thickness, δin, in the model, establishing this point as the starting reference for comparison.
The discrepancy in growth rates between the simulation and experiment is significant. Earlier
validation of the deposition model revealed limited sensitivity to the sublimation rate due to pres-
sure constraints. Consequently, pressure measurements throughout the experiment are essential
for comparison.
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Figure 8.4: Deposition rate or ice growth over time inside the cold trap, showing
the edge position over time with a magnitude equivalent to the ice frost thickness.
This data is part of the LUWEX project, courtesy of Luca Kiewiet.

The pressure behaviour within the cold trap is illustrated in fig. 8.5, analysed at three key points:

1. Initial pressure increases as vapour enters the cold trap, peaking at 100 mbar (10 kPa)
due to atmospheric pressure. Note: The low-pressure sensor, while highly accurate at low
pressures, underestimates high-pressure readings, resulting in a 10 kPa measurement instead
of 100 kPa.

2. A stable, low pressure is observed during nighttime when heaters are inactive, reducing sub-
limation inside the crucible. Once powered during the day, the heaters induce sublimation,
causing a pressure rise that stabilises between points 2 → 3 at around 0.1 mbar (10 Pa).

3. This point represents a pressure increase from a 20°C temperature increment applied to the
cartridge heaters.

A comparison with simulated results reveals a significant deviation, with the model’s peak pressure
reaching only 3 mPa, much lower than the 10 Pa observed between 2 → 3. This discrepancy
is primarily attributed to the simplifications inherent in the 1D model, which will be discussed
further. This section highlights the need for further examination of 1D modelling limitations,
especially concerning pressure representation.
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Figure 8.5: Pressure sensor readings inside the cold trap over time, showing low-
pressure measurements from the LUWEX project, courtesy of Luca Kiewiet.

8.7 Step 6: Calibration and Model Adjustment

This step focuses on refining the model to enhance the correlation between simulation results and
experimental data. The initial objective is to identify any major discrepancies between the model’s
predictions and the actual experimental results. Once these differences are observed, parameter
tuning is conducted. This involves modifying essential parameters within the COMSOL model,
such as power or heat flux inputs and phase transition time frames, as outlined in table 8.4—to
better match the experimental findings. After making these adjustments, simulations should be
rerun to confirm that the revised parameters lead to outputs that align more closely with the
experimental data. Based on data for ice growth shown in fig. 8.4, parameters like the initial ice
thickness, δin, and associated starting conditions can be modified. The existing settings establish
the initial ice layer formed (at t < 0) over an approximate duration of one second. Extending this
time interval can significantly alter the initial conditions, subsequently impacting the deposition
rate shown in Fig. 6.7. By fine-tuning the initial conditions, changes in the asymptotic behaviour
can be observed.

Note: The experimental data for ice growth over time does not cover the complete process up
to delamination. This suggests that while the model’s behaviour may remain valid, it might not
accurately represent the initial phase of deposition.
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Figure 8.6: Simulated pressure and temperature at the boundaries within the
cold trap, as represented in the mathematical model (refer to fig. 6.3).

8.8 Validation, Verification, and Conclusion

The final phase of model development focuses on thorough validation, verification, and detailed
documentation to confirm the reliability and accuracy of the COMSOL models under various condi-
tions. Validation will start with LUWEX-standard tests, supplemented by experiments conducted
under different initial conditions to rigorously evaluate model robustness.

To move forward with validation, the issues identified in the deposition model outlined in sec-
tion 6.5.1 must be addressed. A key consideration is whether the deposition process shows low
sensitivity to fluctuations in molecular inlet flux, given that phase change may be more strongly in-
fluenced by pressure conditions. Experimental pressure data indicate a relatively stable behaviour
during the transition from state 2 → 3, suggesting minimal sensitivity to inlet flux variations. This
supports the hypothesis that deposition is primarily governed by pressure stability.

However, if adjustments to δin and initial conditions fail to yield consistent deposition behaviour,
extending the 1D model becomes necessary. Ensuring that the mass conservation equation is fully
applied and accounting for the impact of pressure variations would enhance the model’s accuracy.
Additionally, modelling ice deposition in two dimensions could be more straightforward, as the cur-
rent simulation parameters struggle to accommodate density variations effectively (sublimation).
Investigating molecular fluxes and their transient effects on deposition could elucidate any discrep-
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Variable Description Unit
qint Heat flux at the boundary of ice (liquefaction) W/m²
TPCI Temperature at PCI K
mPCI Mass flux at PCI kg/m2/s

Th Temperature of water vapour at inlet cold trap K
Tc Cooling temperature of cold finger K
δin Initial ice frost thickness mm
P Effective power input in sample (sublimation) W
∆T Transition interval temperature K

Table 8.4: Key parameters available for tuning in COMSOL models

ancies between the model and experimental observations. Upon completing the validation, the
next step involves comprehensive documentation. This phase includes summarising experimental
and simulation results, conducting error analysis, detailing model adjustments, design changes,
and final validation outcomes. This documentation is crucial for understanding the model’s per-
formance and identifying opportunities for future improvements.

Following this, the validated parameters and configurations will be integrated into the COM-
SOL models to ensure they reflect the most accurate and up-to-date data, supporting ongoing
refinements. This structured validation serves as a strategic plan for the LUWEX project, guid-
ing future work. Although the experimental phase is ongoing, current progress has shown a clear
correlation between the COMSOL models and experimental parameters. Future research should
focus on refining the filling fraction to enhance the precision of thermal conductivity estimates for
icy-regolith, aligning model outputs with experimental findings, and verifying the Volumetric Mix-
ing Model described in sections 3.4.4 and 5.2.1 under specific conditions. The models, which cover
sublimation, liquefaction, delamination, and deposition, demonstrate promising reliability in val-
idating future experimental results. This approach ensures adaptability and supports continuous
validation efforts throughout the water extraction process.
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Achieving Sublimation requires applying sufficient heat to the icy-regolith mixture to overcome
the latent heat of sublimation. This study has shown that stirring significantly enhances the sub-
limation process, thereby reducing the heating time. However, the main challenge in this process
lies in the poor thermal conductivity of regolith. As discussed in Chapter 8, the validated thermal
conductivity of the icy-regolith mixture is even lower than expected, indicating that sublimation
would take considerably longer than expected. In contrast, the conductivity of ice is much higher,
suggesting that to optimise the process, it would be beneficial to reduce the porosity of the ice
and aim for higher thermal conductivity values. Achieving a more uniform mixture of ice and re-
golith with improved thermal properties would drastically reduce the time required for sublimation.

From a modelling perspective, it was observed during the validation process that the volume filling
fraction used in the thermal conductivity model of the icy-regolith mixture needs further revision.
However, aside from this adjustment, the current rotating domain model of icy-regolith provides
accurate results. To enhance the accuracy of the model further, additional interactions could be
included, such as the effects of insulation materials, more detailed representations of stainless steel
components, and the multi-body dynamics of the stirring mechanism. It is essential to recognise
that each additional interaction or feature would increase the computational cost exponentially,
making simulations more time-consuming. Despite this, the current model remains efficient in
terms of CPU usage while still providing reliable and accurate results. This balance between accu-
racy and computational efficiency is crucial, especially when considering the practical application
of the model.

The challenge in deposition lies in ensuring that the cold trap surfaces remain consistently cold
enough to facilitate ice deposition without allowing vapour to escape into the surrounding environ-
ment. The current design of the cold trap is insufficient to cope with the high sublimation rates. To
address this, the cold trap must be redesigned with a significantly larger control volume, ensuring
that any velocity gradients along the flow path towards the phase change interface are minimised.
This would result in a near-stationary domain of molecular fluxes, allowing for uniform deposition
of ice across the entire surface of the cold trap. In turn, this would prevent any part of the cold
surface from receiving more or less deposition, ensuring a homogeneous ice layer grows over time.
To increase the amount of ice produced, the surface area of the cold trap must be maximised, and
the current cold finger geometry is quite effective in this regard. When considering the process of
delamination, the conical shape of the geometry ensures that the ice can more easily uncouple and
fall away due to gravity. In summary, it would be optimal to have one specific cold surface inside
a large control volume where water vapour enters. This design would minimise extreme molecular
flux gradients, which currently hinder the deposition process. As it stands, the deposition rate
has stabilised at approximately 50 grams per hour, which indicates substantial ice production in
relation to the high sublimation rate of 296.9 grams per hour. This highlights the importance of
redesigning the cold trap to facilitate continuous water capture, improving the efficiency of the
process.

In terms of modelling the deposition process, careful consideration must be given to the initial
conditions, as they significantly impact the overall process. The current deposition model would
benefit from an extension to 2D modelling. Modelling 3D ice deposition under extreme vacuum
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conditions, where free molecular flow is present, is practically infeasible due to the complexity
and computational demands. Therefore, it is recommended to start by expanding the existing 1D
model to a 2D version, which can replicate the behaviour of the current model. The boundary
conditions used in the 1D model can be easily adapted and implemented into the 2D model, facil-
itating a smoother transition to more complex simulations.

Liquefaction, the process of transforming solid ice back into liquid water, presented no significant
challenges in this study. The time required for the phase transition is relatively low, and heating
the surrounding environment to facilitate the liquefaction of ice is straightforward. However, for
lunar exploration missions, it is essential to minimise energy consumption for systems to ensure
sustainability and optimal availability. This presents a challenge when considering the production
of multiple batches of ice. If large masses of ice are to be liquefied, contact between the heated
surface (in this study, a copper inlay) and the ice is necessary, as this significantly enhances thermal
transfer through conduction. For smaller batches, the design of the liquefaction chamber must be
revised to reduce the distance between the heated surface and the ice to minimise thermal losses.
Optimising surface-to-surface radiation behaviour in such a design would improve the overall ef-
ficiency of the liquefaction process, ensuring that energy consumption remains low and that the
system operates sustainably over extended periods.
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Over the past decade, significant advancements in space technology and exploration missions have
confirmed the presence of water on the Moon, a discovery with implications for human life support
and the establishment of a sustainable space environment. Water is crucial for sustaining the hu-
man presence in space, and it also offers a means to create rocket propellant through electrolysis,
which separates water into hydrogen and oxygen. These elements, both integral to propulsion,
exist on the Lunar surface both as isolated compounds and as water ice, embedded in the regolith.
This utility places water at the core of ISRU strategies, which are essential for long-term space
exploration and self-sufficient Lunar bases. This research investigates an optimised thermal ex-
traction method for lunar water, specifically focussing on electrical heating, a more controllable
and efficient approach compared to alternatives such as microwave heating. Although microwave
techniques offer rapid heating, they face significant drawbacks, particularly in maintaining stable
water vapour outgassing from the lunar regolith. Electrical heating has been selected for the pro-
cess, using cartridge heaters installed within cylindrical rods that are inserted into a sample of
regolith-ice mixture to initiate the sublimation stage. These rods are filled with magnesium oxide
in their voids to optimise heat transfer efficiency. Additionally, a unique design feature is incorpo-
rated to improve heating performance: the rods are not only used as heating elements but are also
rotated, further enhancing the heat distribution throughout the regolith. This rotation acted by a
stirring mechanism that mobilises the regolith particles, significantly increasing the effective ther-
mal conductivity. While regolith itself very poor thermal conductivity, this study has shown that
this stirring mechanism enhances it by over 75% relative to baseline conductivity, thus accelerating
the sublimation process. An analytical formula has been developed to quantify this effect, pro-
viding a calculation tool based on sample radius, rotation speed, and thermal properties (specific
heat, baseline conductivity, and density), adaptable to various experimental setups. The result is
a sublimation rate exceeding 296 grams per hour under optimal heating conditions (see table 10.1).

Once sublimated, the water vapour is directed to a secondary subsystem for capture. The pri-
mary objective in extracting water from regolith is capturing this vapour, as the end product in its
gaseous form is not useful. Here, water undergoes another phase transition, deposition, transform-
ing from vapour to solid ice on a cooled surface. The deposition process allows water vapour to
transition on the surface until equilibrium is reached, at which point additional ice growth ceases.
The deposition model requires expansion into a two-dimensional configuration due to the signifi-
cant discrepancies between experimental results and simulations. However, the existing 1D model
could still yield accurate results if initial conditions similar to those in the experimental setup are
implemented. To release the accumulated ice, a delamination process is employed by heating the
ice, resulting in a mass loss of only 7%. By gravitational force the ice is directed to the next
subsystem: liquefaction. In this stage, the ice undergoes further heating to reach melting, con-
verting to liquid water. While current simulations indicate that the applied heat flux for melting
the ice remains minimal, the phase transition occurs rapidly. This suggests that as long as power
input is sufficient to reach the energy threshold for phase change, liquefaction should not present
significant issues. After the liquefaction phase, the resulting liquid water is directed to a storage
system for subsequent purification. Given the likely presence of volatile compounds within the
extracted water, purification is essential to meet the required standards for human consumption
or potential use as a propellant.
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Each subsystem has been designed and tested with the goal of achieving operational performance
under conditions simulating the Lunar environment. Experiments were conducted in a thermal
vacuum chamber, with pressures as low as 1·10−6 mbar and temperatures reaching 140 K. Compre-
hensive multi-physics models support each experimental phase, allowing for analysis and validation
of sublimation, deposition, and liquefaction stages. Additionally, the study extends the analysis
of water vapour dynamics within the porous structure of the Lunar regolith, focusing on mass
transfer via diffusion, with modelling revealing a diffusion coefficient of 0.185 mm²/s. This find-
ing surpasses previous estimates that relied solely on Knudsen diffusion, as it incorporates the
molecular flux behaviour observed under high-vacuum conditions. Optimising and integrating
these subsystems presented the greatest challenge, revealing complex dependencies between sub-
limation rates, deposition capacities, and liquefaction efficiency. For instance, a high sublimation
rate may seem advantageous, yet becomes counterproductive if the system cannot subsequently
capture and freeze the vapour at a matching rate. Currently, the cold trap’s capacity cannot cope
with the sublimation rates, causing the need for design improvements. Similarly, the liquefaction
process completes within 200 seconds under ideal conditions, yet heating by radiative flux alone
can take hours to bring ice to its melting point (273.15 K), indicating the need for more responsive
heating solutions. Future work should address these design constraints, ensuring each stage op-
erates within the overall system, a key step in refining ISRU technologies for practical applications.

In conclusion, this research addresses critical technical challenges in Lunar water extraction, each
subsystem forming a link in ISRU-supply-chain that may eventually support a self-sustaining hu-
man presence on the Moon. With ongoing improvements in efficiency, the vision of a permanent
Lunar base becomes attainable, positioning this study as a foundational contribution toward real-
ising sustainable space exploration.

Stage I Stage II Stage III

Sublimation Deposition Liquefaction
Time [h] 16.1 0.7 1.0
Maximum Rate 296.9 [g/h] 50 [g/h] 2.5 [g/s]

Table 10.1: Summarised results for sublimation, deposition, and liquefaction pro-
cesses. Sublimation rate is based on constant 400 W heating for rpm = 1; deposition
occurs under optimised settings at stabilised conditions; liquefaction is achieved
with εF ≈ 50.
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Appendix | A

Fundamentals of Fluid Dynamics

§A.1 The equation of motion

§A.2 The equation of continuity

§A.3 The equation of energy

§A.4 Derivation of ordinary differential equation

The appendix presents a set of equations that form the foundational principles of fluid dynamics.
These equations are essential for understanding the behaviour of fluids and include key concepts
such as continuity, momentum conservation, and energy equations. Each equation is discussed in
the context of its application and relevance to fluid flow analysis, offering a comprehensive overview
of the mathematical framework underlying fluid dynamics.
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§A.1 The equation of motion

The basic equation for fluid motion is the well-known Naviér-Stokes equation. Momentum conser-
vation for a fluid can be written as follows:

ρ
∂v

∂t
+ ρv(∇ · v) = −v(∇ · ρv)−∇p−∇ · τ + ρg (1)

§A.2 The equation of continuity

The basic equation for fluid motion is the well-known Naviér-Stokes equation. Momentum conser-
vation for a fluid can be written as follows:

ρ
∂v

∂t
+ ρv(∇ · v) = −v(∇ · ρv)−∇p−∇ · τ + ρg (2)

§A.3 The equation of energy

The general heat equation is given by:

ρCp

(∂T
∂t

+ v · ∇T
)
= k∇2T − Tα∇ · v − τ : ∇v (3)

§A.4 Derivation of ordinary differential equation

Suppose the density ρ is constant and term τ : ∇v can be neglected. Note: for systems with large
velocity gradients this term cannot be neglected. Since the density is constant, dρ/dt = 0, which
can be substituted in eq. 2:

∇ · ρv = 0 ⇒ ∇ · v = 0 (4)

If above is substituted in equations 3 and 2, the equation of heat and momentum, respectively,
becomes:

ρCp

(∂T
∂t

+ v · ∇T
)
= k∇2T ⇒ 1

α

(∂T
∂t

+ v · ∇T
)
= ∇2T (5)

and

ρ
∂v

∂t
= −∇p−∇ · τ + ρg (6)
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Appendix | B

Modelling and Programming

§B.1 Analytic Functions

§B.2 Ice Deposition Model, 1D

§B.3 Ice Liquefaction Model, 1D

§B.4 Enhancement of thermal conductivity

§B.5 Diffusivity, 2D

§B.6 Sublimation Model, 3D

§B.9 Additional coding

This appendix provides a comprehensive overview of the modelling approaches and programming
techniques utilized in this study. The sections detail the development and implementation of various
models and computational methods critical to simulating the complex thermal and phase-change
behaviours associated with water extraction processes. Each section focuses on a distinct aspect
of the modelling work, showcasing analytical methods, 1D and multi-dimensional simulations, and
solver strategies.
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§B.1 Analytic Functions

Thermal and physical properties are defined as temperature-dependent functions. In this section,
these functions are displayed in a well-defined temperature range.

Figure 1: 1: Thermal conductivity of regolith with respect to the temperature,
adapted from Hab [2022] and further derived to a simplified cubic polynomial:kr =
1.03e − 10T 3 + 8.605e − 8T 2 + 1.54e − 5T + 9.09e − 5, valid for T = [0 800] with
residual error < 1e-5; Thermal conductivity of ice with respect to the temperature,
defined as: ki = 488.19/T + 0.4685, valid for T = [5 800]
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Figure 2: 1: Specific heat capacity of regolith, adapted from Hab [2022]
and further derived to a simplified quadratic polynomial: Cpr = 3.87e −
9T 4 − 4.14e − 6T 3 − 0.0020T 2 + 3.64T − 58.40, valid for T = [0.2 650] 2:
Thermal conductivity of ice with respect to the temperature, adapted from
Hab [2022] and further simplified to: Cpi = −7.73T (exp (−0.0013T 2)− 1) ·
0.0085T 6 exp (−3T 0.5) + 2.0825e− 7T 4 exp (−0.0497T ) + 1, valid for T = [0 300]

Figure 3: Surface emissivity of regolith, adapted from Hab [2022] and defined as:
ϵr = −1.6080e− 6T 2 + 0.0022T + 0.2394, valid for T = [40 600].
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Figure 4: Smooth heaviside step function defining the phase transition from phase
1 to phase 2 or θ2 = α1→2 satisfying θ1+θ2 = 1; it describes a continuous transition
within the transition interval ∆T = 100 K around the phase transition temperature
Tpc = 273.15 K.

Figure 5: Periodic wave form describing the fraction of one period T in which
the power signal P is active. Duty cycle (DC) is expressed as a ratio of the pulse
width, in which the signal is active, to the period; above is merely an example of a
periodic function applying to a system parameter.
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§B.2 Ice Deposition Model, 1D

The provided code snippet defines a computational model for simulating phase change processes
involving frost and vapour domains. It includes initial temperature calculations for frost and
vapour regions, density computations for solid and fluid states, and velocity calculations for phase
boundaries. The code sets weak constraints for pressure control (PCI) at various nodes, defines
dependent variables like displacement and pressure, and outlines the use of a linear and a non-linear
solver with a constant Newton method for iterative convergence, using a damping factor (ζ = 0.9).
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§B.3 Ice Liquefaction Model, 1D

In the figure below, the inner copper geometry of the liquefaction chamber is depicted. Only this
part of the geometry is covered by heating cables to facilitate the phase transition. To determine
the radiative heat flux reaching the ice domain, the view factor is calculated. The view factor is

Figure 6: Model geometry of the inner liquefaction chamber, with an ice cone
placed at the center. *An ideal configuration would have the ice cone directly in
contact with the copper tubing to promote heat conduction via contact points.

computed for each evaluation point along the boundaries, which have both an upper and a lower
side that can be exposed to radiation. In this model, the liquefaction chamber radiates inward,
while the ice radiates outward. The operator I evaluates the mutual surface irradiation based
on both the upper and lower surfaces, which are active for all boundaries with surface-to-surface
radiation features. The Iu and Id operators compute the radiative heat flux on the upper and lower
surfaces of the boundary, respectively. The expression_upside and expression_downside represent
the radiosity expressions for the upper and lower surfaces that irradiate the boundary where the
operators are evaluated. To compute the geometric view factor, such as Fext→int, the following
integration is defined:

Fext→int =

∫
Sint

Iu(ext, 0)dS

Aext
(7)
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Here, Sint and Sext represent the interior and exterior surfaces, while Aint and Aext are the corre-
sponding surface areas. Integration in the numerator is evaluated over the ice cone, which radiates
only from the upper surface. Consequently, Id(, ) is a zero value, simplifying the integrand to
Iu(0, expression_upside). Furthermore, because the outer surface of the liquefaction chamber ra-
diates only from the lower side, it may seem that expression_downside should be ext. However,
since the liquefaction chamber is modelled as a 3D solid, radiation from the inner surface on the up-
per side results in the correct radiative heat flux toward the ice cone. Hence, expression_downside
should instead be Iu(ext, 0).

Page 113 of 124



BIBLIOGRAPHY

§B.4 Enhancement of thermal conductivity

To represent all the thermal conductivity components in a 3D visualisation, one needs to consider
the complete 3x3 thermal conductivity tensor:

K =

kxx kxy kxz
kyx kyy kyz
kzx kzy kzz


and the heat flux tensor:

q̇ =

qxx 0 0
0 qyy 0
0 0 qzz


For simplicity, one assumes negligible off-diagonal heat flux values, which reduces computational
complexity by approximating these terms as zero. However, for more comprehensive models, such
as those involving the Lunar regolith where anisotropic properties could be significant, these terms
may need to be accounted for. To derive the heat flux tensor, Fourier’s law for heat conduction is
applied:

q̇ = −K∇T

where ∇T is the temperature gradient vector:

∇T =

∂T
∂x
∂T
∂y
∂T
∂z


Expanding the expression for q̇ yields:

q̇ =

q̇xq̇y
q̇z

 = −

kxx kxy kxz
kyx kyy kyz
kzx kzy kzz

∂T
∂x
∂T
∂y
∂T
∂z


Breaking down each component:

q̇x = −(kxx
∂T

∂x
+ kxy

∂T

∂y
+ kxz

∂T

∂z
)

q̇y = −(kyx
∂T

∂x
+ kyy

∂T

∂y
+ kyz

∂T

∂z
)

q̇z = −(kzx
∂T

∂x
+ kzy

∂T

∂y
+ kzz

∂T

∂z
)

When examining thermal conduction within a 3D volume, such as a sample of Lunar regolith, the
thermal conductivity tensor must be integrated over the entire domain to capture the directional
dependence of heat transfer. The anisotropic nature of regolith can cause kxx, kyy, and kzz to
vary, with cross-terms (kxy, kxz, etc.) indicating interactions between axes. Consider §B.6, which
details the 3D Sublimation Model for calculating enhanced effective thermal conductivity keff .
The focus on integrating across vectors of K allows the study to verify thermal conduction effects
and account for rotational influences on the sample. To illustrate the analysis, consider a 3D cube
with equal side lengths, represented in Figure 7. This visualisation helps demonstrate how the
thermal conductivity is approached by calculating the heat flux q̇ and the temperature gradient
∇T between parallel boundaries in all directions. The approach shown in fig. 7 uses a systematic
analysis where 64 samples are tested to iteratively calculate the impact of positional variations
throughout the sample volume. Each sample is assessed by measuring the heat flux across the
cube. This indicates that thermal conductivity calculations are valid across the entire domain of
Lunar regolith, ensuring consistency and equivalence in all tensor vectors. This is particularly
important given the rotational effects of the sample.
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Figure 7: Thermal conductivity assessment through heat flux q̇ and temperature
gradient ∇T calculations between the cube’s parallel boundaries; dimensions of the
cube are 10x10x10 mm.
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§B.5 Diffusivity, 2D

This passage outlines how to evaluate the diffusion coefficient D for free molecular flow within a
regolith structure using simulations. The coefficient is calculated based on the molecular flux J
across the boundary Γ and the concentration gradient ∆ϕ between the inlet and outlet:

D =

∫
J dΓ

1

∆ϕ
,

where ∆ϕ is the concentration difference, expressed in mol/m3, derived from flux measurements
at the inlet and outlet.

• Geometry and Dimensions: The simulated geometry of the regolith has dimensions L×H =
140× 70 microns, with ∆x = L and ∆y = H.

• Inlet: Located at x = L with a pressure p = 0.11 Pa, obtained from the 3D Sublimation
Model and related to the section on pressure build-up.

• Outlet: Positioned at x = 0, with p = 0 to focus on pressure deviation ∆ψ, which is critical
for analysing flow behaviour.

• Symmetry: Applied at y = 0 and y = H, maintaining consistency in boundary conditions.

The diffusion process in free molecular flow depends on precise local pressure and temperature
assessments within the pores. This detailed calculation enhances the understanding of transport
properties in small-pore structures and informs the overall modelling of molecular diffusion. Figure
8 illustrates the molecular flux distribution across the porous regolith slab. This visualisation,
generated through image processing techniques (explained in Appendix B.6), aids in comprehending
how flux and concentration gradients behave under specific boundary conditions.
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Figure 8: A porous slab (140 µm × 70 µm) of regolith with water vapour flow
through mean pore size of 8.59 µm. Image processing in MATLAB was used to
calculate this pore size, in alignment with Model I Definition. High molecular flux
at the inlet reduces toward the outlet, with flux calculations restricted to boundary
regions due to the free molecular flow assumption.
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§B.6 Sublimation Model, 3D

The initial step involved developing a two-dimensional model of the regolith-ice mixture, focusing
on parameters such as thermal conductivity, heat diffusion rate, and sublimation rate through the
cylindrical boundary of the sample. Note: The model does not assume that the sample’s thickness
is significantly larger than its radius, hence R ∼ H0, where H0 represents the initial thickness.
This thickness is defined precisely and aligns with 3D model representations. Additionally, the
2D model serves as a basis for exploring the analytical function of the active power signal P , as
shown in Fig. 5. The use of 2D modelling is advantageous due to its reduced computational time
compared to 3D modelling. For context, a 3D sublimation model, with an analytically active power
signal over a duration of t = 0 to t = 40 hours, would take over five days to compute using a 20
GHz processor running at 99% capacity.

In the 3D sublimation model, the volume shown in fig. 7 represents the icy-regolith mixture.
This setup excludes the stirring mechanism, cartridge heaters, crucible housing, and other compo-
nents depicted in figs. 4.1 and 4.3, which are extruded from the model’s volume. Heat is applied to
the boundary surfaces of the rods, whose surface area is denoted by Arod. Consequently, only the
domain of the icy-regolith mixture remains. The mixture is treated as a fluid to accommodate the
phase transition from ice to water vapour. Modelling it as a solid would preclude the simulation
of water vapour outgassing. Once the phase change temperature Tpc is reached, the water vapour
escapes through the regolith’s pores, eventually exiting at the top surface (at z = zLV L) of the
domain.

Figure 9: Sublimation rates for input power of 200 W and 400 W; the sublimation
rate are given on a logarithmic scale to visualise the difference in no rotor and rotor,
i.e. rpm = 0 and rpm > 0, respectively.
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§B.7 Additional Coding

A porous medium of Lunar regolith can be displayed as below figure. It shows the irregular
shapes of the particles including the pores for which a MATLAB code is obtained determining
the mean pore size and particle size distribution. This analysis begins with the processing of an

Figure 10: Porous medium of Lunar regolith, an example of irregular shaped
particles. An image created by [COMSOL Multiphysics®] and adapted to current
study; scale in this example is L x H = 140 x 70 µm

image representing a porous material to identify the pore structure and compute the Knudsen
number. The process involves several steps including image processing, morphological operations
to enhance pore detection, and the calculation of pore size distribution. The Knudsen number is
then calculated using two methods based on the mean free path of water vapour in the porous
medium.

1. The image is first loaded and, if necessary, converted to grayscale. Then, the ‘imbinarize‘
function is used to convert the grayscale image into a binary image, where white areas
represent solid material, and black areas represent pores. To refine the pore detection,
morphological operations are applied. Specifically, the image is eroded using a disk-shaped
structuring element to separate connected pores and then dilated to restore the original size.
S

2. The connected components in the binary image are labelled using ‘bwlabel‘, and the ‘re-
gionprops‘ function is used to extract properties of these labelled regions, including area,
equivalent diameter, and centroid. The equivalent diameters of the pores are extracted,
and these values are converted from pixels to microns using a pixel-to-real-world conver-
sion factor. The equivalent pore diameters are then used to construct a histogram, showing
the particle size distribution. The mean pore size is also calculated as the average of the
equivalent diameters.

3. The Knudsen number (Kn) is calculated using two methods based on the mean free path of
water vapour molecules, which depends on the properties of the gas and the porous material.

Once the mean free path is calculated using both methods, the Knudsen number is determined by
dividing the mean free path by the characteristic pore size d (in microns). This provides insights
into the flow regime within the porous medium. For Kn < 1, the flow is typically continuum, while
for Kn > 10, the flow is free molecular. The particle size distribution is plotted as a histogram,
and the mean pore size is calculated from the extracted pore diameters. The Knudsen numbers are
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computed using both the viscosity-based and molecular diameter-based methods. These results
characterise the flow regime in the porous material and help determine whether the flow is contin-
uum or free molecular. In conclusion, this analysis successfully identifies and measures the pore

Figure 11: The particle size distribution has a mean size of 43.6 µm, while the
mean pore size is 423 µm. It is crucial to understand the relationship between
the scaling factors L × H and how they influence the accurate identification and
measurement of pore and particle sizes in the regolith.

structure of the material and calculates the Knudsen number, which provides critical information
about the flow behaviour in the porous medium.
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Mathematical Topics

§C.1 The Clapeyron–Clausius equation

§C.2 The Interquartile Range Method

§C.3 Curve Fitting

In this appendix we summarise information on mathematical topics (other than vectors and tensors)
that are useful in this study.
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§C.2 The Interquartile Range Method

Outlier detection is a critical process in data analysis, especially when dealing with experimental
data where inaccuracies or anomalies can skew results. In thermal conductivity studies, such as
those involving data from COMSOL simulations, it is essential to identify and remove outliers to
ensure the accuracy of the calculated thermal properties. The Interquartile Range (IQR) method
is a widely used statistical technique for this purpose, offering a robust means of detecting outliers
by considering the spread and distribution of the data.

The MATLAB script attached is designed to process thermal conductivity data, detect and re-
move outliers, and visualise the results to facilitate further analysis. The steps involved include
data loading, cleaning, thermal conductivity calculation, outlier detection using the IQR method,
and subsequent data visualization:

1. The script begins by loading the thermal conductivity data (kxx, kyy, kzz) and temperature
values using the ‘ReadData()‘ function. The data is stored in a matrix format, where each
matrix corresponds to a different component of thermal conductivity.

2. The thermal conductivity for each data point is then calculated using the formula:

ki =
√
k2xx + k2yy + k2zz

This results in a matrix ki representing the effective thermal conductivity for each temper-
ature point.

3. The first quartile (Q1) and third quartile (Q3) of the thermal conductivity data are calculated
using the ‘prctile()‘ function. Q1 represents the 25th percentile, and Q3 represents the 75th
percentile of the data.The Interquartile Range (IQR) is computed as the difference between
Q3 and Q1:

IQR = Q3−Q1

4. The lower and upper bounds for outlier detection are calculated using the IQR:

Lower Bound = Q1− 1.5× IQR

Upper Bound = Q3 + 1.5× IQR

5. Any data points below the lower bound or above the upper bound are classified as outliers.

By applying the IQR method, the script effectively identifies and removes outliers, ensuring that
the subsequent analysis of thermal conductivity is based on accurate and reliable data. This process
is crucial for maintaining the integrity of experimental results and drawing meaningful conclusions
from the data:
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Figure 12: Removing the outliers using the IQR method resulting in accurate
data analysis.
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§C.3 Curve Fitting

The MATLAB script presented here implements a process, focusing on the curve fitting and op-
timization of thermal conductivity data after outlier removal. The script begins by reading and
preparing the data, including the removal of outliers using the Interquartile Range (IQR) method.
Subsequently, it performs curve fitting using an optimization routine to determine the parameters
that best fit the data. The results, including the original data points, fitted curve, and baseline
thermal conductivity, are visualized to provide insights into the thermal behaviour of the material:

1. The script begins by loading and preparing the data using a previously defined ‘IQR()‘
function, which processes thermal conductivity data to remove outliers.

2. Following this, the script identifies and removes columns that contain NaN values, which
have resulted from the outlier removal process. The cleaned data matrix is then averaged
across the remaining columns to obtain a single vector representing the thermal conductivity
at each temperature.

3. The baseline thermal conductivity function, kr(T ), is defined as a polynomial function of
temperature T as described in fig. 1.

4. The script proceeds to fit the cleaned thermal conductivity data to a model that includes the
baseline function kr(T ) and an additional term representing the contribution of a specific
physical process. For clarification, the model is:

keff(T ) = kr(T ) + C × ρ× cp(T )× ω × r2

5. The function fit_k_eff performs the optimization to find the best-fit value of C using
the ’fminunc‘ function, which minimises the error between the model’s predictions and the
measured thermal conductivity data. The optimization process iteratively adjusts C to
minimise the sum of squared differences between the fitted and measured values.

6. The specific heat capacity, Cpr(T ), is modelled as a polynomial function of temperature
according to fig. 2.

7. The script calculates the error between the fitted model and the actual measured data using
the compute_k_eff function. This function computes the fitted thermal conductivity
values and then calculates the sum of squared errors as a measure of the fit’s accuracy.

The curve fitting and optimization process described in this script is essential for accurately mod-
elling thermal conductivity as a function of temperature. By removing outliers, defining a baseline
function, and optimizing the fit of the experimental data to a theoretical model, the script ensures
that the derived parameters, such as the fitting constant C, are reliable of the thermal properties
of regolith.
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