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Abstract. Probabilistic model checkers can be used to formally verify
the behaviour of a system. We can analyse a quantitative property like
the chance of success, the expected costs, or uptime of a system. Al-
though traditionally only one property is considered at the same time,
in most real-life processes multiple properties influence each other. For
example, the highest expected uptime of a system might be dispropor-
tionately expensive. Therefore, we focus on multi-objective probabilistic
model checking, which allows us to consider the trade-offs between sev-
eral properties. Since model checkers are used to analyse safety-critical
processes such as space travel, it is important that they are reliable.
Our research aims at assessing and improving the state of probabilistic
model checkers. We show that there are several mistakes in state-of-the-
arts model checkers. We then show the origins of these mistakes and
solve most of them. We then replicate the most common multi-objective
model checking papers using the Modest Toolset to investigate the va-
lidity of these algorithms. We found several mistakes and curiosities in
the replicated papers.
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1 Introduction

Imagine sending a Mars rover on a mission with limited battery life, where
each decision could mean mission success or failure. How do you ensure optimal
performance while managing various risks? As is common in such cases, we start
by modelling the underlying process. In order to do so, we need to determine
the nondeterministic choices we can make, such as whether to drive to a crater
or to stay still and collect solar power. Moreover, we need to determine the
probabilities of the outcomes for each of the choices, such as the rover crashing.
When we do this, the process can be modelled using a Markov decision process
(MDP) [43,64].

By modelling processes as MDPs, we can analyse the behaviour of the mod-
elled process. We can address quantitative questions such as “what is the prob-
ability that a robot will successfully hand over an item?” [71] or “what is the
minimum cost of an attack on a smart grid?” [9]. Quantitative questions are so
fundamental in probabilistic model checking that they have their own name. We
will from now on refer to quantitative questions as properties.

There are several ways to evaluate properties. In this research, we will fo-
cus on probabilistic model checking. In probabilistic model checking, the entire
model is explored to compute exact results. However, when MDPs grow too large
to fully explore, it is possible to use partial exploration [51], statistical model
checking [41,74] or reinforcement learning [46]. These approaches can typically
handle much larger models, at the expense of losing some accuracy.

In addition to several ways to evaluate, we also distinguish several types of
properties. First, there are probabilistic reachability properties. These properties
express the probability of reaching a certain state, such as “what is the proba-
bility of a robot successfully handing over an item?”. The other two categories
of properties use rewards. A reward is a value given when a positive or negative
event occurs. We want to maximise a positive reward, such as the uptime of
a system, while we want to minimise a negative reward such as the costs. We
consider two types of properties: expected properties and strict properties. Ex-
pected properties calculate the expected reward. Strict properties on the other
hand, consider the highest or lowest value a reward might have. If we had the
choice of taking e90 or a probability of 0.99 to get e100, the maximum expected
reward would be e99, but the maximum strict reward would be e90. Both types
of properties have important applications. For a plane, low expected fuel con-
sumption would be beneficial for monetary reasons, but it is more critical that
fuel does not run out for safety reasons. On the other hand, a company might be
more interested in getting a high expected return on investment and less in the
maximum return it could theoretically achieve. Although strict properties have
important applications, we consider only expected properties in this paper.

So far, we have mainly considered properties with one variable. These are
single-objective properties and have been thoroughly investigated. In practice,
however, engineers often must find a balance between several variables. For
example, we might want a robot to complete as many tasks as possible, but
we also need to ensure that its battery does not run out [69]. Conventional
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single-objective approaches cannot capture such constraints. This is where multi-
objective model checking comes in. Multi-objective model checking allows us to
find the trade-offs between several variables.

Multi-objective model checking has received less research attention than
single-objective approaches. However, several algorithms [10,28,30,36] and tools
[6,31,40,52,53] are available to evaluate multi-objective properties.

It is important that the results provided by these tools are actually correct.
Errors in model checkers are problematic, as users need to be able to trust the
results. Model checkers are used in safety-critical applications, such as space
travel [70] or medical devices [20] to formally verify their systems. Failures in
these domains can cost billions of dollars and even lives. Therefore, it is crucial
that when model checkers are used in these domains, they are accurate and
reliable.

In an attempt to guarantee the correctness of these tools, some algorithms
have been proven correct [29], but for some only parts have been proven [30]. This
is important because this means that there might be mistakes in these unproven
algorithms. For example, one of the most prevalent algorithms in probabilistic
non-multi-objective model checking was only shown to not have a reliable upper-
bound in 2014 [34]. Even if these proofs are given, classical proofs such as [30] are
error prone because they are susceptible to human error. Moreover, the actual
implementations of the algorithms have not been proven either.

Proving the correctness of probabilistic model checking algorithms using in-
teractive theorem provers [60] is more reliable [73]. However, this is still an active
area of research [39]. This means that most implementations have not yet been
proven in this way, and thus there may still be errors in the implementations.

1.1 Related Work

A benchmark of multi-objective properties on several multi-objective model
checkers was performed in [2]. This research assessed whether the speed at which
tools determined whether it was possible to achieve certain combinations of val-
ues for the given variables. However, it did not verify the accuracy of the results
of the properties. Only the speed of the tools to provide any answer was consid-
ered. In fact, some tools provided different results for the same models. However,
the research did not investigate which answers were correct.

For single-objective properties, the accuracy of probabilistic model checking
tools has been examined [37]. It was shown that there is a large difference in the
reliability and performance of different implementations.

In addition, commonly used algorithms have been shown not to always be
reliable. Value iteration, which is one of the most common algorithms used in
probabilistic model checking, has been shown to not have reliable upper bounds
[34].

An interesting approach is taken for tools that verify C and Java programs.
During the yearly SV-COMP competition, verifiers participate in a competition
where they are penalised significantly for incorrect results [27]. By doing this,
mistakes can be detected in the verifiers.
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Efforts have also been made to provide stronger guarantees than what we can
provide with our proposed tests. There has been a start to proof the correctness
of probabilistic algorithms [39]. However, this is still an active area of research.

1.2 Origin Of Work

Before this research, we have tried to replicate a small part of a certain multi-
objective model checking paper [30]. We did this as part of the Capita Selecta
course offered by the University of Twente, in which students have to select a
research topic and write a paper about this topic.

During this preliminary research, we compared our implementation with the
existing implementation in the existing model checker PRISM [53]. In doing
this, we observed unexpected behaviour in PRISM as we will show at the start
of Section 4. We were not sure at this point whether the origin of these mistakes
was in the theory behind the model checker, or in the implementation. We did
also not know whether such mistakes were present in new tools. This also led to
other interesting observations in the types of models that cannot be evaluated,
which we will explain in Section 6.

Based on these two observations, we came up with the following research
questions:

– RQ1 Which mistakes are present in existing model checkers?
– RQ2 What is the origin of the mistakes in existing model checkers?
– RQ3 Which mistakes are present in multi-objective model checking theory?
– RQ4 How should invalid models be treated?

1.3 Contributions

Our goal with this research is to improve the state of multi-objective model
checking on three facets. First, we aim to improve the existing multi-objective
model checking tools. Next, we want to improve the current theory by highlight-
ing mistakes in existing papers and developing some of our own theory. Lastly,
we want to introduce a new multi-objective model checking tool such that more
tools can be compared to each other to find mistakes. We will explain these steps
in more detail.

First, we evaluate the most prevalent probabilistic model checkers that sup-
port multi-objective properties [31,40,53] on several types of models in Section 4.
Using this approach, we show that there are mistakes and inconsistencies in the
current generation of probabilistic model checking tools.

We then discuss these mistakes in greater depth and find the causes of these
problems in Section 5. We made pull requests to resolve these issues, or, if
fixing these problems was too time-consuming, we reported the problems to the
maintainers of the relevant tools to improve the existing model checkers.

A subset of MDPs with rewards are commonly considered modelling errors
in the literature and are the most common tools. We will consider these mod-
els in Section 6. We found in Section 5 that the commonly excluded subset of
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models can be quite tricky to identify in practice. Therefore, we define our own
restriction in Section 6.2. This approach excludes more models than the ap-
proaches used by Storm, ePMC and PRISM, but it is easier to implement and
also excludes more degenerate cases.

After primarily considering existing tools, we shift our focus to new tools.
In Section 7 we provide the reader with a more in-depth explanation of the two
common algorithms than their papers, since we are not restricted by a page
limit. Moreover, we explain geometric computations that are required in [30],
but for which little guidance is given. Here, we also introduce some new theory.

We then aim to locate mistakes in the original papers [29,30] by replicating
these papers. We do so by implementing the algorithms shown in the papers
in the Modest Toolset [35]. We discuss the mistakes we found in these papers
and highlight important details to consider when implementing these algorithms
in Section 8. By learning from the mistakes found in existing tools, we aim to
provide a more reliable model checker.

Lastly, we validate our changes to existing tools and our new implementation
in the Modest Toolset in Section 9 to show that the new approaches are still
not completely consistent, but a significant improvement has been made on the
evaluated models.

2 Background

Before we proceed, we establish the notation that we will use. Moreover, we
provide background knowledge so that the reader can familiarise themselves
with the subject of probabilistic multi-objective model checking. A summary of
the notation can be found in Appendix A.

2.1 Notation

We use several sets in this paper. First, we have natural numbers including 0,
which we denote as N0. We also commonly use positive natural numbers, which
are denoted as N+. If we also include∞ into these two sets, we get the sets N0,∞
and N+,∞, respectively. We also use the set of real numbers, which we denote
by R. The empty set is denoted as ∅ and the powerset of X as P(X).

We also use injective and partial functions. An injective function has a result
for every input in its domain. In contrast, a partial function may not be defined
for some inputs. We denote an injective function f , which has X and range Y
as f : X → Y . If f is a partial function, we denote it as f : X ⇀ Y .

To model uncertainty, we use probability distributions. A probability distri-
bution is a function that maps all elements of a finite set X to a probability. We
denote this by Dist : X → [0, 1]. Since these are probabilities, their sum must
equal one:

∑
x∈X Dist(x) = 1.

We often need a function that is 1 when a condition P is satisfied and 0 if

not. We use the Iverson bracket to denote this [P ] =
{

1, if P is true
0, otherwise

.
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To denote a tuple x ∈ Rn, we use x = ⟨x1, . . . xn⟩. We can always refer to
the ith element of a tuple x as xi. A tuple of size n with all n elements being 0
is denoted as 0n.

2.2 Markov Decision Process

The type of model that we consider for multi-objective probabilistic model check-
ing is a Markov decision process (MDP) [43,64]. An MDP is an automaton with
both nondeterministic and probabilistic choices. This means that when we are
in a state, a nondeterministic choice to needs to be selected. This nondetermin-
istic choice is referred to as an action. If we take this action, we end up in a
new state via a probabilistic choice associated with the nondeterministic choice.
This probabilistic choice is based on a probability distribution over the successor
states.

Example 1. We will look at a case of a programmer who considers switching jobs.
After some research, they found that a few months ago a huge group of local
companies teamed up to create a transparent application process. The companies
were trying to find a way to remove human bias from the application process. To
do this, they came up with a pilot application process based on “hiring points”.

The company hires the candidate with the highest number of hiring points.
It turns out that the programmer cannot influence most of these hiring points
in a few months. A lot of the hiring points are assigned to based on work ex-
perience. However, certain certifications also provide hiring points, two of those
certifications the programmer does not yet possess.

The certification can be obtained by taking a physical exam. The exam has a
85% passing rate, but it can only be taken every two years, which means that the
programmer can only take this exam once during their current job search. After
getting this certification, they can get the second certification, which is a higher
level of the first certification. The second certification can be obtained via an
online exam, which can be done as often as the candidate wants. Unfortunately,
this exam only has a 20% passing rate.

We can model this process using the MDP shown in Figure 1. Here, sI is the
state in which the programmer starts, denoted by the arrow without input. In
this state, there are two nondeterministic choices: ignore the certification process
(stop) or take the first exam (try1 ). If they take the exam, they have 0.85 (85%)
chance of passing it, which means that they end up in passed1 . If they fail the
exam, they end up in the finished state, since they cannot take the exam again
during the job search and cannot take the second exam without passing the first.
From passed1 , they again have the nondeterministic choice of taking the second
exam (try2 ) or to quit (stop). If they take the exam, they have a 0.2 (20%) chance
of success, otherwise they fail it and get the same nondeterministic choice again.

We can now formally describe Markov decision processes in Definition 1 and
show the formal notation of Example 1 in Example 2.
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sI

passed1

finished

try1

0.85

0.15
stop

1

try2

0.2

0.8

stop

1

Fig. 1. Markov decision process of a certification process

Definition 1. A Markov decision process (MDP) M is a tuple
M = ⟨S, sI ,A, δ⟩, where:

– S is the state space: a finite set of states,
– sI ∈ S is the initial state,
– A are all supported actions: a finite set of actions, and
– δ : S → A⇀ Dist(S) is the transition function.

Example 2. Figure 1 is the MDP M = ⟨S, sI ,A, δ⟩ such that:

– S = {sI , passed1 , finished},
– A = {try1 , try2 , stop}, and

– δ =



sI 7→

{
try1 7→ {sI 7→ 0, passed1 7→ 0.85, stop 7→ 0.15} ,

stop 7→ {sI 7→ 0, passed1 7→ 0, stop 7→ 1}

}
,

passed1 7→

{
try2 7→ {sI 7→ 0, passed1 7→ 0.8, stop 7→ 0.2} ,

stop 7→ {sI 7→ 0, passed1 7→ 0, stop 7→ 1}

}
,

finished 7→ ∅


.

In a state, not all actions might be available. For example, in Figure 1, in sI
actions can be chosen try1 and stop, but cannot be performed try2 . To obtain
the set of all available actions, we use Definition 2.

Definition 2. The available actions for a state in MDP M = ⟨S, sI ,A, δ⟩
are given by the function αM : S → P(A) such that:

αM(s) def= {a ∈ A | δ(s)(a) is defined} .

Example 3. We can see that in Figure 1, there are no actions available in the
state finished. This can also be observed using Definition 2 and Example 2:
αM(finished) = ∅.
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Fig. 2. Deadlock-free Markov decision process of a certification process

If there are no available actions in a state, this is called a deadlock since we
cannot proceed from this state. Many algorithms work only for MDPs without
deadlocks. Fortunately, it is possible to eliminate deadlocks with a simple trans-
formation. For each deadlock state, a τ action is added that goes to the same
deadlocked state. For the remainder of the paper, we assume that all MDPs have
been made deadlock-free by applying this transformation, which is formalised in
Proposition 1.

Proposition 1. LetM = ⟨S, sI ,A, δ⟩ be an MDP. LetM′ = ⟨S, sI ,A ∪ {τ} , δ′⟩
be the MDP with δ′ the function such that:

δ′(s) def=
{

δ(s), if αM(s) ̸= ∅
{τ 7→ {s′ 7→ [s = s′] | s′ ∈ S}} , otherwise

Then M′ is deadlock-free and the only difference in supported executions of M,
is that there might be an infinite sequence of τ loops appended to executions in
M′.

Example 4. If we apply Proposition 1 to Figure 1, we obtain the deadlock-free
MDP shown in Figure 2. The only change is the τ loop added to the finished
state.

2.3 Path

We model processes using MDPs, so that we can analyse the process by analysing
the MDP. Analysing an MDP in this context means computing what we would
expect to observe during an execution of the MDP.

Executing an MDP means starting in a state, selecting an available action,
going to the next state based on the probability distribution, and repeating this
process from this next state. Such an execution is described by a path. Notice
that since all deadlocks have been removed, executions can continue indefinitely.
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Definition 3. A path in MDP M = ⟨S, sI ,A, δ⟩ is an infinite sequence π =
s1a1s2a2 . . . , such that:

∀i ∈ N+,∞ : si ∈ S ∧ ai ∈ αM(si) ∧ δ(si)(ai)(si+1) > 0.

Example 5. If we start in sI in Figure 2 and decide to take try1 and by chance
end up in passed1 , from which we take stop to end up in finished, we get the
path: sI try1 passed1 stop finished τ finished τ finished . . . Notice that we cannot
leave the finished state, so the path will end with an infinite number of τ actions
to go to the finished state.

We will also need to define which states are reachable from each other. Being
reachable means that there exists a path from one state to another, with arbi-
trarily many states in between.

Definition 4. The state sj ∈ S is reachable from si ∈ S in MDP M if and
only if there exists a path siai . . . sj . . . in M. We denote this as si

M−−→ sj.

Example 6. The state passed1 is reachable from sI . It can be reached by any
path that starts with sI try1 passed1 . However, the converse does not hold. sI is
not reachable from passed1 , as there is no path from passed1 that leads to sI .

2.4 Strategy

In order to execute the MDP, we need some way of selecting the action to take in
each state. The way in which we decide which action to take is called a strategy.
There are several different types of strategies. First, it is possible to always select
the same action in the same state. This is called a memoryless strategy, which
is formalised in Definition 5. It is called memoryless, since it does not use any
information about the previously visited states.

Definition 5. A memoryless strategy for MDP M = ⟨S, sI ,A, δ⟩ is a func-
tion σm : S → A, such that:

∀s ∈ S : σm(s) ∈ αM(s).

Example 7. If we want a strategy for Figure 2 such that we always try to stop
as soon as possible, we can use the memoryless strategy:

σm = {sI 7→ stop, passed1 7→ stop, finished 7→ τ} .

In scenarios where we are only interested in the result after a finite number of
steps (actions taken in the current path), it might be beneficial to be able to
select a different action based on the length of the current path. That is why
we introduce a strategy that takes into account the current length of the path
to determine the action to take. This kind of strategy is called a step-positional
strategy, since it considers both the position (the current state) and the step
(the current length of the path).
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Definition 6. A step-positional strategy for MDP M = ⟨S, sI ,A, δ⟩ is a
function σS : S × N0 → A, such that:

∀s ∈ S, k ∈ N0 : σS(s, k) ∈ αM(s).

Example 8. If we need a strategy for Figure 2, such that we take the first exam,
but do not want to take more than three exams in total, we can use the following
step-positional strategy:

σS = {⟨sI , i⟩ 7→ try1 | i ∈ N0} ∪ {⟨finished, i⟩ 7→ τ | i ∈ N0}∪
{⟨passed1 , i⟩ 7→ try2 | i ∈ {0, 1, 2}} ∪ {⟨passed1 , i⟩ 7→ stop | i ∈ {3, 4, . . . }} .

Next, we list the probabilistic versions of the memoryless and step-positional
strategies in Definitions 7 and 8, respectively. The probabilistic versions intro-
duce a probabilistic choice to take an action instead of a deterministic choice like
in the previous definitions. We minimise the use of the probabilistic strategies
in algorithms, but maximise their use in definitions. This allows us to use the
most basic implementation while keeping the definitions as general as possible.

Definition 7. A probabilistic memoryless strategy for MDP
M = ⟨S, sI ,A, δ⟩ is a function σPm : S → Dist(A), such that:

∀s ∈ S, a ∈ A : σPm(s)(a) > 0 =⇒ a ∈ αM(s).

Example 9. We can use a probabilistic memoryless strategy for Figure 2 to flip
a coin on whether or not to take an exam.

σPm =


sI 7→ {try1 7→ 0.5, try2 7→ 0, stop 7→ 0.5, τ 7→ 0} ,

passed1 7→ {try1 7→ 0, try2 7→ 0.5, stop 7→ 0.5, τ 7→ 0} ,

finished 7→ {try1 7→ 0, try2 7→ 0, stop 7→ 0, τ 7→ 1}

 .

Definition 8. A probabilistic step-positional strategy for MDP
M = ⟨S, sI ,A, δ⟩ is a function σPs : S × N0 → Dist(A), such that:

∀s ∈ S, k ∈ N0, a ∈ A : σPs(s, k)(a) > 0 =⇒ a ∈ αM(s).

The set of all probabilistic step-positional strategies in MDPM is denoted
by StratM ⊆ S × N0 → Dist(A).

Example 10. We can construct a probabilistic step-positional strategy to Fig-
ure 2 to model the case where we flip a coin to determine whether to take an
exam three times and stop if we still have not passed both exams after that.

σPs = {⟨sI , i⟩ 7→ {try1 7→ 0.5, try2 7→ 0, stop 7→ 0.5, τ 7→ 0} | i ∈ N0}∪
{⟨passed1 , i⟩ 7→ {try1 7→ 0, try2 7→ 0.5, stop 7→ 0.5, τ 7→ 0} | i ∈ {0, 1, 2}}∪
{⟨passed1 , i⟩ 7→ {try1 7→ 0, try2 7→ 0, stop 7→ 1, τ 7→ 0} | i ∈ {3, 4, . . . }}∪
{⟨finished, i⟩ 7→ {try1 7→ 0, try2 7→ 0, stop 7→ 0, τ 7→ 1} | i ∈ N0} .



14 M. van Wijk

Note that all types of defined strategies can be described as a probabilistic step-
positional strategy. A (probabilistic) memoryless strategy can be expressed by
a (probabilistic) step-positional strategy, with the same action for each path
length. Moreover, a non-probabilistic strategy can be expressed as a proba-
bilistic strategy with the probability distribution that has probability 1 for the
selected action. For this reason, we will express definitions using probabilistic
step-positional strategies if possible. The same definitions can be used for the
other strategies by applying the transformations. We will write down the formal
transformations shortly, but to do so, we need a few more concepts.

In later definitions, we will need to access all paths for a strategy. These are
all paths in the MDP that only use actions allowed by the strategy.
Definition 9. The set of all paths for a strategy for MDPM = ⟨S, sI ,A, δ⟩,
for a probabilistic step-positional strategy σPs ∈ StratM, is the set:

ΠσPs
M

def= {s1a1s2a2 · · · | ∀i ∈ N+ : σPs(si, i− 1)(ai) > 0 ∧ δ(si)(ai)(si+1) > 0} .

We also need to define the chance of obtaining a certain path when using a given
strategy.
Definition 10. The path probability for a probabilistic step-positional strategy
σPs ∈ StratM and MDP M = ⟨S, sI ,A, δ⟩ for the path π = s1a1s2a2 . . . is
PrσPs

M : Dist(ΠσPs
M ) and is defined in [47]. The main idea is that we construct

cylinder sets in the form ζ(s1a1s2a2 . . . sn) which is the set of paths starting with
the prefix s1a1s2a2 . . . sn of which we take the smallest σ-algebra. The probability
of such a cylinder is:

PrσPs
M (ζ(s1a1s2a2 . . . sn)) def=

n∏
i=1

σPs(si, i− 1)(ai) · δ(si)(ai)(si+1).

Example 11. If we consider a probabilistic step-positional strategy σPs for Fig-
ure 2, such that we take the first exam but stop after that, we might get the
path sI try1 passed1 stop finished τfinished τ . . . . We can calculate the probability
of this path as follows:

PrσPs
M (sI try1 passed1 stop finished τfinished τ . . . )

= σPs(sI , 0)(try1 ) · δ(sI )(try1 )(passed1 )·
σPs(passed1 , 1)(stop) · δ(passed1 )(stop)(finished)·
σPs(finished, 2)(τ) · δ(finished)(τ)(finished) . . .

= 1 · 0.85 · 1 · 1 · 1 · 1 · · · = 0.85.

We can now define the transformations from memoryless, step-positional and
probablistic memoryless strategies to probabilistic step-positional strategies. We
describe these transformations in Propositions 2 to 4 respectively.
Proposition 2. Let M = ⟨S, sI ,A, δ⟩ be an MDP and σm be a memoryless
strategy. Let σPs be the probabilistic step-positional strategy such that:

∀s ∈ S, k ∈ N0, a ∈ A : σPs(s, k)(a) = [σm(s) = a].

Then Πσm

M = ΠσPs
M and Prσm

M = PrσPs
M .
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Proposition 3. Let M = ⟨S, sI ,A, δ⟩ be an MDP and σS be a step-positional
strategy. Let σPs be the probabilistic step-positional strategy such that:

∀s ∈ S, k ∈ N0, a ∈ A : σPs(s, k)(a) = [σS(s, k) = a].

Then ΠσS
M = ΠσPs

M and PrσS
M = PrσPs

M .

Proposition 4. Let M = ⟨S, sI ,A, δ⟩ be an MDP and σPm be a probabilistic
memoryless strategy. Let σPs be the probabilistic step-positional strategy such
that:

∀s ∈ S, k ∈ N0 : σPs(s, k) = σPm(s).
Then ΠσPm

M = ΠσPs
M and PrσPm

M = PrσPs
M .

2.5 Rewards

Now that we have defined strategies, we can execute an MDP. We are typically
not interested in any strategy, but in the best strategy for a given MDP. Right
now, we do not have a way to express what better means in an MDP. That is
why we introduce the notion of rewards. A reward in an MDP should be given
when either a positive or a negative event occurs in the modelled process. When
we do this, we can calculate the sum of the rewards for a path. By calculating
the reward for all possible paths that can be generated by executing a strategy,
we can then calculate the expected reward for a strategy. We can then compare
the strategies and determine the optimal expected reward.

2.5.1 Reward-structures There are several ways to give rewards. The first
type of reward we will consider is the reward for taking a branch. Branches are
the probabilistic choices in an MDP, so they describe which state we can end
up in after taking an action. For example, the action try1 in Figure 2, has two
branches: one that goes to passed1 and one that goes to finished. We define the
rewards for a path by defining a reward-structure, which assigns a reward to
each branch in the MDP.

Definition 11. A branch reward-structure for MDP M = ⟨S, sI ,A, δ⟩ is a
function ρ : S × A × S → R. The set of all branch reward-structures is
StructM

def= S ×A× S → R.

Example 12. Passing the first exam in Figure 3 gives one hiring point, therefore
we add a reward of +1 to the branch from the try1 action going to passed1 . In
addition, passing the second exam gives three hiring points. Hence, we add an
additional +3 reward on the branch going from the try2 action to the finished
state. We then obtain the reward structure ρ, which is visualised in Figure 3 and
is defined as:

ρ(s, a, s′) =


+1, if s = sI ∧ a = try1 ∧ s′ = passed1

+3, if s = passed1 ∧ a = try2 ∧ s′ = finished
0, otherwise
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Fig. 3. Certification process MDP with branch rewards

Another common type of reward-structure specifies a reward for selecting an
action from a state. We also call selecting an action from a state taking a transi-
tion. Therefore, we refer to this type of reward-structure as a transition reward-
structure. We do not call this an action reward-structure, since we can assign a
different reward for the same action if it was taken from a different state.

Definition 12. A transition reward-structure is a function ρA : S×A → R.

Fortunately, we can easily convert a transition reward-structure to a branch
reward-structure as shown in Proposition 5. This allows us to use transition
reward-structures in definitions while the implementation uses branch reward-
structures.

Proposition 5. Let M = ⟨S, sI ,A, δ⟩ be an MDP and ρA be an transition
reward-structure. Let ρ be a branch reward-structure, such that:

∀s ∈ S, a ∈ αM(s), s′ ∈ S : ρ(s, a, s′) = ρA(s, a).

Then for each path in M the sum of transitions reward for ρA after taking
k ∈ N0,∞ transitions will be the same as the sum of branch rewards for ρ after
k steps.

The last type of reward-structure we consider, gives rewards for entering a state,
except for the initial state. We do not give a reward for the initial state, since this
would complicate the conversion to a branch reward-structure. This exclusion
does not matter since each path includes the initial state, and thus all paths
would just have a reward offset by this value. Therefore, it does not influence
which strategy is optimal.

Definition 13. A state reward-structure is a function ρS : S → R.

Fortunately, we can also convert a state reward-structure into a branch reward-
structure as shown in Proposition 6, which also allows us to express reward-
structures for states while still using branch reward-structures in an implemen-
tation.
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Proposition 6. Let M = ⟨S, sI ,A, δ⟩ be an MDP and ρS be a state-reward
structure. Let ρ be the branch-reward structure, such that:

∀s ∈ S, a ∈ αM(s), s′ ∈ S : ρ(s, a, s′) = ρS(s′).

Then for each path in M the sum of state rewards for ρS after taking k ∈ N0,∞
transitions will be the same as the sum of branch rewards for ρ after k steps.

2.5.2 Properties Now that we have defined reward-structures, we can com-
pare different strategies. For this, we use expected rewards, of which we introduce
a few variations. Each of these variations has their own unique use cases.

The first is the cumulative reward. This type of reward allows for a bound on
the length of the paths (possibly infinity) and calculates the expected reward.

Definition 14. The cumulative reward for MDP M = ⟨S, sI ,A, δ⟩ is the
function CumRewM : StructM → N+,∞ × StratM → R, such that:

CumRewM(ρ)(k, σPs) def=
∫

π=s1a1s2a2···∈ΠσPs
M

k∑
i=1

ρ(si, ai, si+1)dPrσPs
M .

Example 13. For the reward-structure in Figure 3, we can find the maximum
cumulative reward. Obviously, this is the strategy that takes the exams when
possible. Although it is impossible to list each path individually, we know that
each path has a 0.85 chance of passing the first exam. If we try the second exam
infinitely often, the probability of eventually passing it is 1. This means that
there is a 0.85 chance of passing both exams and thus a 0.85 chance of getting
4 hiring points:

max
σPs∈StratM

CumRewM(ρ)(∞, σPs)

= (1 + 3) · (0.85 · (0.2 + 0.8 · 0.2 + 0.8 · 0.8 · 0.2 + . . . ))
= 4 · 0.85 = 3.4.

The cumulative reward however, can also become infinite quite easily. Consider
the case where we would add a reward of ρ(finished, τ, finished) = +1 to Figure 3.
The cumulative reward for taking the τ loop infinitely often is infinite. Therefore,
we also introduce the long-run average reward in Definition 15. This reward
calculates the average reward we can get per transition taken. This means that
the long-run average can be finite, even though the cumulative reward for the
same strategy might be infinite. We also introduce a maximum number of steps
for the long-run average, even though this value is typically going to be infinite.
Introducing it anyways allows us for easier definitions later on.

Definition 15. The long-run average reward for MDP M = ⟨S, sI ,A, δ⟩ is
the function LraRewM : StructM → N+,∞ × StratM → R, such that:

LraRewM(ρ)(k, σPs) def=
∫

π=s1a1s2a2···∈ΠσPs
M

1
k

k∑
i=1

ρ(si, ai, si+1)dPrσPs
M .
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Example 14. When we add the reward ρ(finished, τ, finished) = +1 to the MDP
in Figure 3, the long-run average reward for infinitely many steps will be +1.

The last type of reward-structure we consider, is a reachability reward-structure,
as formalised in Definition 16. For reachability reward-structures, we calculate
the reward until we reach a goal state. This can, for example, be the reward
until we pass the first exam. Any rewards obtained after reaching a goal state
are ignored. If we never reach a goal state, we define the reachability reward to be
∞. This choice is arbitrary, but we need a value to ensure that the function is well
defined, which simplifies other definitions. We choose ∞ because we the other
case in which ∞ can be obtained is by visiting a reward infinitely often. This is
commonly considered a modelling error, as we will discuss in Section 6. Hence,
when we obtain an ∞, we know that the model can be considered erroneous.

Definition 16. The reachability reward for MDP M = ⟨S, sI ,A, δ⟩ is the
function RRewM : StructM×P(S)→ N+,∞×StratM → R, such that if we have
PrσPs

M ({π = s1a1s2a2 · · · ∈ Π σPs
M | ∃i ∈ N+si ∈ G}) = 1, then:

RRewM(ρ, G)(k, σPs) def=
∫

π=s1a1s2a2···∈ΠσPs
M

k∑
i=1

ρ(si, ai, si+1)·

[∀i ∈ {1, . . . , i− 1} : si /∈ G]dPrσPs
M .

Otherwise:
RRewM(ρ, G)(k, σPs) def= ∞.

Example 15. If we add the reward ρ(finished, τ, finished) = +1 to Figure 3 and
then add finished to the goal set, the reachability reward is significantly different
from the cumulative reward, which would be infinite, since the loop is now only
achieved after reaching a goal state. This means that we obtain the reward:

sup
σPs∈StratM

RRewM({finished} , ρ)(∞, σPs)

= (1 + 3) · (0.85 · (0.2 + 0.8 · 0.2 + 0.8 · 0.8 · 0.2 + . . . ))
= 4 · 0.85 = 3.4

There are two types of properties which we can express using reward-structures.
The most prevalent are properties where we search for an optimal value. In this
case, we try to either minimise or maximise the expected reward for a reward-
structure. Since the expected reward is a number, we call this type of property
a “numerical property”.

Definition 17. A numerical property ϕ̂ for MDP M = ⟨S, sI ,A, δ⟩ is ϕ̂ =
[RewM]≤k

△ where:

– RewM : N+,∞ × StratM → R, the type of reward to use,
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– k ∈ N+,∞, the step-bound: the maximum amount of transitions to take, and
– △ ∈ {max, min}, whether to maximise or minimise the reward.

The other type of property aims to verify whether it is possible to find a strategy
which satisfies a constraint. In particular, we want to verify whether there is a
strategy that has an expected reward larger than or equal to (≥, >), smaller
than or equal to (≤, <) or equal to (=) a constant. Since we do not have any
unknowns and only want to verify whether such a strategy exists, we call these
types of properties “achievability properties”.

Definition 18. An achievability property ϕ̄ for MDP M = ⟨S, sI ,A, δ⟩ is
ϕ̄ = [RewM]≤k

□c where:

– RewM : N+,∞ × StratM → R, the type of reward to use,
– k ∈ N+,∞, the step-bound: the maximum amount of transitions to take,
– □ ∈ {≤, <,≥, >, =}, the type of comparison with the constant, and
– c ∈ R, the constant to which the reward should be compared.

We say that ϕ̄ is satisfied in M under a probabilistic step-positional strategy
σPs ∈ StratM if:

M, σPs |= [RewM]≤k
□c

def⇐⇒ RewM(k, σPs)□c.

Example 16. If we want to express that the cumulative reward in MDPM over
the branch reward-structure ρ within 10 transitions is at least 5, we can denote
this is as the achievability property [CumRewM(ρ)]≤10

≥5 .

We also need a way to evaluate properties. For this, we will use the query func-
tion as formalised in Definition 19. For an achievability property, this returns
whether there exists a strategy such that the property is satisfied. For a numer-
ical property, this returns the optimal value (maximum for max and minimum
for min) that can be achieved by a strategy.

Definition 19. A query for MDP M is a function queryM that evaluates a
property ϕ and is defined as follows:

– For an achievability property ϕ :

queryM(ϕ) def⇐⇒ ∃σPs ∈ StratM : M, σPs |= ϕ,

– For a numerical property ϕ = [RewM]≤k
max :

queryM(ϕ) def= sup
σPs∈StratM

RewM(k, σPs), and

– For a numerical property ϕ = [RewM]≤k
min :

queryM(ϕ) def= inf
σPs∈StratM

RewM(k, σPs).
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2.6 Probabilistic Reachability

Another way to analyse MDPs is by calculating the probability of reaching a
given state of interest. We might want to ensure success or compute the proba-
bility of failure. For example, in the example MDP in Figure 1, we might want to
compute the chance of achieving the first certificate. To do this, we can calculate
the probability that a strategy reaches passed1 .

We can express probabilistic reachability properties using a state-reward
structure, by transforming the MDP and giving a reward of 1 the first time
we enter a goal state, and 0 in other states. To ensure that we only give a reward
when entering the first goal state, we could add one “handed_out” state and
force the transition function for the goal states to only transition to that state.
This approach works for MDPs on which only one property is being evaluated,
but it does not work for multi-objective properties, which we will consider later.
That is why we take a slightly different approach in Proposition 7, which is an
adapted version of [30, Proposition 2].

For each state, there are two new states, one in which the reward has been
given and one in which it has not. This approach also works for the multi-
objective case. We stress that this approach means that the size of the state
space doubles for each probability property that needs to be evaluated on the
MDP.

Proposition 7. Let M = ⟨S, sI ,A, δ⟩ be an MDP, and G ⊆ S be a set of
goal states. Let M′ = ⟨S × {false, true} , ⟨sI , false⟩ ,A, δ′⟩ be the MDP with with
δ′ : S × {false, true} → A ⇀ Dist(S × {false, true}) the function with each
δ′(⟨s, b⟩) being the smallest partial function, such that ∀s, s′ ∈ S : ∀a ∈ αM(s) :

– δ′(⟨s, false⟩)(a)(⟨s′, true⟩) = δ(s)(a)(s′) if s ∈ G,
– δ′(⟨s, false⟩)(a)(⟨s′, false⟩) = δ(s)(a)(s′) if s /∈ G, and
– δ′(⟨s, true⟩)(a)(⟨s′, true⟩) = δ(s)(a)(s′).

Let ρS : S × {false, true} → R be the state reward-structure such that:

ρS(⟨s, g)⟩) = [¬g ∧ s ∈ G].

Then for all strategies in MDP M, the probability of reaching a state in G is
the same as the cumulative state reward of ρS in M′ [30].

Example 17. If we transform Figure 2 using Proposition 7, with the goal set
{finished}, we get the MDP shown in Figure 4. Notice that we could ignore the
states ⟨passed1 , true⟩ and ⟨sI , true⟩, since they are unreachable from ⟨sI , false⟩,
but we add them for completeness.

2.7 Value Iteration

We formalised queries in Definition 19. However, this definition still contains
integration and summations over infinite paths, making it hard to implement
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Fig. 4. Proposition 7 applied to Figure 2 with goal finished

this definition directly. Fortunately, in practice, we do not need to go over all
possible paths. There are several ways to compute or approximate the result of
a query. The first algorithm we consider is value iteration.

The principle of value iteration is relatively straightforward. We find the best
value for all paths after 0 steps, then based on that we find the best actions to
take for each state, meaning that we found the best value for all paths after 1
step, and so on, until we decide to stop. We typically stop when the changes
in values from one iteration to the next are smaller than some convergence
threshold, or when we reach the step-bound for the property. The early stopping
criterion based on a convergence threshold makes value iteration relatively fast;
however, it also makes it inaccurate. In some cases, the computed value is quite
close to the actual value, but in others, the computed value can be quite far off
[34].

We show the value iteration algorithm for a maximum cumulative reward in
Algorithm 1. For each step, we compute the maximum reward expected reward.

Example 18. We take Figure 2 and give a transition reward of +1 for taking
the try2 action from passed1 . All other transitions get a reward of 0. We can
then use value iteration to compute the cumulative reward of this transition
reward-structure. The first few iterations are shown in Table 1.

As shown in Algorithm 1, we consider two types of convergence thresholds. The
first type of convergence threshold is absolute. With an absolute convergence
threshold, we consider the largest difference between the values in two consec-
utive iterations. A relative difference is the percentage of change between two
consecutive iterations. Note that if we had an infinite reward, the algorithm
might never terminate with an absolute convergence threshold. However, with a
relative convergence threshold, the algorithm will terminate if it is non-zero.

Example 19. We will evaluate both types of convergence thresholds after itera-
tion 5 in Table 1. Using an absolute convergence threshold requires comparing
the largest difference. In this case, that is 2.5092−2.074 = 0.4352. Thus, we would
stop if 0.4352 < ϵ. If we were using a relative convergence threshold instead, we
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Alg. 1. Maximum Cumulative Reward Value iteration

Input: MDP M = ⟨S, sI ,A, δ⟩, numerical property
ϕ = [CumRewM(ρ)]≤k

max , convergence threshold ϵ ∈ [0, 1],
convergence threshold type t ∈ {absolute, relative}

Result: queryM(ϕ)
1 x← y ← 0∥M∥
2 i← 1
3 do
4 foreach s ∈ S do
5 ys ← maxa∈αM(s)

∑
s′∈S δ(s)(a)(s′) · (ρ(s, a, s′) + xs′)

6 if t = absolute then ∆← maxs∈S |ys − xs|
7 else ∆← maxs∈S |ys−xs

xs
|

8 x← y
9 i← i + 1

10 while i ≤ k ∧∆ > ϵ
11 return xsI

Table 1. Example value iteration for Figure 2
i 0 1 2 3 4 5
xsI 0.0000 0.0000 0.8500 1.5300 2.0740 2.5092
xpassed1 0.0000 1.0000 1.8000 2.4400 2.9520 3.3616
xfinished 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

would need to calculate the largest relative change, which is 2.5092−2.074
2.074 = 0.210.

Thus, we would stop if 0.210 < ϵ.

Since we can only increase our values in a future iteration or keep them the same
if we are only using positive rewards and only decrease or keep the same for
negative rewards, value iteration is monotonic if all rewards have the same sign.
This means that the result from value iteration can be used as an upper or lower
bound on the actual value if proper rounding is used. Since a smaller convergence
threshold can only increase the iterations used or keep them the same, the value
iteration results should be monotonic in terms of the convergence threshold.

2.8 Linear Programming

A more exact, but typically slower way of evaluating queries is by using linear
programming. Linear programming is a technique that optimises a linear func-
tion, based on a set of linear functions, the requirements of which are also given
as linear functions.

Several algorithms exist to solve linear programs. Solvers that implement
such algorithms are called linear optimisation solvers. We will not cover these
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minimise x(sI ) + x(passed1 ) + x(finished)
subject to x(finished) = 0

x(sI ) ≥ 1 · (x(finished) + ρ(sI )(stop)(finished))
x(sI ) ≥ 0.15 · (x(finished) + ρ(sI )(try1 )(finished))

+ 0.85 · (x(passed1 ) + ρ(sI )(try1 )(passed1 ))
x(passed1 ) ≥ 1 · (x(finished) + ρ(passed1 )(stop)(finished))
x(passed1 ) ≥ 0.8 · (x(passed1 ) + ρ(passed1 )(try2 )(passed1 ))

+ 0.2 · (x(finished) + ρ(passed1 )(try2 )(finished))

Fig. 5. Linear program for maximising a reachability reward for Figure 2

algorithms since we deem them out-of-scope for this research. The interested
reader can look at [14]. We assume that an existing linear optimisation solver is
used.

This means that we only need to express our property and MDP as a linear
program, and then we hand it to a linear optimisation solver to get the result
of the query. The primary downsides of this approach over value iteration are
that linear programming is typically bit slower, and in most cases it requires an
additional dependency to solve linear programs in implementations. However,
linear programming is still polynomial in the size of the MDP [48].

It is important to mention that not all linear optimisation solver implemen-
tations are exact. Some implementations approximate the result of the query
instead of calculating it exactly. Therefore their results might be incorrect [37].
Thus, if one wants to compute exact results, one should choose an exact linear
optimisation solver.

Example 20. For the MDP shown in Figure 2, we can evaluate a maximum
reachability reward property by creating a linear program. If we take the goal
state to be finished, with a branch reward-structure ρ, we get the linear program
shown in Figure 5.

2.9 End Component

When we traverse an MDP, we might at some point have the opportunity to
cycle infinitely between a subset of the states using a subset of the transitions.
In other words, there exist sub-MDPs for any MDP, which a strategy does not
need to leave [1]. We refer to such a sub-MDP as an end component. If there
are no more states or transitions we can add without the end component no
longer being an end component, the end component is called a maximal end
component. End components and in particular maximal end components can be
useful when evaluating certain properties.



24 M. van Wijk

Definition 20. An end component of MDP M = ⟨S, sI ,A, δ⟩ is any MDP
Me = ⟨Se, seI ,Ae, δe⟩ such that:

– ∅ ≠ Se ⊆ S,
– ∀s ∈ Se : ∅ ≠ δe(s) ⊆ δ(s),
– Se = {s′ ∈ S | ∃s ∈ Se, a ∈ αMe(s) : δe(s)(a)(s′) > 0}, and
– ∀s, s′ ∈ Se : s

M−−→ s′.

The set of all end components of MDPM is represented by EC (M). An end
component of MDP M is maximal if and only if there does not exist an end
component M′

e = ⟨S ′
e, se

′
I ,A′

e, δ′
e⟩ such that Se ⊆ S ′

e ∧ ∃s ∈ Se : δe(s) ⊂ δ′
e(s).

Algorithms to compute the maximum end components can be found in [1,18].

2.10 Linear Temporal Logic

So far, we have only used a set of goal states for probabilistic reachability and
reachability rewards. However, in practice we also want to set constraints on the
paths which lead to these states. For example, we might only be interested in
the rate of success of a program, given that the computer does not overheat.
For this, we can use linear temporal logic (LTL) [63]. LTL allows us to express
constraints on paths by using operators that allow us to say that something must
be true at some point in the future, must always hold, must hold in the next
step or something must be true until some other condition holds.

LTL properties are part of the ω-languages [22]. These ω-languages can be
described by several types of automata [26]. These automata are quite similar
to each other, but they have different acceptance criteria. The type of automata
we consider are deterministic Rabin automata [65]. These automata are deter-
ministic automata, but instead of a set of goal states as for finite words, they
have a set of pairs of sets of states which describe which infinite words, or paths
as defined earlier, should be accepted.

Definition 21. A deterministic Rabin automaton (DRA) R is a tuple R =
⟨Q, qI ,A, λ, C⟩, where:

– Q is the state space: a finite set of states,
– qI ∈ Q is the initial state,
– A are all supported actions: a finite set of actions,
– λ : Q×A → Q is the transition function, and
– C ⊆ P(Q)× P(Q) is the acceptance condition.

The DRA R accepts the path π iff there exists a pair ⟨F, I⟩ ∈ C such that π
visits all states in F finitely often but visits at least one state in I infinitely often.

Example 21. If we want to check whether it is possible to stay in the passed1
state for ever, so that we can evaluate Figure 2, we can construct a DRA. This
DRA is visualised in Figure 6. It is the DRA R = ⟨Q, qI ,A, λ, C⟩ such that:
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qI qG

sI , finished passed1

sI , finished

passed1

Fig. 6. Deterministic Rabin automaton for the certification process

– Q = {qI , qG},
– A = {sI , passed1 , finished},

– λ =
{
⟨qI , sI ⟩ 7→ qI , ⟨qI , passed1 ⟩ 7→ qG, ⟨qI , finished⟩ 7→ qI ,

⟨qG, sI ⟩ 7→ qI , ⟨qG, passed1 ⟩ 7→ qI , ⟨qG, finished⟩ 7→ qI

}
, and

– C = {⟨{qI} , {qG}⟩} .

In order to use a DRA in combination with an MDP, we need a way to compose
the two. We can compose an MDP and a DRA if the DRA has the states of
the MDP as actions. The result of a composition is an MDP and a DRA is an
MDP. Because the result of this composition is an MDP, we can compose an
MDP with several DRAs that describe multiple properties. This is important
for multi-objective properties.

Definition 22. The composition of the MDP M = ⟨S, sI ,A, δ⟩ and DRA R =
⟨Q, qI ,S, λ, C⟩ is the MDP M⊗R = ⟨S × Q, ⟨sI , qI⟩ ,A, δ′⟩ with δ′ : S × Q →
A ⇀ Dist(S × Q) the function with each δ′(⟨s, q⟩) being the smallest partial
function such that:

∀s, s′ ∈ S, a ∈ αM(s), q ∈ Q : δ′(⟨s, q⟩)(a)(⟨s′, λ(q, s′)⟩) = δ(s)(a)(s′).

To determine when the DRA is accepted, we need to determine the accepting
end components. An end component is accepting if it contains no states that
can only be visited a finite number of times and at least one state that needs
to be visited an infinite number of times. We consider such an end component
accepting, since we can modify any strategy to visit the state that needs to be
visited infinitely often, an infinite number of times. Notice that since we need
to visit the state infinitely often, this means that the modified strategy will
never leave the end component. The algorithm to compute the accepting end
components can be found in the appendix of the extended version of [28].

Definition 23. An end component Me = ⟨Se, sqI ,A, δ′⟩ ∈ EC (M⊗R) of the
compositionM⊗R of the MDPM = ⟨S, sI ,A, δ⟩ and DRA R = ⟨Q, qI ,A, λ, C⟩
is accepting when:

Me |= R
def⇐⇒ ∃⟨F, I⟩ ∈ C : (S × F ) ∩ Se = ∅ ∧ (S × I) ∩ Se ̸= ∅.

Example 22. If we compose the DRA from Example 21 with the MDP for the
certification process from Figure 2, we construct the MDP on which we can eval-
uate whether it is possible to stay in the passed1 state for ever. This composition
is shown in Figure 7.
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Fig. 7. Certification process composition with the DRA in Figure 6

We can now also formalise LTL properties as we have done for rewards in Def-
initions 17 and 31 and extend the definition of a query to also accept these
properties.

Definition 24. A numerical LTL property is Γ̂ = [R]≤k
△ where:

– R is a DRA,
– k ∈ N+,∞, the maximum amount of steps, and
– △ ∈ {max, min}, whether to maximise or minimise the probability of accept-

ing R.

Definition 25. An achievability LTL property is Γ̄ = [R]≤k
□c where:

– R is a DRA,
– k ∈ N+,∞, the maximum amount of steps,
– □ ∈ {≤, <,≥, >, =}, the type of comparison with the constant, and
– c ∈ R, the constant to which the reward should be compared.

Definition 26. A query for MDP M is a function queryM that evaluates an
LTL property Γ and is defined as follows:

– For a numerical LTL property Γ
def= [R]≤k

max :

queryM(Γ ) = sup
σPs∈StratM

∑
π=s1a1s2a2···∈ΠσPs

M

PrσPs
M (π) · P,

– For a numerical LTL property Γ
def= [R]≤k

min:

queryM(Γ ) = inf
σPs∈StratM

∑
π=s1a1s2a2···∈ΠσPs

M

PrσPs
M (π) · P,

– For an achievability LTL property Γ
def= [R]≤k

□c with □ ∈ {≥, >}:

queryM(Γ ) = queryM([R]≤k
max)□c, and
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– For an achievability LTL property Γ
def= [R]≤k

□c with □ ∈ {≤, <}:

queryM(Γ ) = queryM([R]≤k
min)□c.

Where:
P = [∃Me ∈ EC (M) : Me |= R∧ ∃i ∈ {1, . . . , k} : siaisi+1 · · · ∈ ΠσPs

Me
].

3 Multi-Objective Properties

So far, we have only considered properties with one reward-structure. However,
in practice, taking a decision has multiple consequences. For example, taking an
exam in Figure 2 increases our chance of getting hired, but it also costs money
to take an exam. With multi-objective properties, we can express the trade-off
between multiple variables by using multiple reward-structures.

We can visualise the relation between two or more reward-structures in a
Pareto curve. A Pareto curve is the curve that displays all optimal solutions. A
solution is on the Pareto curve if there is no other solution that has a better
value for one of the reward-structures while keeping the other values the same.
We also call such a vector not dominated.

Example 23. If we consider the certification process again, now we will also in-
clude costs in addition to hiring points, since taking an exam is not free. Taking
the first exam costs e100, while the second exam costs e240. For the hiring
points, the rewards are based on the outcome of the exam. Therefore, we use the
branch reward-structure ρhire, as shown in Figure 8a. Taking an exam however,
does always cost money, no matter the outcome. Therefore, we use the transition
reward-structure ρmoney as visualised in Figure 8b.

Obviously, we want to maximise the hiring points while minimising the costs.
If we do this for the reward-structures given in Figure 8, we get the Pareto curve
shown in Figure 9. The achievable points consist of all points that are on the
Pareto curve or are dominated by a point on the Pareto curve.

3.1 Definitions

Definition 27. A multi-objective property ϕ = ⟨ϕ1, ϕ2, . . . , ϕn⟩ is a tuple
of achievability and numerical subproperties ϕi. An achievability subproperty is
called a constraint. A numerical subproperty is called an unknown.

We will now distinguish three types of multi-objective properties. The first of
which has no unknowns and an arbitrary number of constraints. These are called
multi-objective achievability properties (Definition 28). Next, we have multi-
objective properties with one unknown and an arbitrary number of constraints,
these are multi-objective numerical properties (Definition 29). Lastly, we consider
properties with two or more unknowns and without constraints. These are called
Pareto properties (Definition 30). Notice that there is no property with two or
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Fig. 8. Rewards for a certification process

more unknowns and an arbitrary number of constraints. This kind of property
has not yet been implemented in any of the tools we explored and is also not
common in the literature.

Definition 28. A multi-objective achievability property is a multi-objective
property consisting of zero unknowns and one or more constraints:

ϕ̄ =
〈
ϕ̄1, ϕ̄2, . . . , ϕ̄d

〉
.

A multi-objective achievability property is satisfied in MDP M under a proba-
bilistic step-positional strategy σPs ∈ StratM when:

M, σPs |= ϕ̄
def⇐⇒ ∀i ∈ {1, . . . , d} : M, σPs |= ϕ̄i.

Definition 29. A multi-objective numerical property is a multi-objective
property consisting of one unknown in position j ∈ {1, . . . , d} and zero or more
constraints:

ϕ̂ =
〈

ϕ̄1, . . . ϕ̂j , . . . , ϕ̄d

〉
.

Definition 30. A Pareto property is a multi-objective property consisting of
two or more unknowns and zero constraints:

ϕ̃ =
〈

ϕ̂1, ϕ̂2, . . . , ϕ̂d

〉
.

To find the optimal values such as in Figure 9, we must first determine which
values are achievable. We define achievable values in Definition 31. Notice that
the values on the Pareto curve itself are also achievable.

Definition 31. The achievable values in MDP M for a Pareto property
⟨ϕ1, . . . , ϕd⟩ is the function AchM such that:

AchM(
〈

ϕ̂1, . . . , ϕ̂d

〉
) def=

{
⟨x1, . . . xd⟩ ∈ Rd | ∃σPs : M, σPs |=

〈
ϕ̄1, . . . ϕ̄d

〉}
,
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Fig. 9. Pareto curve of
〈

[CumRewM(ρhire)]≤∞
max , [CumRewM(ρmoney)]≤∞

min

〉

where each ϕ̂i is an unknown in the form [RewiM]≤k
△i

. If △i = max, we get
ϕ̄i = [RewiM]≤k

≥xi
, and ϕ̄i = [RewiM]≤k

≤xi
if △i = min.

We can now also define precisely what it means for a vector to dominate an-
other vector. We do this by introducing the dominating relation under a Pareto
property in Definition 32. A vector dominates another vector if it has a better
value for at least one unknown and no worse value for any unknown. All vectors
which are not dominated by any other vector are on the Pareto curve. This is
shown, for example, in Figure 9.

Definition 32. A vector dominates another vector under the Pareto property
ϕ = ⟨ϕ1, . . . , ϕn⟩ iff it is in the relation >ϕ such that:

>ϕ=
{〈

x ∈ Rd,y ∈ Rd
〉
| x ̸= y ∧ ∀i ∈ {1, . . . , d} : xi ▷◁i yi

}
,

where ▷◁i = ≥ if ϕi is a max unknown and ▷◁i = ≤ otherwise.

We also need a way to evaluate multi-objective properties. For this, we will
overload the query function of Definition 19. For a multi-objective achievability
property, this returns whether there exists a strategy such that the property
is satisfied. For a multi-objective numerical property, this returns the optimal
value (maximum for max and minimum for min) that can be achieved by a
strategy while satisfying all constraints if it exists. If no such strategy exists,
⊥ is returned. For a Pareto property, it returns the Pareto curve: the set of all
achievable vectors that are not dominated by any other achievable vector.

Definition 33. A multi-objective query for MDP M is a function queryM
that evaluates a multi-objective property ϕ and is defined as follows:
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– For a multi-objective achievability property ϕ:

queryM(ϕ) def⇐⇒ ∃σPs ∈ StratM : M, σPs |= ϕ,

– For a multi-objective numerical property ϕ =
〈

ϕ̄1, . . . , [RewjM]≤kj
max , . . . , ϕ̄d

〉
,

with a max unknown in position j:

queryM(ϕ) def= sup
{

cj ∈ R | ∃σPs : M, σPs |=
〈

ϕ̄1, . . . , [RewjM]≤kj

≥cj
, . . . , ϕ̄d

〉}
,

– For a multi-objective numerical property ϕ =
〈

ϕ̄1, . . . , [RewjM]≤kj

min , . . . , ϕ̄d

〉
,

with a min unknown in position j:

queryM(ϕ) def= inf
{

cj ∈ R | ∃σPs : M, σPs |=
〈

ϕ̄1, . . . , [RewjM]≤kj

≤cj
, . . . , ϕ̄d

〉}
– For a Pareto property ϕ = ⟨ϕ1, . . . , ϕd⟩:

queryM(ϕ) def= {x ∈ AchM(ϕ) | ¬∃y ∈ AchM(ϕ) : y >ϕ x} .

3.2 Tool Support

There are a few model checkers that support multi-objective model checking.
However, they do not support all types of properties and settings. In this re-
search, we focus on PRISM [53] (version 4.8.1), Storm [40] (version 1.8.1), and
ePMC [31] (commit b1ba8ab). These model checkers all support multi-objective
queries. However, the reward-structures and settings they support differ. We
consider two algorithms supported by most of these tools: value iteration [30]
and linear programming [28].

3.2.1 Value Iteration For value iteration, there are a few important things
to notice in the tool support as listed at the left side of Table 2. First, properties
with infinite cumulative rewards cannot be evaluated by any of the tools. How-
ever, the way in which infinite cumulative rewards are handled differs from tool
to tool. Storm appears to detect properties with at least one infinite cumulative
reward and tells the user that it does not support multi-objective properties with
infinite rewards. PRISM in some cases only detects these properties for lower
convergence thresholds and then also tells the user that such properties are not
supported. ePMC on the other hand appears to diverge. Another interesting part
of the supported features is that Storm does not support relative convergence
thresholds. In addition, PRISM and ePMC only support cumulative rewards
and probabilistic reachability. They do not implement algorithms for long-run
average and reachability rewards.
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Table 2. Tool support for multi-objective properties
Value Iteration Linear Programming

Type PRISM Storm ePMC PRISM Storm ePMC
Absolute convergence threshold ✓ ✓ ✓ n/a n/a n/a
Relative convergence threshold ✓ ✗ ✓ n/a n/a n/a
Sound ✗ ✓ ✗ ✗ ✓ ✗
Exact ✗ ✓ ✗ ✗ ✓ ✗
Probabilistic reachability ✓ ✓ ✓ ✓ ✓ ✗
State reward-structure ✗ ✓ ✓ ✗ ✓ ✗
Transition reward-structure ✗ ✓ ✓ ✓ ✓ ✗
Branch reward-structure ✗ ✓ ✓ ✗ ✓ ✗
Cumulative reward ✓ ✓ ✓ ✓ ✓ ✗
Long-run average reward ✗ ✓ ✗ ✗ ✗ ✗
Reachability reward ✗ ✓ ✗ ✗ ✓ ✗
Step-bounded reward ✓ ✓ ✓ ✗ ✗ ✗
Infinite cumulative reward ✗ ✗ ✗ ✗ ✗ ✗
Achievability ✓ ✓ ✓ ✓ ✓ ✗
Numerical ✓ ✓ ✓ ✓ ✗ ✗
Pareto 2 unknowns ✓ ✗ ✗ ✗ ✗

3.2.2 Linear Programming Unfortunately, ePMC does not support linear
programming. Storm and PRISM do, although both tools support fewer prop-
erties than they do for value iteration as shown on the right side of Table 2.
In particular, step-bounds and Pareto queries are not supported when using
linear programming. The most important difference between the tools for lin-
ear programming is that Storm does not support numerical queries for linear
programming, while PRISM does.

4 Mistakes In Existing Model Checkers

Before this research, we tried to replicate a small part of the value iteration
approach in [30]. We evaluated the “Task-graph scheduling problem”1, using
our implementation and PRISM [53]. In our notation, the property considered
is of the form:

ϕ̂ =
〈

[CumRewM(ρtime)]≤∞
min, [CumRewM(ρenergy)]≤∞

≤1.45

〉
.

We found some interesting results for the query of ϕ̂ when using a relative
convergence threshold as we will discuss in Section 4.2. We now evaluate what
happens if we use more models, settings, and tools. This helps us to assess
what happened with the Task-graph scheduling problem and whether the same
happens for different models.
1 https://www.prismmodelchecker.org/files/atva12mo/

https://www.prismmodelchecker.org/files/atva12mo/
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Alg. 2. Multi-objective numerical query approximation

Input: MDP M = ⟨S, s1,A, δ⟩, multi-objective numerical property
ϕ̂ =

〈
ϕ̄1, . . . , [RewjM]≤kj

max , . . . , ϕ̄n

〉
with the unknown in

position j, upper bound upper ∈ R+, precision θ ∈ R+
Result: queryM(ϕ) with an error margin of ±θ

1 low ← 0
2 high ← upper
3 iterations ← ⌈log2

upper
θ ⌉

4 foreach iteration ∈ {1, . . . , iterations} do
5 target ← high+low

2

6 ϕ̄←
〈

ϕ̄1, . . . , [RewjM]≤kj

≥target , . . . , ϕ̄n

〉
7 if queryM(ϕ̄) then
8 low ← target
9 else

10 high ← target
11 return high+low

2

4.1 Approach

In order to evaluate the tools, we only focus on multi-objective achievability and
numerical properties. We do not focus on Pareto properties since they are harder
to compare, since they do not output a number, but a geometric structure.
In order to assess the results of the multi-objective queries, we use numerical
multi-objective properties and compare the results of the direct multi-objective
numerical query with an approximation by using multi-objective achievability
queries.

4.1.1 Approximation We approximate multi-objective numerical queries in
a binary search-like fashion [21]. We start with an upper and lower bound, where
the lower bound is 0 (since all models we evaluate have non-negative rewards)
and the upper bound is 1 for probabilistic reachability and defined by the user for
rewards (our default is 100000). The approximation only works if the actual value
is between these bounds. For each iteration, we then take target = upper−lower

2
as our target value. For a max unknown, we change it to a constraint with the
bound ≥ target, and for a min property, we change it to a ≤ target constraint.

We can then shrink the upper or lower bound, based on whether the multi-
objective achievability property is achievable. We do this until we get to a user-
defined precision. The algorithm is shown in Algorithm 2. We show the algorithm
for a multi-objective numerical property with a max unknown. For a property
with a min unknown, the ≥ on line 6 should be changed to a ≤ and the low and
high on lines 8 and 10 should be interchanged.

For the results used in this paper, we use a timeout of two minutes. If a
query does not return a result in two minutes, the experiment of which it is a
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part is aborted. For example, if a value iteration query with a relative conver-
gence threshold times out for PRISM, we abort the entire value iteration using
a relative convergence threshold for PRISM only. For value iteration, we ran the
experiments with convergence threshold values between 0 and 0.9, with a step
size of 0.01.

We use this approach for both linear programming and value iteration imple-
mentations. As shown in Section 3.2, not all models and properties are supported
by these tools. For value iteration, we use both absolute and relative convergence
thresholds. The implementation used to do this can be found in the complemen-
tary Github repository2.

We also use an early stopping mechanism. If the approximation and direct
query of the lowest convergence threshold are equal to the queries for a higher
convergence threshold, we assume the queries for all convergence thresholds val-
ues in between to be the same. We had to include this early stopping mechanism
since the program took several days to run without this early stop. Even with
the early stop, it took 2 full days to run. However, this means that we might
stop too early if the model checkers do not behave as we expect.

4.1.2 Models The models used can be found in the complementary Github
repository in the /models directory. Some models require “constants” to gener-
ate the model. These constants give some flexibility to the user, for example, to
impact the state space. These constants are also specified in the Github reposi-
tory. We also list the models here and introduce them:

– Care home: models a robot controllers that, while trying to complete a task,
also completes soft goals [56]. For this model, we use two sets of constants.
The second set of variables times out for all tools. We also evaluate two
properties. The first has a minimum cumulative reward unknown. The second
property has a maximum reachability reward unknown.

– Client server : models a client-server protocol with mutual exclusion that has
probabilistic errors in the clients [50]. For this model, there are no constants,
and we evaluate one property which has a maximum long-run average reward
unknown.

– Dining philosophers: models the well-known dining philosophers problem
[42], but without the fairness constraint [23]. This model does not have any
constants and one property, which has a maximum long-run average reward
unknown.

– Dynamic power management: assesses the performance and power consump-
tion of a system and its components [61]. For this model, we use one set of
constants and evaluate one property which has a step-bound minimum cu-
mulative reward unknown.

– Hiring process: the model described in Figure 8a. For this model, there are
no constants, and we evaluate one property with a maximum cumulative
reward unknown.

2 https://github.com/Chickenpowerrr/multiobjectiveanalysis/releases/tag/
1.0

https://github.com/Chickenpowerrr/multiobjectiveanalysis/releases/tag/1.0
https://github.com/Chickenpowerrr/multiobjectiveanalysis/releases/tag/1.0
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– Mars rover : models the experiments a Mars rover can do during a day on
Mars [36]. For this model, we use two sets of constants. We also evaluate two
properties, one has a maximum probabilistic reachability unknown and the
other a minimum cumulative reward unknown.

– Network virus: models a virus that infects a network [55]. For this model,
there are no constants, and we evaluate two properties, both with a maximum
long-run average reward unknown.

– Randomised consensus: models asynchronous processes that communicate
through a shared object [3]. This model does not have any constants and we
evaluate one property with a probabilistic reachability unknown.

– Resource gathering: models an agent that collects resources and takes them
home [8]. For this model, we use one set of constants and evaluate one
property with a probabilistic reachability unknown.

– Sensor network: models sensors that send data over a channel with a bounded
buffer [50]. This model has not constants and we evaluate one property with
a maximum long-run average reward unknown.

– Task graph scheduling: finds optimal schedulers for tasks with energy con-
sumption and time [62]. For this model, we use one set of constants and
evaluate one property with a minimum cumulative reward unknown.

– Team formation: models a collaboration protocol [19]. This model has no
constants and we evaluate four properties, two with a maximum probabilistic
reachability reward unknown and two with a maximum reachability reward
unknown.

– Zeroconf network: models a zero-configuration dynamic network for IPv4
[54]. For this model, we use one set of constants and evaluate one property
with a probabilistic reachability unknown.

– Zeroconf time based: the same as the zeroconf network, but also incorporates
time into the model.

4.2 Infinite Cumulative Reward

The model on which this entire research is based is the task graph scheduling
model. During our preliminary research, we found that the result of the query
for PRISM by changing the relative convergence threshold was non-monotonic,
as the query drops around convergence threshold = 0.006 as shown in Figure 10.
This is different from single-objective properties which are always monotonic as
shown in Section 2.7. Moreover, the approximation and the direct multi-objective
numerical query are quite far apart for some convergence threshold values.

When running the experiment with PRISM’s linear programming solver, we
get a value of 6.2, while ePMC’s value iteration gives us even different results
than shown in Figure 10. Storm, however, does give a hint about what might
be happening. Storm does not want to verify the property since it claims that
there are infinite rewards. It does however still not explain the non-monotonic
increase we observed in PRISM.
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Fig. 10. Minimum reward for a multi-objective numerical query using PRISM

4.3 Results

When we run our experimental setup, we get the results shown in Table 3.
If either the approximation or direct query changes for different convergence
thresholds, we plot both the approximation and the direct query. Otherwise,
the value is shown in the table. If a value cannot be computed, for example
when a timeout is triggered, the type of property or model is unsupported or
because of an error in the model checker, we put -. If a direct query states that
a property is unachievable, we denote it by ⊥. We do want to note that our
current implementation could not detect this for an approximation, so a 0.000
for an approximation could also mean that the property is unachievable in our
setup.

The numbering of the constants corresponds to the property and constants
listed in the properties.pctl and constants.txt files for each model in our
repository.

4.3.1 PRISM’s Non-Monotic Behaviour We observe that for some mod-
els, the results of the approximation are not always monotonic when using
PRISM’s value iteration solver. If we take the hiring process model with an
absolute convergence threshold, we observe Figure 12c. The approximation with
a high convergence threshold starts at 3.1, which is the actual value, only to drop
and become the same as the direct query for smaller convergence thresholds. We
would not expect the value to drop again for a lower convergence threshold,
we would only expect the value to increase, as seen in Section 2.7. The same
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Table 3. Experimental results
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(a) Care home model
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(c) Dining philosophers model
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Fig. 11. Value iteration with an absolute convergence threshold in Storm
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Fig. 12. Value iteration for the hiring process model

non-monoticity for with an absolute convergence threshold can be observed in
Figures 13c, 14b and 15c. It also occurs when using a relative convergence thresh-
old, as shown in Figures 13a, 14a and 15a.

4.3.2 PRISM’s Problem Using Linear Programming When we use the
approximation algorithm with PRISM’s linear programming solver, we get a cu-
rious result for the hiring process model. The hiring points seem to approach
infinity if we add the constraint that the expected costs should be below e1000.
However, from the MDP shown in Figure 8, it should be obvious that it is impos-
sible to get more than 4 hiring points in total; in fact, the actual result should
be 3.1. If we remove the expected cost constraint but check whether the multi-
objective achievability property

〈
[CumRewM(ρhire)]≤∞

≥10000

〉
, PRISM claims that

the query is achievable. When playing around with the multi-objective achiev-
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Fig. 13. Value iteration for first property of the Mars rover model

ability property containing only the expected hiring points, we found that when
we update the constraint so that the expected hiring points are 3.4 or lower, the
PRISM output contains the line:

LP problem solution found; result is 3.400000.

However, when we provide a higher value, which should not be achievable, the
output contains the line:

LP problem solution not found; result is 0.000000.

Since the actual value is 3.4, as calculated in Example 13, PRISM seems to
incidate that the query cannot be achieved. However, the result still states that
the query is achievable, which is obviously incorrect. This means that something
is going wrong in PRISM’s linear programming engine. The output suggests that
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Fig. 14. Value iteration for second property of the Mars rover model

PRISM handles the case when no linear programming solution has been found
incorrectly.

4.3.3 Storm’s Problem Using Linear Programming For Storm we get
a different problem with the hiring process model using linear programming.
Whereas PRISM approached an infinite expected number of hiring points, Storm
approaches 0 hiring points. This is also obviously wrong, since in Figure 8 it
is obvious that if we only take the first exam, we will end up with at least
0.85 expected hiring points. If we again construct a multi-objective achievability
property with only one constraint, which is the expected hiring points and check
whether it is possible to get more points than a small value, such as 0.01, we
find that Storm says that the query is unachievable if we are using the linear
programming solver. It seems that any value above 0 is unachievable. This is
also obviously incorrect, as any value below 3.4 should be achievable as shown
in Example 13. The same happens for the zeroconf network model.

4.3.4 ePMC’s Problem Using Value Iteration For ePMC, we observe
something different. During the experiments, we found that ePMC produces
results that are widely different from the other model checkers for a few models.
Therefore, we investigate these results a bit more. In doing so, we find that ePMC
produces inconsistent results. For example, for the Mars rover model using the
second constants set with the default absolute convergence threshold, ePMC
gives us the result:

queryM(
〈

[CumRewM(ρtime)]≤∞
min,

[CumRewM(ρenergy)]≤∞
≤43.99999993400001

〉
) = −1.0000000.
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Fig. 15. Value iteration for the resource gathering model

However, it is impossible to get a negative result, as all rewards defined in the
model are non-negative. Of course, it could be the case that this is ePMC’s
way of saying that it is impossible to achieve the multi-objective achievability
property: 〈

[CumRewM(ρenergy)]≤∞
≤43.99999993400001

〉
.

However, if we construct multi-objective numerical properties for both these
reward-structures without any constraints, we also get

queryM(
〈

[CumRewM(ρtime)]≤∞
min

〉
) = −1.0000000, and

queryM(
〈

[CumRewM(ρenergy)]≤∞
min

〉
) = −1.0000000.

Both these multi-objective numerical properties do not have any constraints, so
they are achievable. Since there are only non-negative rewards present in the
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model, ePMC must be wrong here. ePMC also produces negative results for the
team formation and care home models.

A curious result arises when running the randomised consensus model with
a relative convergence threshold. In this case, we get the result:

queryM(
〈

[R♢one_proc_err ]≤∞
max ,

[R□one_proc_ok ]≤∞
≥0.10833260973166493

〉
) = 0.0000000.

The other model checkers and even ePMC with an absolute convergence thresh-
old get a value around 0.89167 (which is 1 − 0.10833260973166493). When we
investigate this again by creating two new multi-objective numerical properties
containing only the reward-structures as an unknown, we get:

queryM(
〈
[R♢one_proc_err ]≤∞

max
〉
) = 0.0000000, and

queryM(
〈

[R□one_proc_ok ]≤∞
≥0.10833260973166493

〉
) = 0.0000000.

If we convert these two multi-objective numerical properties into single-objective
numerical properties, we get completely different results:

queryM([R♢one_proc_err ]≤∞
max) = 1.0000000, and

queryM([R□one_proc_ok ]≤∞
≥0.10833260973166493) = 1.0000000.

This means that even if the relative convergence threshold stays the same, the
two engines compute completely different results. This seems to indicate that
there might be an issue in either of these computations; however, we cannot be
100% certain yet since the computations are not identical, just similar.

4.3.5 Storm’s Segmentation Fault In Storm, we can get a segmentation
fault. This occurs when using the first property for the Mars rover models using
the linear programming solver and the second set of constants. This does not
produce any wrong results, but it is inconvenient that the query cannot be
computed. Moreover, the underlying problem that causes this segmentation fault
might have an influence on other computations that do not crash.

4.3.6 ePMC’s NullPointerException Lastly, we found with ePMC that for
the team formation model, we get a NullPointerException if we try to evaluate
the properties. If we run the model checker with assertions enabled, we get an
AssertionError instead. However, this appears to be the way ePMC handles long-
run average and reachability rewards, since they are not supported. This could
be more user-friendly to avoid people trying to evaluate unsupported properties.

5 Solutions To Mistakes In Existing Model Checkers
We start by analysing PRISM, Storm and ePMC and try to find causes of the
issues found in Section 4.3. To do this, we dive into the code and in some cases
manage to resolve the problems and create bug reports for the ones that are too
complex to quickly solve.
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5.1 Storm
As shown in Section 4, we have seen that there are a few mistakes in the Storm
model checker. In particular, the segmentation fault and the problem using linear
programming.

5.1.1 Segmentation Fault The segmentation fault in Storm seems to arise
from a StackOverflowError. This happens in the Z3ExpressionAdapter’s visit
function, which invokes the BinaryNumericalFunctionExpressions’s accept func-
tion, which then invokes the Z3ExpressionAdapter’s visit function again.3 De-
bugging the Mars rover model itself was too challenging for us, since it has
161410 states and 302642 transitions. However, we reported the problem and
the developers found that the problem arises since the model is so large that a
part of the code could not handle the computation.4 The problem has now been
addressed, so no segmentation fault occurs in future versions of Storm.5

5.1.2 Problem Using Linear Programming We found that the linear pro-
gramming problem in Storm arises from inaccuracy in double precision numbers.
If we use Figure 16 in Storm, with probabilities p1 and p2 to end up in respec-
tively sI and goal and query the multi-objective property consisting of only the
maximum probabilistic reachability property which asks whether it is possible
to reach goal, the query should obviously be true. However, we only get this
when we use decimal values for p1 and p2 which can be expressed exactly using
the IEEE 754 format. These are values that can be expressed as n

2m , n, m ∈ Z
[44]. For example, for p1 = 0.25, p2 = 0.75 or p1 = 0.125, p2 = 0.875, we get that
the query is true. When we use a value that cannot be represented exactly like
p1 = 0.3, p2 = 0.7 or p1 = 0.2, p2 = 0.8, no solution to the linear program can
be found, and thus the result is false.

This problem probably arises from the fact that there are strict equality signs
for each state in the linear program [28]. It is hard to satisfy several equality
constraints if they all need to round to an exact result if the values in between
are getting rounded. A way to solve this would be to add a small value ϵ > 0,
and for each equality x = y try to achieve x + ϵ ≥ y ∧ x− ϵ ≤ y instead.

Another way to solve the issue is by using the ––exact flag, this ensures that
Storm represents decimal values as fractions instead of floating-point numbers,
which bypasses the inaccuracy. This means that in the current implementation
in Storm, the linear programming solver is only useful when using the ––exact
flag since otherwise the chances of getting meaningful results are very slim. This
is why it would be useful to add a warning when using the linear programming
solver without the ––exact flag. This ensures that Figure 16 also works with
values for p1 and p2 that would otherwise have been rounded due to double
precision.
3 https://github.com/moves-rwth/storm/blob/9fba97a4a14f346427b7c8954cb57

50ce311afd6/src/storm/adapters/Z3ExpressionAdapter.cpp#L226
4 https://github.com/moves-rwth/storm/issues/625
5 https://github.com/moves-rwth/storm/pull/626

https://github.com/moves-rwth/storm/blob/9fba97a4a14f346427b7c8954cb5750ce311afd6/src/storm/adapters/Z3ExpressionAdapter.cpp#L226
https://github.com/moves-rwth/storm/blob/9fba97a4a14f346427b7c8954cb5750ce311afd6/src/storm/adapters/Z3ExpressionAdapter.cpp#L226
https://github.com/moves-rwth/storm/issues/625
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Fig. 16. Double-precision problem in Storm

5.2 PRISM

In Section 4 we have also detected a problem using linear programming in
PRISM. We will discuss the origin of this issue and resolve it.

5.2.1 Problem Using Linear Programming In Section 4.3.2 we found
that PRISM has a linear programming problem. Fortunately, it turned out that
this problem was quite easy to solve. In PRISM, the unknowns should always
come before the constraints. Since the linear programming solver cannot solve
Pareto queries, their native C++ code only needed to check whether the first
property in the multi-objective property is an unknown or a constraint to deter-
mine whether the multi-objective property was a multi-objective numerical or
achievability property. However, since reward properties and probabilistic reach-
ability properties are stored in two different arrays, the first element of both of
these arrays was checked. Unfortunately, no bounds check on the length of these
arrays was performed before doing this. This means that if only reward prop-
erties or only probabilistic reachability properties were used, it was undefined
behaviour whether the multi-objective property would be recognised as a multi-
objective reachability or numerical property. However, since the value of the out-
of-bounds field was typically 0 on the machine the experiments were performed
on, multi-objective properties with only reward properties, the multi-objective
achievability properties consisting of only reward properties were often classified
as numerical properties. For this reason, an unachievable result was reported as
NaN which is the way for PRISM to say that a multi-objective numerical query
is unachievable, instead of 0.0, which is PRISM’s way of communicating an un-
achievable multi-objective achievability query. Therefore, NaN was incorrectly
classified as an achievable result, since it was not 0.0. After checking the bounds
of the arrays when classifying the multi-objective property, this issue has been
resolved.6

5.3 ePMC

Most problems found in Section 4 originate in the ePMC model checker. We will
discuss the root of these problems. Unfortunately, we are not able to resolve all
of these problems, since they are quite fundamental to the model checker.

6 https://github.com/prismmodelchecker/prism/pull/244

https://github.com/prismmodelchecker/prism/pull/244
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5.3.1 NullPointerException In Section 4.3.6, we determined that ePMC
throws a NullPointerException for certain properties. Upon further inspection
of the code, this turned out to be not caused by the long-run average and reach-
ability rewards being unsupported. Instead, it was a fairly simple oversight in a
constructor. A variable was passed on as a parameter, however, it was never as-
signed to its corresponding field. The field to which it should have been assigned
was then used later on without being assigned. After updating this field in the
constructor, the issue was resolved.7

5.3.2 Unachievable Numerical Queries When going over the code, we
found that unachievable numerical queries were not reported to the user. There
was a boolean value which reported whether a given property was achievable,
however it was never used. The code that reported it to the user was commented
out. Upon contacting the authors of the tool, it turned out that they did not
know why they commented it out. When we uncommented this code, it seemed
that unachievable numerical queries were reported correctly.8

5.3.3 Problem Using Value Iteration As shown in Section 4.3.4, ePMC
has a value iteration problem. Upon investigating the issue, we found that ePMC
attempts to take a more efficient approach for giving rewards for reaching a goal
state in a probabilistic reachability property than that is described in Proposi-
tion 7. Instead, they give a “stop reward”, when a goal state is reached, if there is
no opportunity to reach a state that satisfies more reachability properties. While
this approach works for single-objective properties and seems to work for multi-
objective properties which consist of only probabilistic reachability properties,
it breaks down when rewards get involved. The stop rewards are in some cases
also handed out for reward properties. This means that we can get a reward of
+1 for reaching a state for a reward property, even though no reward has been
specified. The cause of this part of the problem is in the calculation of accepting
states, which is done based on Rabin automata as shown in Definition 23. The
goal set used for probabilistic reachability is then determined using [26].

The −1.000 result shown in Section 4.3 also arises from this problem. Since
the algorithm used can only maximise the rewards, the rewards are negated
before the start of the algorithm if the reward property should be minimised. For
probabilistic reachability properties, they do not invert the reward. In this case,
they take the complement of the goal set if the property should be minimised,
meaning that a reward for reaching a goal state is always non-negative. However,
the stop reward is used instead of the value from the reward-structure, if the stop
reward is higher than the reward in the reward-structure. Since the rewards are
negative for minimising reward properties, the stop reward is always going to be
7 https://github.com/Chickenpowerrr/ePMC/commit/dfd56134d14d282481b9b951

9ef0cca5372c242a
8 https://github.com/iscas-tis/ePMC/pull/11/commits/0dc1e136153b8a6ba1d0

c1fb77d1d34c24c663e8

https://github.com/Chickenpowerrr/ePMC/commit/dfd56134d14d282481b9b9519ef0cca5372c242a
https://github.com/Chickenpowerrr/ePMC/commit/dfd56134d14d282481b9b9519ef0cca5372c242a
https://github.com/iscas-tis/ePMC/pull/11/commits/0dc1e136153b8a6ba1d0c1fb77d1d34c24c663e8
https://github.com/iscas-tis/ePMC/pull/11/commits/0dc1e136153b8a6ba1d0c1fb77d1d34c24c663e8
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Table 4. Status of problems
Problem Status
Storm’s segmentation fault Problem reported and resolved
Storm’s problem using linear programming The ––exact flag should be used
PRISM’s problem using linear programming Problem found and resolved
ePMC’s NullPointerException Problem found and resolved
ePMC’s unachievable numerical queries Problem found and resolved
ePMC’s problem using value iteration Problem found, reported and partially resolved

higher than any reward. This means that it is impossible to correctly evaluate
any minimising reward property since its value can only be between −1 and 0 in
the current implementation because it will always decide to take the stop reward
instead of a reward from the reward structure. We have created a pull request
to resolve this problem.9

The −1000.0 result arises since the model checker has not been fully imple-
mented. The −1000.0 is set as a hack until the code is properly implemented.10

However, upon contacting the authors of the tool, it appears that they do not
have the resources required to update the tool.

5.4 Status

As a summary of this section, we have listed all the problems discussed and
show what we have done with them in Table 4. This shows which problems are
currently still open.

6 Infinite Cumulative Rewards

As shown in Table 2, the current tools do not support models with at least one
infinite cumulative reward. One of the reasons for this is that the algorithm used
by all tools to convert LTL probabilistic reachability properties into cumulative
rewards assumes that there are no infinite maximising cumulative rewards [28].
Both Storm and PRISM perform this check, ePMC on the other hand, does
never detect them.

The concept of the algorithm including the check is shown in Algorithm 3. An
infinite cumulative reward can only occur if we can reach an end component with
a nonzero reward. If this is the case, we can decide to stay in the end component
for ever and obtain the reward an infinite number of times, thus obtaining an
infinite reward. Notice that in Algorithm 3 a property is only considered invalid
when an infinite cumulative reward can be obtained while satisfying all (other)
9 https://github.com/iscas-tis/ePMC/pull/11

10 https://github.com/iscas-tis/ePMC/blob/b1ba8abf9f52c05f23421efb1abd1be
7618f426d/plugins/propertysolver-multiobjective/src/main/java/epmc/mul
tiobjective/MultiObjectiveUtils.java#L147

https://github.com/iscas-tis/ePMC/pull/11
https://github.com/iscas-tis/ePMC/blob/b1ba8abf9f52c05f23421efb1abd1be7618f426d/plugins/propertysolver-multiobjective/src/main/java/epmc/multiobjective/MultiObjectiveUtils.java#L147
https://github.com/iscas-tis/ePMC/blob/b1ba8abf9f52c05f23421efb1abd1be7618f426d/plugins/propertysolver-multiobjective/src/main/java/epmc/multiobjective/MultiObjectiveUtils.java#L147
https://github.com/iscas-tis/ePMC/blob/b1ba8abf9f52c05f23421efb1abd1be7618f426d/plugins/propertysolver-multiobjective/src/main/java/epmc/multiobjective/MultiObjectiveUtils.java#L147
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Alg. 3. Algorithm to convert LTL properties into cumulative rewards [28]

Input: An MDP, DRAs for the probabilistic reachability properties
{ϕ1, . . . , ϕn}

Result: The modified MDP and reward-structures representing the
probabilistic reachability properties

1 Construct the composition of the MDP and the DRAs for all
probabilistic reachability properties. For each maximising cumulative
reward property and the unknowns, determine whether it is possible to
reach an end component which contains a reward higher than 0 while
satisfying all constraints of the multi-objective property. If this is the
case, stop because there is an infinite cumulative reward.

2 Remove all actions that will not be used because the assumption holds.
These are all the actions with a reward higher than 0 for a maximising
cumulative reward property that are contained in an end-component.
Then repeatedly remove all states with no outgoing actions and all
actions that contain a branch that leads to a non-existing state until
no changes occur.

3 We turn all probabilistic reachability properties into cumulative
rewards. To do this, we add the state sdead to the state space. If we
have probabilistic reachability properties {ϕ1, . . . , ϕn}, for each
R ∈ P({ϕ1, . . . , ϕn}), we find the end-components that accept all
properties in R and do not contain any reward. For each of the states
in these end components, we add a transition to the sdead state with a
reward of +1 for all properties in R.

sI
τ

+1
1

Fig. 17. Infinite cumulative reward with reward-structure ρ∞

constraints. This means that we do not only need to check whether we can
reach such an infinite end component from the initial state, but can do so while
satisfying all constraints. This requires an additional multi-objective query, just
to validate the validity of a model.

6.1 Existing Approaches

Right now, PRISM does not perform the check shown in Algorithm 3 on the
unknown in case of a multi-objective property with a minimising cumulative
reward unknown. For example, if we evaluate the multi-objective property〈

[CumRewM(ρ∞)]≤∞
min

〉
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(a) Reward-structure ρ1
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(b) Reward-structure ρ∞′

Fig. 18. Infinite cumulative reward edge case

on the MDP shown in Figure 17, we have an infinite cumulative reward of ∞.
However, since PRISM does not perform the check in this case, PRISM will
continue to verify the property. Although value iteration does not converge on
this model, the linear program solver will report a value of 0.0, which is obviously
incorrect. We reported this problem to the maintainers.11

Storm handles infinite cumulative rewards slightly differently. It discards any
strategies that contain an infinite cumulative reward for any of the subproperties.
This means that if we for example evaluate the multi-objective property〈

[CumRewM(ρ∞′)]≤∞
min, [CumRewM(ρ1)]≤∞

≤0

〉
on Figure 18, Storm does not report the infinite cumulative reward, even though
the result of the query would expected to be infinity. Instead, it reports that
the query is unachievable, since it does not consider any strategy that includes
the action a, since it would lead to an infinite cumulative reward.12 This can be
confusing to users, especially since〈

[CumRewM(ρ1)]≤∞
≤0

〉
is achievable according to Storm.

Also, if we consider the model Figure 18 and evaluate the query〈
[CumRewM(ρ∞′)]≤∞

max , [CumRewM(ρ1)]≤∞
≥2

〉
using PRISM and Storm, both output that the model has an infinite cumulative
reward. However, if we look at the model, we see that it is impossible to satisfy
the constraint that ρ1 becomes 2. This means that both tools do not only exclude
models for which all constraints are satisfied as shown in Algorithm 3. This saves
a separate multi-objective query, since detecting an infinite cumulative reward
can be done using a graph algorithm as we will see in Section 6.2.
11 https://github.com/prismmodelchecker/prism/issues/253
12 https://github.com/moves-rwth/storm/issues/624

https://github.com/prismmodelchecker/prism/issues/253
https://github.com/moves-rwth/storm/issues/624
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Moreover, Storm and PRISM do not report which cumulative rewards are
infinite, making it harder to debug.

6.2 Our Approach

As seen in Section 6.1, if an infinite cumulative reward is detected in the current
tools, it is not verified whether it can actually be obtained by a strategy satisfying
the constraints as shown in Algorithm 3. We assume that this approach has been
chosen since performing this requires a multi-objective query on the same MDP
using another reward-structure. This means that the check would take a similar
amount of time as the main check. This significantly slows down the model
checkers for only a small set of missing models.

Since we also would not like to slow down our implementation so drastically,
we also choose a different approach than the one used in Algorithm 3. However,
since infinite cumulative rewards typically denote modelling errors, we choose
to exclude all reward-structures for which there exists a strategy that leads
to an infinite cumulative reward, even when minimising rewards. Otherwise, the
user might still provide negative rewards and minimise to end up with a negative
infinite reward. This is essentially equivalent to maximising for a positive reward
to end up with and infinite reward, just the signs are flipped. This means that we
can evaluate a slightly smaller set of models than PRISM and Storm. However,
we know for sure that we can evaluate all the models that pass the check. We
opted not to choose the Storm approach since, as shown in Section 6.1 the
outputs can be confusing.

In order to do this, we could use an algorithm that works for the non-multi-
objective case and apply it separately for each reward-structure. However, if we
have several reward structures, we can also perform this computation only once.
For this, we came up with the approach shown in Algorithm 4. It is inspired by
the approach taken by Storm. We prevent each model with an end component
with a non-negative reward that is reachable from the initial state. We do this
since the reward being in an end component means that we can construct a
strategy such that we stay in the end component for ever while obtaining the
reward an infinite number of times.

7 Multi-Objective Model Checking Algorithms

So far, we have found problems in multi-objective algorithms without diving into
the algorithms themselves. To better understand what is going on behind the
scenes, we present the multi-objective model checking algorithms used so far in
this section. We do this in more depth than the respective papers, since we have
no page limit and can thus provide more insight into the algorithms.

We will use this knowledge to replicate the papers [29,30] in Section 8. This
allows us to find errors in the underlying papers, which can help future imple-
mentations avoid falling into these traps. Moreover, this allows us to attempt to
implement a model checker that learns from the mistakes found in Section 4.



50 M. van Wijk

Alg. 4. Algorithm to detect infinite cumulative rewards for MDP M

Input: The MDP M and reward-structures ρ ∈ Structd
M

Result: Whether the MDP contains infinite cumulative rewards
1 For the MDP M calculate the set of maximal end components

MEC M = {EC 1, . . . , EC k}, where each
EC i = ⟨SECi , sECi ,AECi , δECi⟩.

2 Compute the function l which labels each maximal end component with
the reward-structures which have a non-zero reward in the maximal
end component. Formally:
l(EC i) = {ρj | ∃s, s′ ∈ SECi

: ∃a ∈ αECi
(s) : ρj(s)(a)(s′) ̸= 0}.

3 Calculate the set of reward-structures with an infinite reward by
computing the union of the labels of maximal end components
reachable from initial state sI .
l∞ =

⋃
EC∈

{
ECi∈MECM|∃s′∈SECi

: sI

M−−→s′
} l(EC ).

4 If l∞ = ∅ the model is valid so perform the actual model checking
algorithms. Otherwise, report to the user that the reward-structures in
l∞ have infinite cumulative rewards and do not perform the actual
model checking algorithms.

7.1 Value Iteration Approach

The first way in which we will compute multi-objective queries is by using value
iteration [30]. This approach is an extension of the approach shown for single-
objectives in Section 2.7.

7.1.1 Intuition We will start by looking at the intuition behind the algorithm.
This will help to understand the principle behind the algorithm and show the
necessity of some mathematical definitions. We consider the case of a Pareto
query, since the multi-objective achievability and numerical queries work in the
same way, but with some optimisations.

The example we will consider is the certification process model shown in
Figure 8. Since we are looking for the Pareto curve, we know that the result
should be equivalent to Figure 9 at the end of the algorithm.

To simplify the algorithm, we only consider multi-objective properties with
cumulative rewards for which all constraints have a ≥ bound, and all unknown
are maximising. To convert properties into this form, we use Proposition 8.

Proposition 8. Let M = ⟨S, sI ,A, δ⟩ be an MDP, then:

queryM([RewM]≤k
≤c ) = queryM([−RewM]≤k

≥−c), and

queryM([RewM]≤k
min) = −queryM([−RewM]≤k

max).
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Proof. For the first part of the proposition, we only need Definitions 18 and 19
and the simple relation: a ≤ b ⇐⇒ −a ≥ −b.

queryM([RewM]≤k
≤c )

= ∃σPs ∈ StratM : M, σPs |= [RewM]≤k
≤c

= ∃σPs ∈ StratM : RewM(k, σPs) ≤ c

= ∃σPs ∈ StratM : − RewM(k, σPs) ≥ −c

= ∃σPs ∈ StratM : M, σPs |= [−RewM]≤k
≥−c

= queryM([−RewM]≤k
≥−c).

For the second part of the proposition, we need Definitions 17 and 19 and the
duality of the infimum and supremum operators on a set X of real numbers:
inf X = − sup−X.

queryM([RewM]≤k
min)

= inf
σPs∈StratM

RewM(k, σPs)

= − sup
σPs∈StratM

−RewM(k, σPs)

= −queryM([−RewM]≤k
max).

⊓⊔

Since the certification process model uses the property〈
[CumRewM(ρhire)]≤∞

max , [CumRewM(ρmoney)]≤∞
min

〉
,

we should evaluate the property〈
[CumRewM(ρhire)]≤∞

max , [CumRewM(−ρmoney)]≤∞
max

〉
and change the sign of money after the algorithm has finished.

In each step of the algorithm, we will compute a “weight vector”. This weight
vector assigns various weights to all reward-structures in the multi-objective
property. These weights are all between 0 and 1, and they should sum up to one.
Notice that this is equivalent to constructing a probability distribution over the
points. A linear combination where the constants are a weight vector is called a
convex combination, which we will cover in greater depth in Section 7.1.2.

With a weight vector w ∈ [0, 1]d, we can then find the step-positional strategy
σS for multi-objective property〈

[CumRewM(ρ1)]≤k1
◦1

, . . . , [CumRewM(ρd)]≤kd
◦d

〉
,

that achieves the highest value for the sum
∑d

i=1 wi ·CumRewM(ρi)(ki, σS) and
the rewards achieved by using this strategy q = ⟨CumRewM(ρi)(ki, σS)⟩i∈{1,...,d}.
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The algorithm for computing the step-positional strategy and point q will be
covered in Section 7.1.8. Notice that we do not compute the best probabilistic
step-positional strategy, but the non-probabilistic step-positional strategy. We
do this since if we know all points that can be achieved using non-probabilistic
step-positional strategies, the points from all probabilistic step-positional strate-
gies can be computed using convexity which will be covered in Section 7.1.2.

Example 24. In the certification process it turns out that the candidate points
when using any weight vector are: ⟨0, 0⟩, ⟨0.85,−100⟩, and ⟨3.4,−1120⟩. These
are the points corresponding to memoryless strategies, since a step-positional
strategy cannot be better than a memoryless strategy if only infinite step-bounds
are used [29]. These points are not coincidentally the boundary points shown
in Figure 9. Any point in a line segment between two of those points would
correspond to a probabilistic step-positional strategy, which has a p chance of
taking the strategy corresponding to one point and a 1− p chance of taking the
strategy corresponding to the other. If we take the weight vector ⟨0.99, 0.01⟩,
of these boundary points, ⟨0, 0⟩ has the highest sum: 0.99 · 0 + 0.01 · 0 = 0,
0.99 ·0.85+0.01 ·−100 = −0.1585, and 0.99 ·3.4+0.01 ·−1120 = −7.834. Hence,
from the computation we would get q = ⟨0, 0⟩ with this weight vector.

Since we maximise the sum, we know that no achievable value can have a higher
sum. This means that if we compute q, we have an upper bound on the Pareto
curve. In two dimensions, this upper bound is a line. The line has the normal
vector w and goes through q. This line is described by the equation w ·x = w ·q.
This equation holds in all dimensions. In higher dimensions, it is known as a
hyperplane, which will be covered in more detail in Sections 7.1.3 and 7.1.10.
Please note that if one tries to draw the vector ⟨0.99, 0.01⟩ from Example 24 in
Figure 9 and draws the line that is 90◦ to that, it seems to go through both the
achievable and unachievable regions. This happens since the y-axis is scaled by
a factor of 200 for visualisation purposes. However, if both axis are not scaled,
the vector is also normal to the line in the visualisation.

Now that we have an upper bound, we also need a lower bound. The lower
bound can be found by constructing the curve that connects all the points found
q, or, in higher dimensions, the convex hull of these points as we cover in Sec-
tion 7.1.5. All points below the curve are also achievable, as they are dominated
by the points on this curve, as shown in Definition 32. It turns out that con-
necting these points works since connecting the points is equivalent to taking
a convex combination of these points. This convex combination represents the
probabilistic step-positional strategy with a probability distribution over the
step-positional strategies that lead to the connected points. This set of points is
called the downward closure, which we will discuss in Section 7.1.6.

Example 25. Recall that we are using the certification process model and needed
to flip the sign for the expected costs. We start the algorithm by finding the
maximum value for each of the subproperties and finding which values for the
other subproperties are found. In our example, we do this using the weight
vectors ⟨1, 0⟩ and ⟨0, 1⟩. Using the weight vector ⟨1, 0⟩, we find the point q =
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⟨3.4,−1120⟩. This means that all points dominated by this point and the point
itself form the lower bound. For the upper bound, we now know that there is no
achievable point with more hiring points than 3.4, as it would otherwise have had
a higher sum and should therefore have been selected instead of ⟨3.4,−1120⟩.
This is shown in Figure 19a.

We then use the weight vector ⟨0, 1⟩. This gives us the point q = ⟨0, 0⟩. This
means that we can update the upper bound again, since we now also know that
it is impossible to achieve a cost higher than 0. Moreover, we can update the
lower bound, since all points dominated by a convex combination of ⟨0, 0⟩ and
⟨3.4,−1120⟩ are now confirmed to be achievable. We show this in Figure 19b.

Now that the most obvious weight vectors have been used, we need to find a
new weight vector such that the over and under approximation get closer to each
other. We also know that the weight vector represents a line. Therefore, it makes
the most sense to select the weight vector, such that if there is no new point, the
upper and under approximation are equal. This can be achieved by using the
weight vector that is normal to the line from ⟨0, 0⟩ to ⟨3.4,−1120⟩. If there is no
point above this line, the newly found upper bound will go through both ⟨0, 0⟩
and ⟨3.4,−1120⟩ and we can terminate the algorithm. In this case however, we
find a new point. This point is q = ⟨0.85,−100⟩, as shown in Figure 19c.

We now have two new lines at the boundary of the under approximation.
We again use the weight vectors normal to these lines. We start with taking
the weight vector for the line through ⟨0, 0⟩ and ⟨0.85,−100⟩ and then the line
through ⟨0.85,−100⟩ and ⟨3.4,−1120⟩. This time, there are no points above these
lines. Because of the choices of the weight vectors, the upper and under approx-
imation will be equivalent after these to steps as demonstrated in Figures 19d
and 19e.

Since the under and over approximation are equivalent, we must now have
constructed the entire curve. Now, the last step to take is to switch the sign of
the expected costs as shown in Proposition 8, since it was initially a minimising
unknown. Note that after doing this, Figure 19f is equivalent to Figure 9, as
required.

7.1.2 Convexity As we have seen, the algorithm is heavily dependent on the
concept of convexity [15]. In geometric terms, convexity means that if we have
a shape and we pick any two points inside of a shape and draw a line segment
between those two points, no point on the line segment is outside of the shape.
If a shape is not convex, we call it concave. We show this in Figure 20, for the
convex shape, there is no way in which we can draw a line segment between two
points inside of the shape such that the line segment leaves the shape. In the
concave shape, on the other hand, we can easily find two points inside the shape,
but the line segment leaves the shape.

Another important geometric concept we will use are polytopes [57]. A poly-
tope is the higher-dimensional equivalent of a polygon. This means that for a
d-dimensional space, the shape consists only of (d − 1)-dimensional flats, also
called facets. These facets are in turn constructed from (d−2)-dimensional flats,
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(a) Find point ⟨3.4, −1120⟩
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(b) Find point ⟨0, 0⟩
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(c) Find point ⟨0.85, −100⟩
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(d) No new points
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(f) Invert expected costs

Fig. 19. Multi-objective value iteration example
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(a) Convex Shape (b) Concave Shape

Fig. 20. Convexity Example

(a) Polytope (b) Non-Polytope

Fig. 21. Polytope Example

which are called ridges. In 2 dimensions, this means that a facet is a line seg-
ment and a ridge a point. In Figure 21 we can see that our concave shape from
Figure 20 is a polytope, since it consists only of straight line segments. A circle
is not a polytope since it contains curved edges.

Most shapes we will consider after this are both convex and a polytope. We
call these shapes convex polytopes. For example, a square is both convex and a
polytope.

We will also express convexity using sets and equations. If we have a set of
Pareto optimal points, such as {⟨0, 0⟩ , ⟨0.85, 100⟩ , ⟨3.4, 1120⟩} as in Figure 9,
we can find other achievable points using a probability distribution between the
strategies used to generate these achievable points. Because each point corre-
sponding to a strategy gets a value between 0 and 1, with the sum of these
values summing up to 1, we can also express this using a concept called a convex
combination [15].

Definition 34. A convex combination of a set of vectors X = {x1, . . . ,xd} ⊆
Rn is the tuple

∑d
i=1 wi ·xi, with w = ⟨w1, . . . , wd⟩ ∈ Rd, ∀i ∈ {1, . . . , d} : wi ≥

0,
∑d

i=1 wi = 1.

Example 26. If we take the strategy obtaining the achievable point ⟨0, 0⟩ with a
probability of 0.05, the strategy resulting in ⟨0.85, 100⟩ with probability 0.1 and
in the remaining cases take the strategy resulting in ⟨3.4, 1120⟩, we obtain the
convex combination 0.05 · ⟨0, 0⟩+0.1 · ⟨0.85, 100⟩+0.85 · ⟨3.4, 1120⟩ = ⟨2.97, 962⟩.
Hence, the point for this probabilistic strategy would be ⟨2.97, 962⟩.

7.1.3 Affine Hyperplane An affine hyperplane is the generalisation of a
plane in a 3-dimensional space to arbitrary dimensions. In general, it is a (d−1)-
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flat in d-dimensional space [57]. This means that in 2-dimensional space, a hyper-
plane is a line and a plane in 3-dimensional space. We will need affine hyperplanes
to describe convex hulls in Section 7.1.5 and to understand separating hyper-
planes in Section 7.1.10, which are fundamental building blocks of Algorithms 8,
10 and 11. We can express an affine hyperplane using its normal vector and an
offset from the origin.

Notice the word “affine” in “affine hyperplane”. The affine prefix indicates
that the hyperplane is part of an affine space. In the words of the mathemati-
cian Berger “An affine space is nothing more than a vector space whose origin
we try to forget about, by adding translations to the linear maps” [13]. This
simply means that we do not care whether the origin is included in the hyper-
plane. However, when we perform computations on geometric structures in affine
spaces such as affine hyperplanes, we will typically require to shift the geometric
structure, to include the origin.

Definition 35. An affine hyperplane is the tuple H = ⟨⟨a1, . . . ad⟩ , b⟩, and
contains all points: {

⟨x1, . . . , xd⟩ ∈ Rd |
d∑

i=1
ai · xi = b

}
.

The set of all affine hyperplanes in d-dimensional space, is denoted as Hd.

In order to find the affine hyperplane through d affine independent points
{x1, . . . ,xd} ∈ Rd, we can create a system of linear equations such that for each
point

∑d
j=1 aj · xij − b = 0. Recall that a null space of the matrix M is:

Null(M) =
{
x ∈ Rd+1 |Mx = 0d

}
.

This means that we should find the null space of the matrix: Mhyp =

x
T
1 −1
...

xT
d −1

 .

For any vector ⟨y1, . . . , yd, yd+1⟩ in the null space of Mhyp, the affine hyperplane
⟨⟨y1, . . . yd⟩ , yd+1⟩ contains all points xi.

An important feature of hyperplanes is that they divide the space into two
half-spaces [4]. Using hyperplanes, we can determine in which of these two half-
spaces any given point lies. The overlap between several half-spaces can be con-
sidered as a shape. We will use this fact to express a convex polygon as a set of
hyperplanes in Section 7.1.5.

To compute in which half-space from an affine hyperplane ⟨⟨a1, . . . ad⟩ , b⟩ a
vector ⟨x1, . . . , xd⟩ ∈ Rd lies, we can evaluate the following sum

∑d
i=1 ai · xi− b.

All points in the same half-space will have the same sign. So for all points in one
half-space of the hyperplane, the summation will be positive, and for all points
in the other half-space of the hyperplane the outcome will be negative.

Another important property of hyperplanes, which we will use, is that we
can calculate the distance from a hyperplane to a point by scaling the sum that
we used to determine the half-space.
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Proposition 9. The distance from the hyperplane ⟨a, b⟩ ∈ Hd and the point
x ∈ Rd, is:

|a · x− b|
∥a∥

.

Proof. Since a is the normal vector of the hyperplane, the distance between the
point x and the hyperplane, is the distance between x and the intersection of the
line x + λa and the hyperplane. At this point, the distance is minimised. For
x + λa to be on the hyperplane, by Definition 35 we must have:

a · (x + λa) = b

a · x + λa2 = b

a · x + λ∥a∥2 = b

λ = −a · x + b

∥a∥2

So we now need to calculate the distance between x and x + −a·x+b
∥a∥2 · a. We see

that both vectors are offset by x, so the distance between these two points is the
length of the vector −a·x+b

∥a∥2 · a. Well:

∥−a · x + b

∥a∥2 · a∥

= |−a · x + b

∥a∥2 | · ∥a∥

= |−a · x + b|
∥a∥2 · ∥a∥

= |−a · x + b|
∥a∥

= |a · x− b|
∥a∥

.

⊓⊔

7.1.4 Affine Subspace To compute the convex hull as covered in Section 7.1.5
in an arbitrary number of dimensions, the points should not all lie in a lower-
dimensional shape. Otherwise, the set of points is said to be degenerate [32].

Example 27. If we have the points
{[

1
1

]
,

[
2
2

]
,

[
3
3

]}
, if we take each point to

be represented as
[
v1
v2

]
all these points are on the line v1 = v2 as shown in

Figure 22a. This means that all linear combinations of these points will end up
on this line. Since their linear combinations only span a line and not the entire
affine space, we consider the points to span an affine subspace.
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Fig. 22. Examples of points in an affine space

If on the other hand, we have the points
{[

1
1

]
,

[
2
1

]
,

[
3
3

]}
, we cannot express

v1 or v2 in terms of the other. As shown in Figure 22b observe that in 2 dimen-
sions this results in the shape having an area. If we would now take the set of
all linear combinations of these points, we would obtain the entire affine space.

If points only span an affine subspace, some dimensions are linearly dependent
on the other dimensions, and thus we can eliminate these linearly dependent
dimensions without losing information. For example, if v1 = v2, it means that
the first dimension is linearly dependent on the second. Therefore, we can find a
linear transformation to remove these linearly dependent dimensions from each
point to transform each point to a lower dimension. In this case, we go from 2
dimensions to 1, since we remove the first dimension. The advantage of using a
linear transformation is that if a point is inside of the convex hull in the subspace,
it is also inside of the convex hull if we transform all points back to the original
space. To use a linear transformation, we must offset the points such that the
origin is included, since a linear transformation uses a vector space instead of an
affine space. This does not change the relative positioning of the points and thus
does not change the structure of the convex hull. The offset can be achieved by
subtracting any of the points from all points.

Example 28. If we take the set
{[

1
1

]
,

[
2
2

]
,

[
3
3

]}
again, we can express each point

as
[
v1
v2

]
=

[
v2
v2

]
. Hence, we can remove v1 without loss of information. We can

achieve this by using the linear transformation
[
0 1

]
. For a linear transformation

to work, we need to shift the points so that the origin is included. We do this

by subtracting
[
1
1

]
from each point before the transformation. We then obtain[

0 1
]

(
[
v1
v2

]
−

[
1
1

]
) =

[
v2 − 1

]
. The point

[
v2 − 1

]
has only one dimension, but
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Alg. 5. Subspace Transformation - ComputeSubspace

Input: Points {x1, . . . ,xn} ∈ P(Rd)
Result: Transformation T , inverse transformation T −1, offset o ∈ Rd

1 ⟨y1, . . . ,yn⟩ ← ⟨x1 − x1, . . . ,xn − x1⟩
2 M ← RowReducedEchelonForm(

[
y1 y2 · · · yn Id

]
)

3 f ←

{
⟨di, ri⟩ |di, ri ∈ {1, . . . , d} , M [ri, n + di] ̸= 0,

∀ci ∈ {1, . . . , n + di− 1} : M [ri, ci] = 0

}
4 r ← {⟨di ∈ {1, . . . , d} , ∥{di′ ∈ {1, . . . , d} | di′ /∈ f, di′ ≤ di}∥⟩ | ∀ri : ⟨di, ri⟩ /∈ f}

5 T ← (d− ∥r∥)× d matrix filled with zeros
6 T −1 ← d× (d− ∥R∥) matrix filled with zeros
7 foreach di ∈ {1, . . . , d} do
8 if ∀ri : ⟨di, ri⟩ /∈ f then
9 foreach ⟨di′, di′′⟩ ∈ r do

10 T −1[di, r(di′)]← −M [f(di), di′]
11 else
12 T [r(di), di]← 1
13 T −1[di, r(di)]← 1
14 return T, T −1,x1

it contains the same information as
[
v1
v2

]
, since v1 = v2. Therefore, the point

can be converted back using a linear transformation as well. To do this, we first

apply the inverse transformation
[
1
1

]
and then add the offset

[
1
1

]
that we used

to convert the set points to a vector space: (
[
1
1

] [
v2 − 1

]
) +

[
1
1

]
=

[
v2
v2

]
=

[
v1
v2

]
.

The procedure we use to convert the points into the corresponding sub-
space is shown in Algorithm 5. On the first line, we transform the affine space
into a vector space by ensuring that the origin is in the set of points without
changing the relative positioning of the points. We then construct the matrix[
y1 y2 · · · yn Id

]
. Since the vector space spanned by the vectors {y1, . . . ,yn}

is expressed as {
∑n

i=1 λiyi | λ ∈ Rn}, each row in the matrix M corresponds
to the equation for a dimension. The first n columns on row ri, represents the
sum

∑n
i=1 λiyiri and the equation is equal to the sum of dimensions in the last d

columns. We then find the row reduced echelon form [58] of this system of linear
equations to find which dimensions depend on each other. This is the case where
there is no λi left in an equation but there are still dimensions present.

Example 29. We take the set of points
{[

1
1

]
,

[
2
2

]
,

[
3
3

]}
again. This gives us

the matrix
[
0 1 2 1 0
0 1 2 0 1

]
, whose row reduced echelon form is

[
0 1 2 0 1
0 0 0 1 −1

]
. This

matrix represents the equations λ2 + 2λ3 = v2 and 0 = v1 − v2, which means
that v1 = v2. Hence, we know that v1 is linearly dependent on v2.
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On line 3, we search for the equations where no λi is present, since equations
without any λi can be written in the form of vi =

∑d
j=i+1 ajvj ,a ∈ Rd. This

means that the ith dimension is fixed based on the other dimensions. We store
the dimension i and the line on which the equation is written, so that we can
use the equation later in the algorithm.

Example 30. We start with M =
[
0 1 2 0 1
0 0 0 1 −1

]
. We need to store the dependent

dimension, which as we determined is v1, which is represented by a 1, the index
of its corresponding column. The linear dependence on the other variables is
described in the second row. Hence, we obtain f = {⟨1, 2⟩}.

Now that we know which dimensions can be expressed in terms of the other
dimensions, we can compute the transformation to a subspace by removing all
fixed dimensions. We do this on line 4 by storing for each free dimension di how
many free dimensions are present in the dimensions up to and including di. This
means that each free dimension has its own unique number between 1 and the
number of free dimensions, which corresponds to the dimension it will end up in
after the transformation.

Example 31. The free dimensions are the dimensions that are not fixed and
therefore are not part of f . In our case, this means that 2 is the only free
dimension. Since there is no smaller free dimension, we notice that the second
dimension will end up as the first dimension after the transformation. This results
in r = {⟨2, 1⟩}.

After that, we create the forward transformation from the higher to the lower
dimension on line 5, and the inverse transformation on line 6. For any linear
transformation, observe that x1,1 · · · x1,d

...
. . .

...
xd′,1 · · · xd′,d


v1

...
vd

 =


∑d

i=1 x1,i

...∑d
i=1 xd′,i

 .

For the forward transformation, we need to ensure that for each free variable
in dimension di, that ends up in dimension r(di). To do this, we need to set
Tr(di),di = 1, since this will ensure that vdi ends up in position r(di) in the new
vector.

For the inverse transformation, we need to ensure that the rows in the re-
sulting vector are equal to the weights for the linear combination of the free
variables. Observe that the row di in the inverse transformation T −1 should
contain the weights for the linear combination of the dith dimension after the
inverse transformation has been applied. Hence, for a free variable, in position
di, we only need to set T −1

di,r(di). We do this on line 13. For a fixed variable, we
need to set the value equal to the linear combination found on line 2. This is
done on line 10.



The State of Multi-Objective Model Checking 61

Example 32. Since only the second dimension is free, we obtain the forward
transformation T =

[
0 1

]
. Furthermore, the linear combination v1 is v2 and v2

is stored in the first dimension of the transformed vector, the same holds for v2.

Therefore, we obtain the inverse transformation T −1 =
[
1
1

]
.

Notice that T −1T

[
v1
v2

]
= T −1 [

v2
]

=
[
v2
v2

]
, which is indeed the form of all

the vectors in the subspace spanned by the points
{[

0
0

]
,

[
1
1

]
,

[
2
2

]}
.

In fact, an important property of Algorithm 5 is that, when applied to the
set X, for each point y in the same subspace as the points in X, we have
T −1T (y− o) = y− o. The inverse also holds. Moreover, if a point is not in this
subspace, this equation does not hold. Therefore, we can check using Algorithm 5
whether a point is in the same subspace.

Proposition 10. When T , T −1, and o are obtained by applying Algorithm 5 to
the set X we have T −1T (y − o) = y − o if and only if
(y − x′) ∈ Span({x− x′ | x ∈ X}) with x′ ∈ X.

Proof sketch. We have chosen x′ to be an arbitrary vector in X, just like o. For
the remainder of this sketch, we will only consider the case x′ = o. In this case,
we can take the set Y = {x− o | x ∈ X} and show that when T , T −1, and o
are obtained by applying Algorithm 5 to the set Y , then T −1Tz = z if and only
if z ∈ Span(Y ).

– Span(Y ) is the subspace spanned by the vectors in Y . When we have z ∈
Span(Y ), Tz will remove only the dimensions that are fixed for each vector
in the subspace that contains all the points in Y , and thus all the points in
Span(Y ). These fixed dimensions are reconstructed from its linear combina-
tion when T −1(Tz) is applied as explained above, so T −1Tz = z.

– When we have T −1Tz = z, we know that by its construction Tz is the same
as z, but potentially with fewer dimensions. In the case where the number
of dimensions is equivalent, we know that there were no fixed dimensions.
Therefore, each dimension is free and Span(Y ) must be the entire vector
space and thus z ∈ Span(Y ). If the number of dimensions is smaller, at
least one dimension must have been fixed and removed in Tz compared to z.
Since T −1Tz = z, we know that the linear combination for these removed di-
mensions must have been the same as for each vector in Y . Since all removed
dimensions can be expressed using the same linear combinations required for
each point in Y , we can come up with a linear combination of the vectors in
Y to construct z, thus z ∈ Span(Y ).

Since z ∈ Span(Y ) implies that T −1Tz = z and the other way around, we know
that T −1Tz = z if and only if z ∈ Span(Y ).
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Example 33. We take T =
[
0 1

]
, T −1 =

[
1
1

]
, and o =

[
1
1

]
as in the previous

example. In this case, we observe that a point outside of the subspace such as[
0 1

]
would result in: [

1
1

] [
0 1

]
(
[
0
1

]
−

[
1
1

]
)

=
[
1
1

] [
0 1

] [
−1
0

]
=

[
1
1

] [
0
]

=
[
0
0

]
̸=

[
0
1

]
.

We observe that a point y outside of the subspace indeed does not satisfy the
condition T −1T (y − o) = y − o.

7.1.5 Convex Hull If we take all the convex combinations of a set of vectors
X, we get the convex hull of that set of vectors [12]. If X is a finite set, then the
convex hull will be a convex polytope. In this paper, we will only consider the
convex hull of finite sets, so their convex hull will always be a convex polytope.

Definition 36. The convex hull of a set of vectors X = {x1, . . . ,xd} ⊆ Rn is
the set of all convex combinations:

conv(X) =
{

d∑
i=1

wi · xi | wi ∈ R,∀i ∈ {1, . . . , d} : wi ≥ 0,

d∑
i=1

wi = 1
}

.

Example 34. The convex hull of the points X = {⟨0, 0⟩ , ⟨0.85, 100⟩ , ⟨3.4, 1120⟩}
is shown in Figure 23. The points in X correspond to the memoryless strategies
in Figure 8.

A convex hull can also be described in a geometric way. In essence, we try to find
the smallest convex polytope that contains all the given points. We describe these
convex polytopes using hyperplanes at the boundary of the convex polytope, for
which the entire convex polytope is in one half-space of each hyperplane [59,72].
This will allow us to determine whether a point is inside of the convex hull by
checking whether the point is in the half-space of the convex hull for all of the
hyperplanes.

Definition 37. A convex hull in d-dimensional space can be described a tuple〈
F, c,

〈
T, T −1,o, SC

〉〉
, where:

– F is the set of facets, where each facet is a tuple ⟨R, H⟩, with R a set of
d ridges, where each ridge is a set of d − 1 points in Rd, and H ∈ Hd a
hyperplane containing the ridges in R,
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Fig. 23. Convex hull of {⟨0, 0⟩ , ⟨0.85, 100⟩ , ⟨3.4, 1120⟩}

Alg. 6. ConvexHullContains

Input: The convex hull description C =
〈
F, c,

〈
T, T −1,o, SC

〉〉
, the

point to check x ∈ Rd

Result: Whether x is inside the convex hull described by C
1 if

〈
T, T −1,o, SC

〉
̸=⊥ then

2 return T −1T (x− o) = x− o ∧ ConvexHullContains(SC, T (x− o))
3 return ∀ ⟨R, ⟨a, b⟩⟩ ∈ F : a · x ≤ b

– c ∈ Rd is a point inside of the convex hull,
– T is the transformation to the subspace,
– T −1 is the inverse transformation from the subspace,
– o the offset for the subspace transformation, and
– SC is the convex hull in the subspace.

This tuple description of a convex hull is more convenient in steps later on.
Notice that to check whether a point is in the same half-space as the convex
hull, we only need one point inside the convex hull, which is the point c in the
description. Hence, if for all hyperplane describing a convex hull the point c is
in the same half-space as some target point, the target point is inside the convex
hull. We show the computation to check whether a point is inside a convex hull
in Algorithm 6.

Example 35. In Figure 23 we have drawn a convex hull. Notice that if we use
the tuple description for the same convex hull and draw the hyperplanes and
point c inside of the convex hull, we obtain Figure 24. Notice that for all points
inside of the convex hull, they are in the same half-space as the point c for each
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Fig. 24. Tuple description of Figure 23

hyperplane. For any point outside of the convex hull however, there is at least
one hyperplane for which c is in the other half-space.

To find the tuple description of a convex hull, we will use the Quickhull algo-
rithm [7]. We chose to choose this algorithm over alternatives [17,33,45,49] since
Quickhull works in arbitrary many dimensions, is straightforward to implement,
and it keeps track of the facets during the construction.

We adapt Quickhull to handle the degenerate case in which all the points
are in an affine subspace. This degenerate case is often noted in literature, but
usually no solution is given to handle this case. We use the approach of Sec-
tion 7.1.4 to transform the points into a lower dimension. Moreover, since in
our approach we iteratively add points to our convex hull, instead of knowing
the points beforehand, we provide the way to add a point to a convex hull in
Algorithm 7.

On the first line, we check whether the point is already inside of the convex
hull. If this is the case, the convex hull does not grow and thus does not need to
be modified. On the second line, we get all the points based on which the convex
hull is constructed and store this in the set X. We then compute the subspace
on line 3.

We use this to check whether all points lie in a lower-dimensional structure
on line 4. If all the points in X all lie in a lower dimensional structure, we create
a convex hull in this dimension by adding all the points in X on line 8. On line
9, we then check whether adding one more affine independent point will create
a facet. If this is the case, we construct the ridges such that we can use them in
the if block on line 12 when this point is added.
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Alg. 7. Adapted Quickhull Algorithm - ConvexHullAdd

Input: The current convex hull description C =
〈
F, c,

〈
T, T −1,o, SC

〉〉
,

new point y ∈ Rd

Result: The convex hull description containing y and all points in C
1 if ConvexHullContains(C,y) then return C
2 X ←

⋃
{
⋃

R | ∃H : ⟨R, H⟩ ∈ F} ∪ {y}
3 T, T −1,o← ComputeSubspace(X)
4 if T.rows ̸= T.columns then
5 F ′ ← ∅
6 c′ ← 0d

7 foreach x ∈ X do
8 ⟨F ′, c′, SS ′⟩ ← ConvexHullAdd(⟨F ′, c′,⊥⟩ , T (x− o))
9 if T.rows < d− 1 then return

〈
⊥,⊥,

〈
T, T −1,o, ⟨F ′, c′,⊥⟩

〉〉
10 F ′′ ←

{〈{
T −1x′ + o | x′ ∈

⋃
{R | ∃H : ⟨R, H⟩ ∈ F ′}

}
,⊥

〉}
11 return

〈
F ′′, c′,

〈
T, T −1,o, ⟨F ′, c′,⊥⟩

〉〉
12 if ∥F∥ = 1 then
13 c′ ←

∑
x∈X

x
∥X∥

14 F ′ ← ∅
15 foreach ⟨R, H⟩ ∈ F do
16 foreach r ∈ R do
17 R′ ← {{y} ∪ r \ z | z ∈ r ∪ {y}}
18 ⟨a, b⟩ ← AffineHyperplane(r ∪ {y})
19 if a · c′ > b then ⟨a, b⟩ ← ⟨−a,−b⟩
20 F ′ ← F ′ ∪ {⟨R′, ⟨a, b⟩⟩}
21 return ⟨F ′, c′,⊥⟩
22 VF ← {⟨R, ⟨a, b⟩⟩ ∈ F | a · y ≥ b}
23 F ′ ← F \VF
24 HR← {R | ∃H : ⟨R, H⟩ ∈ F ′} ∩ {R | ∃H : ⟨R, H⟩ ∈ VF}
25 foreach R ∈ HR do
26 foreach r ∈ R do
27 R′ ← {{y} ∪ r \ z | z ∈ r ∪ {y}}
28 ⟨a, b⟩ ← AffineHyperplane(r ∪ {y})
29 if a · c > b then ⟨a, b⟩ ← ⟨−a,−b⟩
30 F ′ ← F ′ ∪ {⟨R′, ⟨a, b⟩⟩}
31 return ⟨F ′, c,⊥⟩
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Fig. 25. From facet to convex polytope with a new point

When the condition on line 12 is satisfied, we know that the points do not lie
in a subspace, since line 4 is not satisfied. Moreover, only one facet is constructed.
This can only happen if line 12 has not been executed before, since this can
only happen if line 10 has been performed and line 20 has not ran. From this
facet, we will then construct a convex polygon by connecting the new point to
the constructed facet as we visualise in Example 36. Since each ridge is a (d-2)-
dimensional structure while the facet is a (d-1)-dimensional structure, each ridge
excludes one of the points of the facet. This is done on line 17. On line 18 we
then compute the hyperplane that includes the entire facet, using the procedure
shown in Section 7.1.3. On line 19, we ensure that for each hyperplane, the points
inside of the convex hull are in the negative half-space. Notice that this update
is valid, since a · x = b accepts the same points x as the equation −a · x = −b.
This update is not strictly necessary, but simplifies the implementation, since
we can ignore c to check whether a point is in the same half-space as c.

Example 36. In Figure 25 we have drawn the facet between ⟨0, 0⟩ and ⟨3.4, 1120⟩.
We then add the point ⟨0.85, 100⟩ to construct two new facets, which together
form a convex polytope.

If we already have a convex polygon, we reach line 22. In this case, we find all
“visible facets”, which are the facets that can “see” the new point y. Seeing the
point is equivalent to the point being in the other half-space of the hyperplane
than the interior of the convex polygon. To verify this, we use the technique
shown in Section 7.1.3. We store the new facets in the set F ′, each facet that
cannot see the new point will not be changed and is thus already added to F ′

on line 23. We then search for the “horizon ridges”, which are the ridges that
lie on the horizon of being seen and not being seen. This means that the ridge
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is part of a facet that can be seen but also of a facet that cannot be seen. From
these ridges, we construct the facets that connect the new point y on lines 26 to
30. Notice that this construction is equivalent to lines 16 to 20.

Example 37. The convex hull of the points {⟨0, 0⟩ , ⟨0.85, 100⟩ , ⟨3.4, 1120⟩}, is
shown in Figure 26a. We now want to add the point ⟨2, 400⟩ which is not yet
part of the convex hull as is clear from Figure 26b. Consequently we will need
to grow it, the first step of this process is to determine the visible facets. Notice
that only the facet that includes the points ⟨0, 0⟩ and ⟨3.4, 1120⟩ cannot see the
point ⟨2, 0⟩ as shown in Figure 26c. We then determine the horizon ridges, which
are points in 2 dimensions. We observe that the points ⟨0, 0⟩ and ⟨3.4, 1120⟩ are
both part of visible and invisible facets. Therefore, they are the horizon ridges
which we show in Figure 26d. Finally we construct the new ridges from the
horizon ridges to the new point as shown in Figure 26e. This last construction
is equivalent to the approach taken in Example 36.

7.1.6 Downward Closure As we have seen in Definition 31, all values dom-
inated by an achievable value are achievable. To describe all achievable values,
we will use the downward closure. For simplicity, we will only consider the case
where we want to maximise each property. We have seen in Proposition 8 that we
can transform any multi-objective property into a form where this is sufficient.

Definition 38. The downward closure of a set of vectors X = {x1, . . . ,xd} ⊆
Rn is the set of vectors that are below or equal to an element of the convex hull
of X:

down(X) = {y ∈ Rn | ∃x ∈ conv(X) : ∀i ∈ {1, . . . , n} : yi ≤ xi} .

Example 38. In Figure 19e the under approximation is the downward closure of
the points {⟨0, 0⟩ , ⟨0.85,−100⟩ , ⟨3.4,−1120⟩}.

Convex hulls are quite well known, therefore it is typically easier to come by a
convex hull algorithm than a downward closure algorithm. Fortunately, we can
express a downward closure using a convex hull using Proposition 11. All we
need to do is add d points in d-dimensional space, so that each dimension is
extended to negative infinity.

Proposition 11. The downward closure of a set X ∈ P(Rd) is the set of convex
combinations of:

X̂ = X ∪

{〈
−∞ · [i = j] + (min

x∈X
xi) · [i ̸= j]

〉
i∈{1,...,d}

| j ∈ {1, . . . , d}

}
.

Proof. In order to prove that the downward closure of X is equivalent to the set
of convex combinations of X̂, we will first prove that down(X) ⊆ conv(X̂) and
then conv(X̂) ⊆ down(X).
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(a) Starting convex hull
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(b) Add new point ⟨2, 0⟩
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(c) Determine visible facets
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(d) Determine horizon ridges
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(e) Construct new facets

Fig. 26. Convex hull construction example
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– By the definition of a downward closure, we have that for any y ∈ down(X),
∃x ∈ conv(X) : ∀j ∈ {1, . . . , n} : yj ≤ xj. This means that for an arbitrary
number of dimensions, the value of y is smaller than x. For each such di-
mension j, we can take the convex combination of x and an infinitely small
fraction of the vectors ej = ⟨−∞ · [i = j] + (minx∈X xi) · [i ̸= j]⟩i∈{1,...,d} to
obtain y. Since x and all ej are in X̂, y is also present in conv(X̂). Since
the choice of y was arbitrary, we obtain down(X) ⊆ conv(X̂).

– Each element x ∈ conv(X̂) is a convex combination. We modify the weights
of this combination so that the weights for all vectors in X̂\X are set to 0 and
the sum of their original weights is added to the weight of one of the vectors
in X to obtain the convex combination y. Since the values in X̂ \ X are
lower bounds on the values in X, we conclude that ∀i ∈ {1, . . . , n} : xi ≤ yi.
Moreover, since only the vectors in X are used in the convex combination of
y, we get y ∈ conv(X). Combining these two facts, we get x ∈ down(X) by
the definition of the downward closure. Since the choice of x was arbitrary,
we obtain conv(X̂) ⊆ down(X).

Since down(X) ⊆ conv(X̂) and conv(X̂) ⊆ down(X), we infer that down(X) =
conv(X̂). ⊓⊔

7.1.7 Pareto Query The first type of query that we consider is the Pareto
query. This is a strongly altered version of the one shown in [30]. In the original
paper, only the 2-dimensional case is considered, however, we want to support
more than two unknowns. We do only consider maximising cumulative rewards.
Recall that we can turn probabilistic reachability properties into cumulative
rewards using Proposition 7. Moreover, we can turn min into max targets as
shown in Proposition 8.

The intuition behind this approach is shown in Section 7.1.1. We aim to
generate the entire Pareto curve with this algorithm. The adapted algorithm is
shown in Algorithm 8. The set X contains boundary points of the achievable
values. The set Y contains a queue of facets for which we still need to check
whether there is an achievable point on the outside of the facet.

As shown in Section 7.1.1, we first construct the initial facet by finding the
maximum value for each dimension. We then try to expand the convex polygon
of achievable solutions by finding the point that is the furthest away from that
facet. If there exists a point outside the facet, we can grow the convex polygon
to contain the point. We can then construct d new facets by including this new
point. We then check for all of these facets whether they can still be grown.
Notice that this construction is extremely similar to the Quickhull algorithm [7],
however, we do not know the points in advance.

On line 3, we construct the weight vector that will maximise for the ith di-
mension. We then compute the achievable point q obtains the maximum distance
between the hyperplane ⟨w, 0⟩ and the rewards on lines 4 and 5. This compu-
tation is discussed in Section 7.1.8. Unfortunately, we might then still end up
with a degenerate point cloud. For example, we might have a Pareto property
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Alg. 8. Pareto queries

Input: MDPM, Pareto property ϕ̃ =
〈
[CumRewM(ρ1)]≤k1

max , . . . , [CumRewM(ρd)]≤kd
max

〉
Result: Finite set X ⊂ Rd, such that down(X) = AchM(ϕ̃)

1 X ← ∅
2 foreach i ∈ {1, . . . , d} do
3 w ← ⟨[i = j]⟩j∈{1,...,d}

4 Find strategy σPs maximising
∑d

j=1 wj · CumRewM(ρj)(kj , σPs)
5 q ← ⟨CumRewM(ρj)(kj , σPs)⟩j∈{1,...,d} − 1
6 if q ∈ X then
7 qi ← −|qi| −

∑
x∈X |xi|;

8 X ← X ∪ {q}
9 Y ← {X}

10 while ∃F ∈ Y do
11 Y ← Y \ F
12 Find w such that ∀x1,x2 ∈ F : w · x1 = w · x2,

∑
i∈{1,...,d} wi = 1

13 if w ̸= ⊥ then
14 Find strategy σPs maximising

∑d
i=1 wj · CumRewM(ρi)(ki, σPs)

15 q ← ⟨CumRewM(ρi)(ki, σPs)⟩i∈{1,...,d}
16 if q /∈ down(X) then
17 X ← X ∪ {q}
18 foreach x ∈ F do
19 Y ← Y ∪ ({q} ∪ F \ {x})
20 return X

with two exactly the same subproperties. In this case, the points that maximise
for these two points might be equivalent. To prevent this from happening, we
include lines 6 and 7, which compute an achievable point, which is not a con-
vex combination of any of the other vectors. This point is achievable since the
updated point is dominated by the point before the update.

Since we do not know the points in advance, we need a different way to
handle degenerate convex hulls. It is important for the algorithm to work that
a facet is actually a facet and not a lower-dimensional structure. To ensure that
the initial facet is not a lower-dimensional structure, we use line 6 and 7. If we
want to maximise two different dimensions and end up with the same point,
we obviously lose one dimension, since we need at least d points to describe
a (d − 1)-dimensional structure. For example, we need 2 points to describe a
line. Fortunately, if all points are unique, because we are optimising different
dimensions, the points are independent. If two points are the same, we alter the
dimension that it was maximising, such that the value is still achievable, yet not
Pareto optimal. Since it is equivalent to another point, this newly constructed
point is still maximal for the other dimension for which this point was generated.

We then loop over the facets to check whether there are points on their out-
side. On line 12 we determine the weight vector that is the normal vector of the
facet F , which can be computed using the techniques of Section 7.1.3. The sum-
mation does require that all its dimensions sum up to one. This can be easily com-
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puted from the hyperplane ⟨a, b⟩ in d dimensions as w =
〈

ai∑d

j=1
aj

〉
i∈{1,...,d}

.

On line 13, we continue if the points in F are not actually a facet, but all lie in
an affine subspace, which might happen due to line 19.

We then compute the point with the maximum distance from the hyperplane
through all points in q, which is q using the techniques of Section 7.1.8 on lines
14 and 15. On line 16, we check whether this point was not already achievable.
This computation is discussed in Section 7.1.6. If q was outside of the previous
under approximation, we update the under approximation on line 17. We then
construct the new candidate facets on lines 18 and 19 in the same way that we
construct new facets from a new point used in the Quickhull algorithm discussed
in Section 7.1.5.

7.1.8 Value Iteration Algorithm One of the main contributions of [30] is its
value iteration implementation. The value iteration part of the paper computes
a strategy that maximises the dot product between a given weight vector w and
the rewards with the corresponding step-bounds for a given property. This is
equivalent to finding the achievable point with the maximum distance from the
hyperplane ⟨w, 0⟩. We show our adapted version in Algorithm 9. We have only
included an absolute convergence threshold, but, just as in Section 2.7 a relative
convergence threshold might be used instead.

In the first loop, we compute the strategy that maximises the dot product
between the weight vector and the rewards, for subproperties with an infinite
step-bound. This corresponds to the reward for taking infinitely many steps.
Notice that this computation is extremely similar to its simple single-objective
counterpart shown in Algorithm 1. In each iteration, we take the action for which
the expected reward is the highest. We do this by computing for each branch
the sum of the expected sum in the resulting state and the reward for taking
the branch on line 6. On line 7, we compute the action that was taken on line 6,
notice that since the summations are equal, these two values can be computed
alongside at the same time in an implementation. We exit the loop at line 11
if the error is small enough. The type of value iteration is in this loop is called
Jacobi value iteration [66]. For users interested in optimising the run time, the
Gauss-Seidel method [67] might be considered. However, covering this difference
is beyond the scope of this paper.

In the second loop, we then compute the value for each individual reward-
structure with an infinite step-bound if the computed strategy is being used. This
is done on line 13, where again the equation is very similar to line 6, with the
exception that it does check all actions but only uses the previously computed
action. If all step-bounds are infinite, we are now done, otherwise we will still
need to enter the third loop in order to compute the values for the subproperties
with a finite step-bound.

In the third loop, we essentially perform the single-objective approach of
Section 2.7 again on lines 19 and 20. Notice that they are almost equivalent to
lines 6 and 7. The only difference is that we now also include the properties with
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Alg. 9. Value iteration algorithm

Input: MDP M = ⟨S, sI ,A, δ⟩, weight vector w =
⟨w1, w2, · · · , wd⟩, multi-objective achievability property〈

[CumRewM(ρ1)]≤k1
≥c1

, . . . , [CumRewM(ρd)]≤kd

≥cd

〉
, convergence threshold

ϵ ∈ [0, 1]
Result: Step-positional strategy σS maximising

∑d
i=1 wi·CumRewM(ρi)(ki, σS)

and q = ⟨CumRewM(ρi)(ki, σS)⟩i∈{1,...,d}
1 x← y ← 0∥S∥
2 foreach i ∈ {1, . . . , d} do xi ← yi ← 0∥S∥
3 foreach s ∈ S do σS(s,∞)←⊥
4 do
5 foreach s ∈ S do
6 ys ← maxa∈αM(s)

(∑
s′∈S δ(s)(a)(s′) · (xs′ +

∑
{i|ki=∞} wiρi(s, a, s′))

)
7 σS(s,∞)← arg maxa∈αM(s)

(∑
s′∈S δ(s)(a)(s′) · (xs′ +

∑
{i|ki=∞} wiρi(s, a, s′))

)
8 ∆← maxs∈S |ys − xs| x← y

9 while ∆ > ϵ
10 do
11 foreach s ∈ S do
12 foreach {i | ki =∞} do
13 yi

s ←
(∑

s′∈S δ(s)(σS(s′,∞))(s′) · (xi
s′ +

∑
{i|ki=∞} wiρi(s, σS(s,∞), s′))

)
14 ∆← maxi∈{1,...,d} maxs∈S |yi

s − xi
s|

15 foreach i ∈ {1, . . . , d} do xi ← yi

16 while ∆ > ϵ
17 for l = max {ki | i ∈ {1, . . . , d} , ki ̸=∞} down to 1 do
18 foreach s ∈ S do
19 ys ← maxa∈αM(s)

(∑
s′∈S δ(s)(a)(s′) · (xs′ +

∑
{i|ki≥l} wiρi(s, a, s′))

)
20 σS(s, l)← arg maxa∈αM(s)

(∑
s′∈S δ(s)(a)(s′) · (xs′ +

∑
{i|ki≥l} wiρi(s, a, s′))

)
21 foreach {i ∈ {1, . . . , d} | ki ≥ j} do
22 yi

s ←
∑

s′∈S δ(s)(σS(s, l))(s′) · (xs′ + ρi(s, σS(s, l), s′))
23 foreach i ∈ {1, . . . , d} do xi ← yi

24 foreach i ∈ {1, . . . , d} do qi ← yi
sI

25 return σS , q
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Alg. 10. Multi-objective achievability query

Input: MDP M, multi-objective achievability property
ϕ̄ =

〈
[CumRewM(ρ1)]≤k1

≥c1
, . . . , [CumRewM(ρd)]≤kd

≥cd

〉
Result: queryM(ϕ̄)

1 X ← ∅, c = ⟨c1, . . . , cd⟩
2 do
3 Find w separating c from down(X)
4 Find strategy σPs maximising

∑d
i=1 wi · CumRewM(ρi)(ki, σPs)

5 q ← ⟨CumRewM(ρi)(ki, σPs)⟩i∈{1,...,d}
6 if w · q < w · c then return false
7 X ← X ∪ {q}
8 while c /∈ down(X)
9 return true

a finite step-bound of at least l. Since this will be true exactly ki times for a
subproperty at index i with a finite step-bounds, we include the ith subproperty
only ki times, as intended. On line 22, we perform the equivalent of line 13,
but now we also include the subproperties with a finite step-bound. This is the
computation of the value for the individual subproperty.

7.1.9 Multi-Objective Achievability Query To compute an achievability
query we could compute the entire Pareto curve and determine whether the
target point is contained in the downward closure of the Pareto curve. However,
it turns out that we can take some shortcuts that significantly speed up the
computation [30]. We show the algorithm in Algorithm 10.

On the first line, we set c as the point for which we want to verify whether
it is achievable. On line 3 we find a new operation. Here, we search for any
hyperplane for which the downward closure of X, which is under approximation
discussed in Section 7.1.1, is in one half-space from the hyperplane, while the
point c is in the other. This differs from the approach of Section 7.1.7 since
we can discard any facet for which the point are in the same half-space as the
under approximation, since this can never grow the under approximation closer
to c. This significantly speeds up the algorithm. We discuss this computation in
Section 7.1.10.

On lines 4 and 5 we use the approach from Section 7.1.8 again to compute
the point q that has the largest distance to the hyperplane ⟨w, 0⟩. On line 6
we find another way to exit early. We check whether the distance from c to the
hyperplane ⟨w, 0⟩ is larger than the maximum distance for any achievable point,
which was obtained by q. If c is farther away than the furthest achievable point,
it must be impossible to achieve. This is equivalent to checking whether the c
point is outside the upper approximation. The distance between a hyperplane
and a point is discussed in Section 7.1.3.
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Fig. 27. Separating hyperplane for the point ⟨3, 200⟩

On line 8 we perform another optimisation. If we know that the point c is
in the downward closure of X, we know that c is in the under approximation of
the Pareto curve. If it is, then it must mean that the point is achievable, so we
can exit. This computation is discussed in Section 7.1.6.

7.1.10 Separating Hyperplane If we have a point that is not inside a convex
hull, we can always find a hyperplane that separates the point from the convex
hull according to the separating hyperplane theorem [68]. This is equivalent to
finding a hyperplane for which the entire convex hull is in one half-space, while
the point is in the other.

Example 39. The point ⟨3, 200⟩ can be separated from the Pareto curve for the
hiring points, using the hyperplane ⟨⟨400,−1⟩ , 620⟩, as shown in Figure 27.

In some cases, a separating hyperplane is used as the weight vector as demon-
strated in Section 7.1.1. While we can start with the standard basis vectors{

[i = j]{1,...,d} | i ∈ {1, . . . , d}
}

, we want one that represents a facet of the down-
ward closure after that. Therefore, we choose the hyperplane with the maximum
distance to the point. This seems to have the best results in practice [30]. We
can find this hyperplane, since in Section 7.1.6 we have shown how to compute
a downward closure using a convex hull description, which contains the hyper-
planes of the facets.

Furthermore, we even know that this hyperplane has a normal vector which
consists only of non-negative values [30]. We can scale these values such that the
sum of the values is equal to 1. This ensures that the scaled normal vector can
be used as the weight vector for a convex combination as done in Section 7.1.1.
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Fig. 28. Separating hyperplane for the point ⟨3,−200⟩

In the context of the downward closure, we will consider such a scaled normal
vector, a separating vector.

Example 40. The point ⟨3,−200⟩ can be separated from the Pareto curve for
the hiring points, using the hyperplane ⟨⟨1120, 3.4⟩ , 0⟩, which is the hyperplane
through the boundary points ⟨0, 0⟩ and ⟨3.4,−1120⟩, as shown in Figure 28. We
can scale this normal vector to

〈
1120

1120+3.4 , 3.4
1120+3.4

〉
, so that its values sum up

to one. We use this as the separating vector of the point ⟨3,−200⟩ from the
downward closure.

7.1.11 Multi-Objective Numerical Query The approach for multi-objective
numerical queries is very similar to the approach for multi-objective achievabil-
ity queries shown in Section 7.1.9. We can take fairly similar shortcuts to avoid
having to compute the entire Pareto curve. The procedure is shown in Algo-
rithm 11.

We start with the most pessimistic target point c on line 1 and iteratively
increase it throughout the algorithm. Therefore, we take the lowest possible value
for the reward in the unknown position. This value can be computed using any
technique for model checking one objective [5].

On line 3, we again find a separating hyperplane. We do this using the ap-
proach of Section 7.1.10. It is now important that wj > 0, since we always need
to select a point q such that there does not exist another point q̂, such that
∀i ∈ {1, . . . , d} q̂i ≥ qi and q̂j > qj [30]. For example, if we have the multi-
objective numerical property〈

[CumRewM(ρ1)]≤∞
max , [CumRewM(ρ2)]≤∞

≥1

〉
,
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Alg. 11. Multi-objective numerical query

Input: MDP M, multi-objective numerical property ϕ̂ =〈
[CumRewM(ρ1)]≤k1

≥c1
, . . . , [CumRewM(ρj)]≤kj

max , . . . , [CumRewM(ρd)]≤kd

≥cd

〉
with the unknown in position j ∈ {1, . . . , d}

Result: queryM(ϕ̂)
1 X ← ∅, c =

〈
c1, . . . , queryM([CumRewM(ρj)]≤kj

min), . . . , cd

〉
2 do
3 Find w separating c from down(X), wj > 0
4 Find strategy σPs maximising

∑d
i=1 wi · CumRewM(ρi)(ki, σPs)

5 q ← ⟨CumRewM(ρi)(ki, σPs)⟩i∈{1,...,d}
6 if w · q < w · c then return ⊥
7 X ← X ∪ {q}
8 cj ← max {cj , max {c̄j ∈ R | ⟨c1, . . . , c̄j , · · · , cd⟩ ∈ down(X)}}
9 while c /∈ down(X) ∨w · q > w · c

10 return cj

we would never want to have q = ⟨0, 2⟩, if there exists a strategy such that
q̂ = ⟨1, 2⟩. We can achieve this by adding a small value to wi if it is 0. Another
way to implement this without the wj > 0 constraint is covered in Section 8.3.

We then continue with lines 4 and 5 by computing the point q with the
maximum distance to the hyperplane ⟨w, 0⟩ with the calculation shown in Sec-
tion 7.1.8. On line 6, we check whether the point c is farther away from this
hyperplane than the furthest point q. Since cj is always an under approxima-
tion, if c is farther away than the furthest achievable point q, must mean that
the property is unachievable. This is equivalent to checking whether the point
c is outside of the upper approximation. On line 7 we update the under ap-
proximation of the Pareto curve. On line 8, we find the optimal value for cj

in the downward closure of our known points, given that all constraints need
to be satisfied. This is the maximum point on the current Pareto curve under
approximation, where all constraints are satisfied. Notice that this point might
not (yet) exist. We do this using the approach of Section 7.1.12. This is now the
best point we can now achieve.

We stop the algorithm on line 9 only if c is part of the under approximation
and if it is on the edge of the upper approximation. Checking whether the point
is part of the under approximation is important, since before we exit, we need
to ensure that the point c is actually achievable. If it is not part of the under
approximation, we are not yet sure that it can be achieved. Checking whether the
point is part of the under-approximation is done by checking whether the point
is part of the downward closure of X, using the techniques of Section 7.1.6.
If the point is part of the downward closure and is on the edge of the upper
approximation, we are finished. We cannot do any better than achieving a point
on the upper approximation. Checking whether the point is part of the upper
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Alg. 12. Maximal Point of a Convex Hull - MaxConv

Input: The convex hull C =
〈
F, c,

〈
T, T −1,o, SC

〉〉
, the constraints

c = ⟨c1, . . . , cd⟩ ∈ Rd and the dimension to maximise
j ∈ {1, . . . , d}

Result: max {c̄j ∈ R | ⟨c1, . . . , c̄j , · · · , cd⟩ ∈ C}
1 if

〈
T, T −1,o, SC

〉
= ⊥ then

2 r ←⊥
3 foreach ⟨R, ⟨a, b⟩⟩ ∈ C do

4 cj ←
b−

∑
i∈{1,...,d}\{j}

ai·ci

aj

5 if ConvexHullContains(C , c) then r ← cj

6 return r

7 else if ∃j′ : Tj′,j = 1 then
8 if T −1T (c− o) ̸= c− o then return ⊥
9 return MaxConv(SC , T (c− o), j′)

10 else
11 c′ ← T −1T (c− o) + o
12 cj ← c′

j

13 if c = c′ ∧ ConvexHullContains(SC , c) then return cj

14 else return ⊥

approximation is done by checking the distance to the hyperplane ⟨w, 0⟩ as
discussed in Section 7.1.3.

7.1.12 Maximal Downward Closure As we have seen in Section 7.1.11,
we need to find the maximum value of an unknown on the under approximation
given a set of constraints. This means that we need to find the maximum value
in a downward closure, with one dimension being unknown, while the others
are fixed. Formally, for a convex hull description C =

〈
F, c,

〈
T, T −1,o, SC

〉〉
, a

point ⟨c1, . . . , cd⟩ ∈ Rd and the unknown dimension j ∈ {1, . . . , d}, we want to
find max {c̄j ∈ R | ⟨c1, . . . , c̄j , · · · , cd⟩ ∈ C}.

To do this, we observe that any point with one unknown and a set of con-
straints must lay on a line, where the unknown is the only variable. Moreover,
since we are looking for a point on the edge of the convex hull, the maximal
point, if it exists, must be at the intersection of one of the facets of the down-
ward closure and this line. For each such intersection, we must verify whether
the intersection is part of the convex hull described by C. The result is the valid
intersection with the highest value for c̄j . We show these steps in Algorithm 12.

On the first line of this algorithm, we check whether the convex hull is not
in a subspace. If not, we continue to line 2, where r will store the result. We
loop over all facets and compute the intersection of the hyperplane and on line
4. This computation works, because each point x on the hyperplane must satisfy
the equation a ·x = b as shown in Section 7.1.3. Since we have only one unknown
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in c, we can rewrite this formula to obtain cj :

a · c = b

d∑
i=1

ai · ci = b

aj · cj = b−
∑

i∈{1,...,d}\{j}

ai · ci

cj =
b−

∑
i∈{1,...,d}\{j} ai · ci

aj

Notice that we ensure that aj ̸= 0 when this computation is reached from Algo-
rithm 11, because of the wj > 0 constraint on line 3 of that algorithm. On line
5 we then verify whether the computed point c is in the convex hull described
by C, this computation is shown in Section 7.1.5. We then return the best value
for cj on line 6.

If the entire convex hull described by C lies in a subspace, we do not have a
polytope in d dimensions. Therefore, we use a different approach. In this case,
the line describing all potential values for c is a line in d-dimensional space, but
in the subspace it might not be. It could be that the entire line is only a point
in the subspace, or it could be that it does not even pass the subspace. We start
on line 7 by checking whether the unknown dimension is a free dimension. If it
is, we know that the line must either be a line in the subspace as well, or it is
not in the subspace at all. Because of this, we can pick any point on the line and
check whether it is in the subspace, which is done on line 8 using the theory of
Section 7.1.4. If the point is in the subspace, the entire line and we can return
the maximum point for the convex hull in the subspace. Otherwise, the line does
not intersect the subspace, so there is no solution.

If the unknown is a fixed dimension, there is no way in the subspace for the
variable on the line to change, hence the line must be a point in the subspace or
not be in the subspace at all. On lines 11 to 13 we compute whether the point
representing the line is in fact part of the subspace using the technique shown
in Section 7.1.4. If the point is in the subspace, the point is the maximal point
for this convex hull if and only if it is contained in the convex hull.

7.2 Linear Programming Approach

The other prevalent way to implement multi-objective queries is by using the
linear programming approach from [29]. This approach should be easier to un-
derstand for most readers, since the complexity of the analysis is hidden behind
a linear optimisation solver. Since we assume the linear optimisation solver to
be a library, we will not cover its internals. For this approach, we only need to
be able to express the MDP and the constraints of the multi-objective property
as constraints in the linear program.

In case of a multi-objective numerical property, we can let the linear program
optimise for its unknown. In case of a multi-objective achievability property, we
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qI qG

¬G

G

τ

Fig. 29. Deterministic Rabin automaton for ♢G

do not need to optimise for anything, we merely need to verify whether the linear
program is feasible.

Notice that we can optimise for only one linear function in a linear program.
Therefore, the approach from [29] does not cover Pareto properties. However, it
is straightforward to extend the approach taken using a multi-objective linear
optimisation solver by optimising for all unknowns [11,25]. These are for example
included in MATLAB13 and ALGLIB14. Another possibility would be to use
linear programming instead of the value iteration approach shown in Algorithm 9
as part of Algorithms 8, 10 and 11.

7.2.1 Construct MDP So far, we have used Proposition 7 to transform the
MDP to query probabilistic reachability properties. The algorithm for linear
programming however, uses a more general approach that supports all LTL
properties instead of just the reachability of a goal set as we have used so far.
Unfortunately, the Modest Toolset, in which we implement this algorithm, does
not support arbitrary LTL specifications right now. Only a subset is supported.
Since allowing the Modest Toolset to handle arbitrary LTL specifications would
require a lot of work in an area that is not the focus of this paper, we stick
with the reachability of a set of states. We will do so using its LTL equivalent
to demonstrate how LTL properties can be handled.

The reachability of a set of states, corresponds to the LTL property ♢. If we
want to eventually reach any state in G, this can be described in LTL as ♢G. The
DRA corresponding to this LTL property is R = ⟨{qI , qG} , qI ,A, λ, ⟨∅, {qG}⟩⟩
shown in Figure 29. If we now take the approach from Section 2.10, we can
compose the DRA with the MDPM on which we want to evaluate the property.
The MDP which embeds the LTL property is then the compositionM⊗R. Notice
that this MDP is isomorphic to the MDP resulting from Proposition 7. The only
difference is the name of the states, each false is replaced by qI and each true
by qG.

Example 41. When we compose the MDP for the certification process model
from Figure 2 with the DRA for ♢ {finished} as shown in Figure 29, we obtain
the MDP shown in Figure 30.

Now that the LTL property is embedded in the composition of the MDP
and DRA, we would like to evaluate the property. To do this, it is convenient to
13 https://mathworks.com/discovery/multiobjective-optimization.html
14 https://www.alglib.net/multi-objective-optimization/

https://mathworks.com/discovery/multiobjective-optimization.html
https://www.alglib.net/multi-objective-optimization/
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Fig. 30. Figure 2 composed with the DRA for ♢ {finished}

construct a reward-structure again such that we can constrain the algorithms to
reward-structures.

An LTL property is satisfied for a path if the path ends by staying within an
accepting end component forever. Therefore, we will add a transition from each
end component to a new state sdead . Taking a transition to sdead corresponds
to staying in the end component from which the transition was taken for ever.
For these sdead transitions, we set a reward of +1 for each LTL property for
which the end component is accepting and 0 otherwise. Of course, this approach
only guarantees a correct outcome if there are no rewards in the end component
itself. However, we consider such end component modelling errors, and hence
we do not evaluate properties on MDPs containing such rewards as discussed in
Section 6.2. We show the transformation to add sdead in Proposition 12.

Proposition 12. Let M = ⟨S, sI ,A, δ⟩ be an MDP. Let

M′ = ⟨S ∪ {sdead} , sI ,A ∪ {loop} , {δ(s) ∪ δ′(s) | s ∈ S}⟩

be the MDP, with δ′ the smallest partial function such that:

– ∀ ⟨Se, se,Ae, δe⟩ ∈ EC (M), s ∈ Se : δ′(s) = {loop 7→ {s′ 7→ [s′ = sdead ]}},
– δ′(sdead) = {loop 7→ {s 7→ [s = sdead ]}}.

Then for every branch reward-structure ρ, we have

queryM([CumRewM(ρ)]≤∞
◦ ) = queryM′([CumRewM′(ρ)]≤∞

◦ )

when M does not contain infinite cumulative rewards [29].

Proof. Shown in [29, Proof of Proposition 3]. ⊓⊔

Example 42. When we apply Proposition 12 to the certification process model
in Figure 30, we obtain Figure 31. The only end component in the MDP is the
⟨finished, qG⟩ state with its τ transition. Therefore, we only need a transition
from ⟨finished, qG⟩ to sdead .
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⟨sI , false⟩

⟨passed1 , qI ⟩

⟨finished, qI ⟩

⟨passed1 , qG⟩

⟨finished, qG⟩

⟨sI , qG⟩

sdead

try1

0.85

0.15
stop

1

try2

0.2

0.8

stop

1

τ1

τ
1

try1

0.85

0.15
stop

1

stop

1

try2

0.2

0.8

loop

1 loop

1

Fig. 31. Proposition 12 applied to Figure 30

To transform the DRA to a reward-structure, we now use Proposition 13. This
allows us to only verify cumulative reward properties.

Proposition 13. Let M′ = ⟨S ′, sI ,A′, δ′⟩ be an MDP transformed by Propo-
sition 12 and R = ⟨Q, qI ,A, λ, C⟩ be a DRA. Let ρS ∈ StructM′ be the branch
reward-structure such that:

– ∀s ∈ S ′ : ∀a ∈ A : ∀s′ ∈ S ′ : ρ(s, a, s′) = 0, and
– ρ(s, loop, sdead) = [∃Me = ⟨Se, se,Ae, δe⟩ ∈ EC (M′) : s ∈ Se ∧Me |= R].

Then queryM′([R]≤k
◦ ) = queryM′([CumRewM(ρ)]≤k

◦ ) [29].

Proof. Shown in [29, Proof of Proposition 3]. ⊓⊔

Example 43. When we apply Proposition 13 to the certification process model
in Figure 31, we obtain Figure 32. We only need to add a reward on the loop
transition from ⟨finished, qG⟩ to sdead . Notice the similarity to Figure 4.

7.2.2 Algorithm Now that we know how to construct the MDP using Propo-
sition 12 and create reward-structures for LTL properties that are suitable to
be checked by a linear program using Proposition 13, we need to construct the
linear program itself. We show this linear program in Algorithm 13.

The paper requires step-bounds to be infinite. This makes sense since linear
programming is not an approach that goes over each step such as value iteration,
but is instead able to compute the value in the limit. When all step-bounds are
infinite, it turns out that a probabilistic memoryless strategy suffices [29]. A
strategy can only benefit from being step-aware if the step-bounds are finite.
Otherwise, the choice in the kth step should be the same as in the k + 1th step.
Hence, we do need to ensure that the linear program computes the result based
on a memoryless step-positional strategy.

We do so by computing the expected number of times each transition is taken.
The expected number of times the transition with the action a is taken from the
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Fig. 32. Proposition 13 applied to Figure 31

state s is modelled as the variable y⟨s,a⟩. To model compute the expected number
of times each transition is taken, we use the fact that the number of times a state
is entered must be equal to the number of times it is left, except for the initial
state, which is left one more time than it is entered. This is the second constraint
of the linear program. Moreover, we know that the expected number of times
a transition is taken cannot be negative, which is the fourth constraint in the
linear program.

The constraints of the multi-objective property are encoded as the first con-
straint in the linear program. The expected reward for a branch-reward structure
is the sum of each branch-reward multiplied by the expected number of times
the corresponding branch is visited. The expected number of visits to a branch
is equal to the expected number of times the transition containing the branch is
taken, multiplied by the probability of taking that branch when the transition
is taken.

When we optimise for a numerical query, we optimise for the sum of the
expected rewards of the unknown.

To ensure that the rewards are used, we also need to ensure that the sum of
the expected number of visits to the transitions leading to sdead is 1. This is the
third constraint of the linear program.

If we compute a multi-objective numerical query using this linear program,
the final result of queryM(ϕ) should just like for the constraints be the sum of
the branch-rewards multiplied by the expected times the branches are visited:∑

s∈S\{sdead}

∑
a∈αM(s)

∑
s′∈S

ρj(s, a, s′) · δ(s)(a)(s′) · y⟨s,a⟩.

If we want to compute a multi-objective achievability query instead, we can
slightly alter the property such that it becomes a multi-objective numerical prop-
erty. We transform one of the constraints to an unknown and check whether the
value computed for this unknown satisfies the required bounds. We show this in
Algorithm 14.
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Alg. 13. Multi-objective numerical query - LPNumQuery

Input: MDP M = ⟨S, sI ,A, δ⟩ obtained through Propo-
sition 12, multi-objective numerical property ϕ̂ =〈

[CumRewM(ρ1)]≤∞
≥c1

, . . . , [CumRewM(ρj)]≤∞
max , . . . , [CumRewM(ρd)]≤∞

≥cd

〉
with the unknown in position j ∈ {1, . . . , d}

Result: queryM(ϕ̂)
1 Solve the linear program

maximise
∑

s∈S\{sdead}

∑
a∈αM(s)

∑
s′∈S

ρj(s, a, s′) · δ(s)(a)(s′) · y⟨s,a⟩

subject to
∑

s∈S\{sdead}

∑
a∈αM(s)

∑
s′∈S

ρi(s, a, s′) · δ(s)(a)(s′) · y⟨s,a⟩ ≥ ci ∀i ∈ {1, . . . , d} \ {j}

∑
a∈αM(s)

y⟨s,a⟩ −
∑
s′∈S

∑
a′∈αM(s′)

δ(s′)(a′)(s) · y⟨s′,a′⟩ = [s = sI ] ∀s ∈ S \ {sdead}

∑
s∈S

y⟨s,loop⟩ = 1

y⟨s,a⟩ ≥ 0 ∀s ∈ S, a ∈ αM(s)

2 return
∑

s∈S\{sdead}
∑

a∈αM(s)
∑

s′∈S ρj(s, a, s′) · δ(s)(a)(s′) · y⟨s,a⟩

Alg. 14. Multi-objective achievability queries

Input: MDP M, multi-objective achievability property
ϕ̄ =

〈
[CumRewM(ρ1)]≤∞

≥c1
, . . . , [CumRewM(ρd)]≤∞

≥cd

〉
Result: queryM(ϕ̄)

1 ϕ′ ←

〈{
[CumRewM(ρi)]≤∞

≥ci
, i ̸= 1

[CumRewM(ρ)]≤∞
max , otherwise

〉
i∈{1,...,d}

2 return LPNumQuery(M,ϕ′) ≥ c1

8 Replication Of Most Prevalent Papers

So far, we have evaluated existing implementations of model checking algorithms.
We will now also evaluate the papers that describe these algorithms. To do
this, we implement the approach laid out in these papers to find mistakes and
curiosities in these papers. We implement these approaches in the Modest Toolset
[35], since it already has a solid framework for probabilistic model checking but
does not yet support multi-objective model checking.

We provide practical information on important parts of the implementation
we noticed during our implementation, which are not always present in these
mostly theoretical papers. The results of our algorithms implemented are dis-
cussed in Section 9.
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8.1 Value Iteration

During the replication of [30], we found a few peculiarities in the paper. Firstly,
all algorithms only support cumulative rewards, although the paper briefly men-
tions in [30, Extensions] that it is possible to combine the algorithm with Rabin
automata to support ω-regular properties, which allow for checking of LTL prop-
erties. However, all models provided, except for two, use LTL properties.15 This
makes it difficult for programmers to test whether their basic implementation
works as intended. It would be convenient to have models that only use properties
with cumulative rewards in the format required, for example, by Algorithm 11.
This would allow for testing only the specified algorithms without the need for
additional transformations.

Next, we also noticed that the linear program given in [30, Heuristics and
optimisations], appears to be incorrect. This linear program solves line 3 of
Algorithms 10 and 11 using linear programming instead of finding the separating
hyperplane using geometry.

The linear program uses q in its computation, which is not available in the
context on line 3, although we could interpret this as the q computed in the
previous iteration. However, if we change q to c, the linear program makes more
sense. This would find the vector that has the maximum distance to the reward,
instead of the last used vector, which thus gives us the maximum separating
hyperplane. This would also address the question of why the paper mentions
that point c and set X are being used for the linear program, while c is not used
in the linear program.

In the same linear program, we also notice that “wi·(qi−xi) ≥ d for all x ∈ X”
is used. However, there is no way to access i in the equation. However, given the
description two lines above, the equation should implement a dot product. This
can be achieved by adding a

∑n
i=1 in front, to get: “

∑n
i=1 wi · (qi − xi) ≥ d for

all x ∈ X”.
To use models that are not described in the “basic form”, [30, Proposition

2] is used. This conversion aims to do the same as our transformation shown in
Proposition 8. However, instead of the equality

queryM([RewM]≤k
≤c ) = queryM([−RewM]≤k

≥−c),

the paper claims that

queryM([RewM]≤k
≤c ) = queryM([−RewM]≤k

≥c ).

The difference between these two equations is that in their approach the c is not
negated. However, as can be seen from the proof of Proposition 8, this would
correspond to a ≤ b ⇐⇒ −a ≥ b, which is obviously incorrect. Hence, c should
also be negated.

Another problem can be found in [30, Alg. 2], which is their version of the
value iteration part of the algorithm shown in Algorithm 9. Due to Proposition 8,
15 https://www.prismmodelchecker.org/files/atva12mo

https://www.prismmodelchecker.org/files/atva12mo
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we know that the rewards might be positive and negative. The paper computes ∆
by computing the largest difference between two consecutive iterations, without
taking an absolute value. However, this means that ∆ can also be negative when
no absolute value is taken (since value iteration can only decrease rather than
increase values for negative rewards). Moreover, taking a negative convergence
threshold would not solve the problem since this would also require a sign switch
from > to <. Moreover, even with the sign switch, if positive and negative
rewards are mixed, the approach breaks down again. Therefore, the absolute
value of ∆ should be used so that ϵ can always be a small positive number, as
shown in Algorithm 9.

Another small notational problem lies in their value iteration algorithm [30,
Alg. 2]. In our adaptation of the algorithm shown in Algorithm 9, we used ∆ for
the largest difference between two iterations. However, the original paper uses δ
for this difference, while it also uses δ as the transition function of the MDP.

Moreover, while the approach compares the speed of the approach in the
experiments shown in [30, Experimental results] to the linear programming ap-
proach, it does not compare the results of the queries. The results of these queries
are extremely interesting, since value iteration can only approximate the result
of a query. It is fairly easy to quickly output any number, but the number is
meaningless if it is not clear how accurate the number is.

8.2 Linear Programming

The linear programming paper [29] appears to contain significantly fewer mis-
takes than the value iteration paper [30]. Also in [29, Experimental Results], in
addition to the speed, they compare the results of the queries themselves to the
previously known method.

Only a small issue appears to be present in [29, Fig. 2.]. This is the linear
program shown in Algorithm 13. In their notation, they use µ′(s) while µ′ is not
defined in the context. However, since the summation in which it occurs sums
the sum of the expected number of times the state s is entered, µ′(s) should
be changed to µ̂(s). This corresponds to our use of δ(s′)(a′)(s) in the second
constraint of Algorithm 13.

8.3 Floating-Point Values

Most implementations, including ours, do not use exact representations for num-
bers, but instead use double-precision numbers as defined in IEEE 754 [44]. This
means that theoretical equalities, such as in the linear program described in Al-
gorithm 13, should not be programmed as equalities. Otherwise, the same issue
from Section 5.1.2 would arise. This would mean that due to floating point inac-
curacies, not all constraints might be satisfied, thus failing the entire program.
To achieve this, we can change such equalities x = y, to two inequalities x ≥ y−ϵ
and x ≤ y + ϵ, for some small ϵ. In our program, we use ϵ = 10−6.

The same rounding errors must be taken into account when implementing
inequalities. For example, on line 6 of the value iteration approach shown in
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Algorithm 11. In this case, to achieve a strictly greater than, we can change
w · q < w · c to w · q < w · c + ϵ. It is important to note that such changes
do slightly alter the precision of the outcome of the algorithm. The bigger the
choice of ϵ, the more inaccurate the result might get. However, if ϵ is too small,
the program might fail since an (in)equality might not be satisfied using double-
precision values, while with exact values the (in)equality would be satisfied.

Another important inequality is the wj > 0 constraint for the separating
vector on line 3 of Algorithm 11. This ensures that when there are two strategies
that produce the same values for all dimensions, except for the unknown dimen-
sion, the strategy with the highest value in the unknown dimension is selected.
This means that this inequality can also be checked inside Algorithm 9 by stor-
ing the value for the unknown as well. In fact, this is also how the authors of
the original paper implemented this inequality.16

8.4 Infinity

In practice, it can be hard to model the downward closure using infinities as
described in Proposition 11. The reason for this is that for example ∞−∞ is
undefined. However, for steps such as Gaussian elemination, we would require
∞ − ∞ = 0. If we are using double-precision numbers, we can approximate
infinity using any large number. We choose the maximum signed integer that
can be described using 32 bits. However, another large number might also be
used as well. It is important to not choose a number that is too small, since this
will, for example, influence the Gaussian elimination, making the results even
more inaccurate.

Moreover, the value should not be chosen too large. If this is the case, the
Gaussian elimination will fail again, but this time it will fail due to an overflow
or underflow. Otherwise, we might, for example, end up with −∞′ − ∞′ > 0,
where ∞′ is the value that we use to represent infinity in the program.

8.5 LTL Properties

We have not implemented LTL properties, but we understand that future im-
plementers might want to do this. For this, most model checking tools use the
Spot library [24]. This library can generate an ω-automaton that is equivalent
to a given LTL property. A user can then provide an LTL property, since this is
user-friendlier than asking the user for a DRA.

9 Experimental Validation

To check the effectiveness of the changes shown in Section 5 and the algorithms
implemented in Section 8, we use an approach very similar to that taken in
Section 4.
16 https://github.com/prismmodelchecker/prism/blob/1f86cc2241fa4353fd16c5

8d1c69256ba8be7a5b/prism/src/sparse/PS_NondetMultiObjGS.cc#L342

https://github.com/prismmodelchecker/prism/blob/1f86cc2241fa4353fd16c58d1c69256ba8be7a5b/prism/src/sparse/PS_NondetMultiObjGS.cc#L342
https://github.com/prismmodelchecker/prism/blob/1f86cc2241fa4353fd16c58d1c69256ba8be7a5b/prism/src/sparse/PS_NondetMultiObjGS.cc#L342
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9.1 Approach
We use the same approximation approach as shown in Algorithm 2 and the
following models from Section 4: care home (CH), client server (CS), dining
philosophers (DP), dynamic power management (DPM), hiring points (HP),
Mars rover (MR), network virus (NV), randomised consensus (RC), resource
gathering (RG), sensor network (SN), task graph scheduling (TGS), zeroconf
network (ZN), zeroconf time based (ZTB). These are all models from Section 4,
with the exception of the “team formation” model. This model is excluded since
the approach to convert the model to an input formalism accepted by Modest
cannot convert this model.

To convert these models, we use the storm-conv executable shipped with
Storm [40] to convert the model to JANI [16] and then use the Modest [35]
convert tool to convert the JANI model to a Modest model.

9.2 Results
Using this approach, we get the data shown in Table 5. While we do not perform
a benchmark, the speed for the approaches differs significantly. Storm seems to
be the fastest tool on this set of models. It is followed by PRISM and our
implementation which have comparable speeds. ePMC takes the longest time on
these models.

In Table 5, we also show the reason why a value is not present if it was not
computed. We list “· · · ” if the computation did not finish in 2 minutes for a value
iteration query and 10 minutes for a linear programming problem. For infinite
cumulative rewards, we use “I∞”, for unsupported properties “-”, “↑” when we
run out of memory. The code for these improved experiments is also available.17

Just like in Section 4, we denote a non-achievable multi-objective numerical
property by ⊥ and show a value if it was constant for all convergence thresholds,
otherwise we show a plot of how the result changes based on the convergence
threshold.

We observe in Table 5 that most entries are similar to Table 3. However, for
all tools, there have been a few changes.

9.2.1 Storm For Storm, we observe that its linear programming results now
align with the other model checkers. This suggests that it is important to use
the ––exact flag for Storm when using linear programming as suggested in
Section 5.1.2. The segmentation fault has been resolved and instead, the com-
putation is timed out, suggesting that the fix from Section 5.1.1 has worked.

9.2.2 PRISM The PRISM results also seem more promising when using lin-
ear programming. The approximation results align much more closely with the
results for the other tools and PRISM’s own direct query. This suggests that the
change made in Section 5.2.1 has a positive effect on the results.
17 https://github.com/Chickenpowerrr/multiobjectiveanalysis/releases/tag/

v1.1

https://github.com/Chickenpowerrr/multiobjectiveanalysis/releases/tag/v1.1
https://github.com/Chickenpowerrr/multiobjectiveanalysis/releases/tag/v1.1
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Table 5. Validating results

Va
lu

e
It

er
at

io
n

R
el

at
iv

e
co

nv
er

ge
nc

e
th

re
sh

ol
d

A
bs

ol
ut

e
co

nv
er

ge
nc

e
th

re
sh

ol
d

Li
ne

ar
Pr

og
ra

m
m

in
g

PR
IS

M
eP

M
C

M
od

es
t

St
or

m
PR

IS
M

eP
M

C
M

od
es

t
St

or
m

PR
IS

M
M

od
es

t
M

od
el

Pr
op

er
ty

C
on

st
an

ts
A

pp
ro

x
D

ire
ct

A
pp

ro
x

D
ire

ct
A

pp
ro

x
D

ire
ct

A
pp

ro
x

D
ire

ct
A

pp
ro

x
D

ire
ct

A
pp

ro
x

D
ire

ct
A

pp
ro

x
D

ire
ct

A
pp

ro
x

A
pp

ro
x

D
ire

ct
A

pp
ro

x
D

ire
ct

C
H

1
1

··
·

··
·

⊥
10

00
.0

I ∞
I ∞

Fi
gu

re
11

a
··
·

··
·

··
·

··
·

I ∞
I ∞

··
·

68
.0

00
0

68
.0

00
0

I ∞
I ∞

C
H

1
2

··
·

··
·

··
·

··
·

I ∞
I ∞

··
·

··
·

··
·

··
·

··
·

··
·

I ∞
I ∞

↑
··
·

··
·

I ∞
I ∞

C
H

2
1

-
-

⊥
0.

00
00

-
-

⊥
⊥

-
-

⊥
0.

00
00

-
-

⊥
-

-
-

-
C

H
2

2
-

-
··
·

··
·

-
-

··
·

··
·

-
-

··
·

··
·

-
-

↑
-

-
-

-
C

S
1

n/
a

-
-

⊥
−

10
00

.0
-

-
Fi

gu
re

11
b

-
-

··
·

··
·

-
-

-
-

-
-

-
D

P
1

n/
a

-
-

⊥
−

10
00

.0
-

-
Fi

gu
re

11
c

-
-

··
·

··
·

-
-

-
-

-
-

-
D

PM
1

1
57

.7
58

9
57

.7
58

9
0.

00
00

0.
00

00
-

-
Fi

gu
re

11
d

57
.7

58
9

57
.7

58
9

0.
00

00
0.

00
00

-
-

-
-

-
-

-
H

P
1

n/
a

Fi
gu

re
12

a
··
·

··
·

Fi
gu

re
33

a
Fi

gu
re

12
b

Fi
gu

re
12

c
··
·

··
·

Fi
gu

re
33

b
3.

10
00

3.
10

00
3.

10
00

3.
10

00
3.

10
00

M
R

1
1

0.
00

00
0.

00
00

⊥
⊥

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

⊥
⊥

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
M

R
1

2
Fi

gu
re

13
a

⊥
⊥

⊥
⊥

Fi
gu

re
13

b
Fi

gu
re

13
c

Fi
gu

re
13

d
⊥

⊥
··
·

··
·

··
·

0.
87

24
0.

87
24

M
R

2
1

Fi
gu

re
14

a
0.

00
00

0.
00

00
Fi

gu
re

33
c

76
.6

66
7

76
.6

66
7

Fi
gu

re
14

b
0.

00
00

0.
00

00
··
·

··
·

76
.6

66
7

76
.6

66
7

76
.6

66
7

76
.6

66
7

76
.6

66
7

M
R

2
2

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
0.

00
00

0.
00

00
N

V
1

n/
a

-
-

4.
00

00
4.

00
00

-
-

3.
25

37
3.

25
37

-
-

··
·

··
·

-
-

-
-

-
-

-
N

V
2

n/
a

-
-

1.
00

00
4.

00
00

-
-

Fi
gu

re
11

e
-

-
··
·

··
·

-
-

-
-

-
-

-
R

C
1

n/
a

0.
89

17
0.

89
17

⊥
⊥

1.
00

00
1.

00
00

0.
89

17
0.

89
17

0.
89

17
0.

89
17

0.
89

17
0.

89
17

1.
00

00
1.

00
00

0.
89

17
0.

89
17

0.
89

17
1.

00
00

1.
00

00
R

G
1

1
Fi

gu
re

15
a

⊥
⊥

··
·

··
·

Fi
gu

re
15

b
Fi

gu
re

15
c

Fi
gu

re
15

d
··
·

··
·

0.
82

38
0.

82
38

0.
82

39
0.

82
38

0.
82

39
SN

1
n/

a
-

-
0.

00
00
−

10
00

.0
-

-
Fi

gu
re

11
f

-
-

··
·

··
·

-
-

-
-

-
-

-
T

G
S

1
1

··
·

··
·

0.
00

00
0.

00
00

I ∞
I ∞

I ∞
I ∞

··
·

··
·

0.
00

00
0.

00
00

I ∞
I ∞

I ∞
6.

20
00

6.
20

00
I ∞

I ∞
ZN

1
1

0.
00

03
0.

00
03

⊥
⊥

⊥
⊥

0.
00

03
0.

00
03

0.
00

03
0.

00
03

0.
00

03
0.

00
03

⊥
⊥

0.
00

03
0.

00
03

0.
00

03
⊥

⊥
ZT

B
1

1
0.

00
02

0.
00

02
⊥

⊥
⊥

⊥
0.

00
02

0.
00

02
0.

00
02

0.
00

02
··
·

··
·

⊥
⊥

0.
00

02
0.

00
02

0.
00

02
⊥

⊥



The State of Multi-Objective Model Checking 89

0 0.2 0.4 0.6 0.8
0

1

2

3

Relative convergence threshold

R
m

ax

Approximation
Direct

More iterations

(a) Hiring process, relative ϵ

0 0.2 0.4 0.6 0.8
0

1

2

3

Absolute convergence threshold

R
m

ax

Approximation
Direct

More iterations

(b) Hiring process, absolute ϵ

0 0.2 0.4 0.6 0.8
0

20

40

60

80

Relative convergence threshold

R
m

ax

Approximation
Direct

More iterations

(c) Mars rover, relative ϵ

Fig. 33. Value iteration using our Modest implementation

9.2.3 ePMC We observe that ePMC can now communicate unachievable
multi-objective numerical properties. In addition, the −1.000 result has been
resolved. Unfortunately, the −1000.0 entries are still present. It does not seem
likely that this issue will be resolved soon due to the lack of developers’ resources.
Therefore, ePMC does not seem like a solid choice as a model checker for most
purposes.

9.2.4 Our implementation Our own implementation appears quite promis-
ing. It is the only tool that does not seem to have a difference between its direct
query and the approximation. Moreover, the value iteration results seem to be
approaching the linear programming results.

Unfortunately, the results still often differ slightly from the results of other
model checkers, in particular PRISM and Storm. This might be due to the loose
rounding we have used in our implementation. We, for example, model infinity
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as the largest integer that can be stored in 32 bits and as a result threat all
values smaller than 10−6 as being equivalent to 0. The other tools do not model
infinity since they compute the downward closure in a different way and typically
have a smaller number than 10−6 to handle rounding errors. This means that
our results might be less accurate.

Moreover, we do not use the same model file as the other model checkers since
Modest does not accept the same formalism. It is possible that the conversion to
another input formalism has introduced a small mistake. Either by the tool or
by the parts converted by hand. Unfortunately, the storm-conv utility we used
to convert PRISM files to JANI, only works one way. We can therefore not check
whether the results stay stable for PRISM and Storm after converting to JANI
and back.

Another important observation is that our implementation considers the first
property in the care home model invalid. This might explain why the results using
PRISM’s linear programming and Storm’s value iteration differ by so much.

10 Conclusion

We have explored and improved the state of multi-objective model checking. We
have done so by building upon our previous research, based on which we laid
out our research questions which we will revisit in this section.

In general, we found that Storm offers the most reliable results, moreover it
seems to be the fastest tool. However, in particular, when using linear program-
ming it is extremely important to use the ––exact flag. Based on a conversation
with the authors of the tool, we have to conclude that ePMC will not receive
the required updates. Hence, ePMC should not be used in most cases for multi-
objective model checking, as a significant amount of results appear to be incorrect
without a prospect of future change.

10.1 RQ1 Which mistakes are present in existing model checkers?

In Sections 4 and 6.1 we have identified concrete mistakes in existing model
checkers. This list might not be extensive, but it shows that many such mistakes
are present in the current generation of model checkers. With this approach, we
have shown that current implementations are still error-prone. Many mistakes
are made when implementing multi-objective model checking algorithms, which
find their way into the tools. Hence, a better approach to testing these tools
should be found. In fact, the entire Modest Toolset only tests by running a few
models to verify whether their results are correct. It would be beneficial to at
least include unit tests for critical transformations. This would already improve
confidence in the system.

Also, for Storm, PRISM and ePMC, more extensive tests should be present
for multi-objective model checking. The test suite we used in this research is also
by no means extensive in itself either. Most evaluated multi-objective numerical
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properties seem to be quite close to the Pareto curve. This might disproportion-
ately highlight the effect of rounding errors. Moreover, there are relatively few
models that are small enough to be computed by hand so that the correct result
is known. This would simplify the finding of errors in model checkers and could
serve as a great test case. Right now we primarily need to rely on comparing
tools to themselves.

10.2 RQ2 What is the origin of the mistakes in existing model
checkers?

For most of the mistakes found in the existing model checkers, we were able
to find the origin as shown in Sections 5 and 6.1. Some of these have been
resolved by us, and we have made pull requests to resolve these issues. In the
cases where we were able to determine the problem, but solving the problem
would have been too time-consuming, we came up with minimal examples and
reported the problems to the maintainers with the minimal examples. This helps
the maintainers of the tool understand the problem as well and resolve the issue.
The big exception here is ePMC. We have had a meeting with their maintainers,
who explained that they do not have sufficient resources to update the tool. We
have still made some pull requests to fix some issues, but it is unlikely that more
time-consuming fixes will be made in the near future.

10.3 RQ3 Which mistakes are present in multi-objective model
checking theory?

To find mistakes in the current theory, we have replicated the results of [29,30].
We have found several mistakes in these papers, which we have shown in Sec-
tion 8. This helps future implementers avoid falling into these pitfalls, since we
also provide an explanation on how these mistakes should be corrected. To fur-
ther support future implementers, we explained the replicated papers in more
detail in Section 7. We also provided intuition for the algorithms, which, due to
the page limit in other papers, might have been hard to provide in the original
papers. This also helps to prevent mistakes, since understanding what you are
implementing can make it easier to spot mistakes. This is harder if one only
implements exactly what is stated in a paper and does not understand why the
algorithm is supposed to work.

10.4 RQ4 How should invalid models be treated?

In Section 6 we have explored the current ways in which models might be con-
sidered invalid. For some algorithms such as the linear programming approach
[29] such constraints on the model are required for the algorithm to work. How-
ever, we have also seen that in current model checkers, these constraints are not
always guaranteed. The procedure shown in [29] only disregards the smallest set
of models that it cannot model check. However, as we have seen, this requires
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another multi-objective query, which is computationally expensive. Moreover,
the approach taken by Storm can lead to confusing results. Therefore, we came
up with our own approach in Section 6.2 that declares all models that need to
be invalid according to [29] invalid. However, it also declares any model with
an infinite minimising reward as invalid. This makes the computation efficient,
and also avoids the loophole in which users would change an infinite maximising
reward to a minimising reward while changing the sign of the rewards.

10.5 Future Research

A new question that arose from our research is why the value iteration approach
[30] seems to be non-monotonic in some cases, in particular for PRISM as seen
in Section 4. This would still require future research to verify whether this is an
inherent property of the algorithm or whether it is due to the implementation.

To ensure that model checkers can be compared more easily, it would be
beneficial if all of them could use the same models. Unfortunately, the JANI
language [16], which has been introduced to achieve interoperability between
several model checkers, does not yet support multi-objective properties. If this
were to be added, multi-objective models could be added to the Quantitative
Verification Benchmark Set [38], which can be used to benchmark model check-
ers.

More confidence in the current generation of model checkers can be achieved
by formally proving the underlying algorithms. There are still a lot of unproven
algorithms that could benefit from proofs. We hope that in the future a model
checker is developed that is formally proven. This would provide the ultimate
guarantee.
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A Notation

Notation Meaning
N0 Natural numbers including 0
N+ Natural number excluding 0: N0 \ {0}

N0,∞ Natural numbers, including 0 and infinity: N0 ∪ {∞}
N+,∞ Natural numbers, excluding 0, including infinity: N+ ∪ {∞}

Z Integers
R Real numbers

[0, 1] Closed domain from 0 to 1: {x ∈ R | 0 ≤ x ≤ 1}
∅ Empty set

P(X) Powerset of X
f : X → Y Function definition for f with domain X and range Y
f : X ⇀ Y Partial function definition for f with domain X and range Y

Dist : X → [0, 1] Probability distribution over X
[P ] Iverson bracket: 1 if P is true, 0 otherwise

x = ⟨x1, x2⟩ Tuple with elements x1 and x2
M = ⟨S, sI ,A, δ⟩ Markov decision process (Definition 1)

S State space, finite set of states (Definition 1)
sI ∈ S Initial state (Definition 1)

A Supported actions, finite set of actions (Definition 1)
δ : S → A⇀ Dist(S) Transition function (Definition 1)

αM : S → P(A) The available actions for a state in MDP M (Definition 2)
π = s1a1s2a2 . . . Path (Definition 3)

si
M−−→ sj sj is reachable from si (Definition 4) in MDP M

σm : S → A Memoryless strategy (Definition 5)
σS : S × N0 → A Step-positional strategy (Definition 6)

σPm : S → Dist(A) Probabilistic memoryless strategy (Definition 7)
σPs : S × N0 → Dist(A) Probabilistic step-positional strategy (Definition 8)

StratM ⊆ S × N0 → Dist(A) All probabilistic step-positional strategies for the MDP M (Definition 8)
Πσ

M All paths for a strategy σ in MDP M (Definition 9)
Prσ

M : Πσ
M → [0, 1] Path probability of π for strategy σ in MDP M (Definition 10)

StructM = S ×A× S → R Set of all branch reward-structures (Definition 11)
ρ : S ×A× S → R Branch reward-structure (Definition 11)

ρA : S ×A → R Transition reward-structure (Definition 12)
ρS : S → R State reward-structure (Definition 13)

CumRewM : StructM → N+,∞ × StratM → R Cumulative reward in MDP M (Definition 14)
LraRewM : StructM → N+,∞ × StratM → R Long-run average reward in MDP M (Definition 15)

RRewM : StructM × P(S)→ N+,∞ × StratM → R Reachability reward in MDP M (Definition 16)
ϕ̄ = [RewM]≤k

□c Achievability property (Definition 18)
ϕ̂ = [RewM]≤k

△ Numerical property (Definition 17)
ϕ = [RewM]≤k

◦ Achievability or numerical property
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Notation Meaning

M, σ |= ϕ̄ In MDP M, ϕ̄ is satisfied under strategy σ (Definitions 18 and 28)
queryM(ϕ) Query in MDP M (Definitions 19 and 33)

ϵ Convergence threshold
⟨Se, seI ,Ae, δe⟩ End component (Definition 20)

R = ⟨Q, qI ,A, λ, C⟩ Deterministic Rabin automaton (Definition 21)
Q State space: a finite set of states (Definition 21)

qI ∈ Q Initial state (Definition 21)
A Supported actions: a finite set of actions (Definition 21)

λ : Q×A → Q Transition function (Definition 21)
C ⊆ P(Q)× P(Q) Acceptance condition (Definition 21)

M⊗R Composition of MDP M and DRA R (Definition 22)
Me |= R Me is an accepting end component for DRA R (Definition 23)

Γ̄ = [R]≤k
□c Achievability LTL property (Definition 18)

Γ̂ = [R]≤k
△ Numerical LTL property (Definition 24)

queryM(Γ ) LTL query in MDP M (Definition 26)
ϕ = ⟨ϕ1, ϕ2, . . . , ϕn⟩ Multi-objective property (Definition 27)
ϕ̄ =

〈
ϕ̄1, ϕ̄2, . . . , ϕ̄n

〉
Multi-objective achievability property (Definition 28)

ϕ̂ =
〈

ϕ̄1, . . . ϕ̂j , . . . , ϕ̄d

〉
Multi-objective numerical property, unknown at j (Definition 29)

ϕ̃ =
〈

ϕ̂1, ϕ̂2, . . . , ϕ̂d

〉
Pareto property (Definition 30)

AchM(ϕ) ∈ P(Rd) The achievable values for Pareto property ϕ̃ with d unknowns (Definition 31)
>ϕ∈ P(Rd × Rd) Dominating relation under multi-objective property ϕ with d subproperties (Definition 32)

⊥ No value, nullx1
...

xn

 ∈ Rn Vector form of ⟨x1, . . . xn⟩

M =

 M1,1 · · · M1,n

...
. . .

...
Mm,1 · · · Mm,n

 ∈ Rmn m× n matrix

MT ∈ Rnm Transpose matrix of M ∈ Rmn

H = ⟨a, b⟩ Hyperplane satisfying ax = b (Definition 35)
Hd The set of all d-dimensional hyperplanes (Definition 35)

w ∈ [0, 1]d Weight vector for convex combination with d variables (Definition 34)
conv(X) ∈ P(Rd) Set of all points in the convex hull of X ∈ P(Rd) (Definition 36)〈

F, c,
〈
T, T −1, SC

〉〉
Convex hull (Definition 37)

down(X) ∈ P(Rd) The downward closure of X ∈ P(Rd) (Definition 38)
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