
ARUS - AUTOMATIC ROBOTIC ULTRASOUND 
SCANNING FOR MUSCLE SEGMENTATION 

AND RECOGNITION

A. (Alessandro) Cappellari

MSC ASSIGNMENT

Committee:
dr. ir. M. Abayazid

dr. ir. K. Niu
prof. dr. ir. N.J.J. Verdonschot

November, 2024

076RaM2024
Robotics and Mechatronics

EEMCS
University of Twente

P.O. Box 217
7500 AE Enschede

The Netherlands



Automatic Robotic Ultrasound Scanning for Muscle
Segmentation and Recognition

Alessandro Cappellari Kenan Niu

Abstract—This work presents the development and evaluation
of an Automatic Robotic Ultrasound Scanning (ARUS) system
capable of real-time segmentation and 3D reconstruction of
muscles and bones. The ARUS system integrates a robotic
arm, ultrasound imaging, and stereo vision to achieve fully
automated scanning, eliminating the need for operator expertise.
The system employs hybrid position-force control, advanced
calibration techniques, and a U-Net-based segmentation model
to ensure precision in dynamic environments. Experimental
evaluations were conducted on simple and realistic phantoms,
as well as in vivo, demonstrating robust reconstruction accuracy
with deviations below 1 mm under optimal conditions. Visual
servoing was incorporated to enhance reconstruction quality,
though its effectiveness was limited by processing delays and
challenges in dynamic and non-uniform environments. Force
regulation exhibited consistent performance across all experi-
ments, with mean forces maintained within safe limits. Heat
maps provided insights into force distribution, highlighting areas
for system improvement. This study underscores the ARUS
system’s potential as a cost-effective alternative to MRI for
muscle analysis, offering real-time insights into muscle dynamics
during movement. Future work includes developing interactive
3D muscle reconstructions, optimizing computational efficiency,
and exploring innovative control and reconstruction strategies to
enhance clinical applicability.

Index Terms—Franka, Automatic Ultrasound scanning, Robot
control, Muscle segmentation, Real-time reconstruction

I. INTRODUCTION

Ultrasound (US) imaging is a widely used medical diagnos-
tic tool thanks to its non-invasiveness, real-time (RT) imaging
capability, and relatively low cost, which makes it particularly
effective for soft tissue visualization and examination by med-
ical professionals [1]. The evolution of US technology now
allows for RT reconstruction of 3D models [2], significantly
enhancing its potential for medical applications and enabling
clinicians to visualize and monitor complex anatomical struc-
tures instantly. Therefore, 3D reconstruction of dynamic and
non-rigid bodies like muscles becomes feasible. Athletes,
trainers, doctors, and other clinicians would benefit from
having RT access to a continuous and detailed analysis of
muscle behavior during movement, offering insights that were
previously unattainable. The ability to perform automatic scan-
based reconstruction of patient-specific models, driven by
the 3D capabilities, could further revolutionize personalized
medical care. RT 3D muscle modeling would enable the
continuous monitoring of muscle dynamics during physical
activity, improving motion analysis and providing additional
diagnostic tools for sports conditioning [3].

Accurate muscle assessments and diagnostics are typically
performed using Magnetic Resonance Imaging (MRI). MRI
is highly effective for identifying muscle injuries, tears, and
other soft-tissue abnormalities, making it a gold standard in
diagnosing many musculoskeletal conditions [4]. However,
this technology is expensive and requires the patient to remain
perfectly still. In contrast, US imaging is significantly less
expensive than MRI and provides RT imaging [5]. It is
dependent on the operator’s expertise and is limited by its
2D output.

Automatic US scanning with 3D reconstruction aims to
solve the above-mentioned issues. First, using a reliable robot
manipulator to perform the scan eliminates the need for an
expert operator. Second, this technology can reconstruct the
area of interest - muscles in this case- in 3D using advanced
segmentation algorithms. The reconstructed area can be further
processed and displayed as 3D models, supporting doctors or
athletes in analyzing muscle contraction.

Researchers have extensively explored 3D image recon-
struction from US imaging, particularly focusing on semi-
automated robotic scanning systems. For example, Li et al.
[2], along with other studies such as [6] and [7], investigate
3D spinal reconstruction using semi-automated robotic scans.
Besides focusing merely on bone reconstruction, these studies
implement assisted robot trajectory planning by manually
defining the scanning paths. Most semi or fully-automated
robotic US scanning systems either follow predefined tra-
jectories without external sensing or awareness [3][7], or
they employ external sensors like calibrated optical tracking
systems to provide environmental awareness during scanning
[8][9][10]. However, researchers in the field have conducted
limited studies on enabling visual guidance through camera
sensors mounted directly on the robot’s end effector (EE)
that, compared to external optical tracking systems, are less
expensive and require little calibration [11][12].

In previous research, 3D reconstruction in US imaging has
predominantly focused on skeletal structures, with less atten-
tion on the muscles. While automated systems for trajectory
planning in bone imaging exist, adapting these methods to
generate 3D muscle modeling poses new challenges due to
the deformable nature of muscle tissue. Unlike bones, muscles
change shape during movement, making it more difficult to
develop automatic scanning systems that can account for these
dynamic deformations using visual servoing and real-time
sensor feedback.

This work aims to contribute to the US reconstruction field



Fig. 1. System overview. On the left, Franka Emika Panda robot equipped with the Telemed MicrUS US scanner and the Intel Realsense stereo camera, with
all relevant frames and tranformation matrices highlighted. On the right, the main components and the relative connections.

by introducing the development of an Automatic Robotic
Ultrasound Scanning (ARUS) system that performs real-time
segmentation and 3D reconstruction of muscles and bones
simultaneously. This fully automated system is capable of
scanning, segmenting, and reconstructing patient-specific mus-
cle and bone models, and was tested and evaluated through
various experiments. These improvements are expected to ben-
efit medical professionals and sports scientists, opening new
possibilities for muscle model generation, motion analysis, and
interactive diagnostics. The integration of these technologies
creates a more comprehensive and data-driven platform for
enhancing muscle reconstruction and motion monitoring.

The paper is organized as follows. Section II describes all
the components of the proposed system, as well as intro-
ducing the experimental evaluation. Section III presents the
experimental results alongside their validations. Section IV
analyses and discusses the obtained results. Finally, Section
V concludes the work and proposes further research.

II. METHOD

A. Experimental setup

The proposed ARUS system consists of three main build-
ing blocks: a robotic arm (Franka Emika Panda, Munich,
Germany), a US imaging system (Telemed MicrUs EXT-1H,
Vilnius, Lithuania) and a stereo camera (Intel Realsense d435i,
Santa Clara, USA).

A custom, 3D printed, holder part was mounted onto the
end effector of the robot to hold the US probe and the stereo
camera. The US system was set to have a clear image view
of the targets both during image calibration and testing. The
linear transducer was operated at 12 MHz and a depth of 6
cm utilizing TGC. A Windows 10 PC workstation (Intel Xeon,
CPU @4.00GHz, 32GB RAM) was used to stream the US
frames via UDP to the main workstation, a Ubuntu 20.04 PC
(Intel i7-7700, CPU @3.60GHz, 16GB RAM) used for data
processing and robot control. The two PCs were connected
using direct Ethernet connection and the stream was at 2Hz

during scan. The main components of the system are illustrated
in Fig. 1.

B. Stereo camera-to-robot calibration

In stereo camera-to-robot calibration, the objective is to esti-
mate the homogeneous transformation EETC , which describes
how the camera (C) is attached to the robot’s end-effector
(EE).

The calibration starts by acquiring n images of a calibration
grid (e.g., a chessboard), which are necessary for determining
the camera’s intrinsic parameters, along with the correspond-
ing EE poses in base frame. This step allows the estimation of
CTobj , the homogeneous transformation between the camera
frame and the calibration grid. Finally, EETC can be estimated
from the pairs {OTEE ,

C Tobj}i, where OTEE expresses the
EE position in base frame (O) and i represents the i − th
acquired image. The ViSP library was used to calculate the
matrix by solving the AX = XB problem [12][13][14].

Once the calibration is complete, it’s possible to express any
point from the depth camera frame in the base frame as:

pO = OTEE
EETCp

C (1)

where pO = [pOx , p
O
y , p

O
z , 1]

T and pC = [pCx , p
C
y , p

C
z , 1]

T .

C. Automatic robot ultrasound image calibration

To conduct ultrasound image calibration is to determine
the transformation from the position of each pixel on the 2D
ultrasound image relative to the 3D position of the robot’s
EE. Other than the homogeneous transformation EETI , that
describes the conversion from ultrasound Image (I) frame to
the EE frame, this calibration also provides the scale matrix
Ts, which converts the pixel size in meters. The calibration
was performed automatically using a sphere phantom, similar
to what was described in prior work [15][8]; this means
estimating the two aforementioned matrices by minimizing
the difference between the position of the sphere’s center
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Fig. 2. During automatic robot ultrasound image calibration, hundreds of
US images of the sphere phantom are recorded. Each one is processed by a
RANSAC algorithm to estimate its center.

Fig. 3. In order to localize the sphere’s center, a pre-calibrated pointer
is used to first localize the four reference points of the phantom. These
reference points to calculate the sphere’s exact position in the base frame
via trilateration.

expressed in base frame and its projection from Image frame
to the base frame, as follows:

f = min

n∑
i=1

∣∣∣OTEE,i
EETITsp

I
i − pO

∣∣∣ (2)

Where OTEE,i is the transformation matrix that describes
the pose of the end effector in the base frame in the i-th cap-
tured image (determined using a RANSAC fitting algorithm
as shown in Fig. 2), EETI and Ts are the unknown matrices,
pI
i is the sphere’s center position in the i-th ultrasound image

frame and pO is the corresponding point in the base frame.
The position of this latter was determined using trilateration
by accurately measuring the positions of four known reference
points on the phantom. In this paper, the proposed method of
recording the positions is by touching them with a virtualized
pointer previously attached to the Franka’s EE and calibrated
via pivot calibration (see Fig. 3) [16].

Fig. 4. Four fiducial markers define a Region of Interest (ROI) to help localize
the target, in this case a forearm phantom.

After calibration, each pixel pI = [u, v, 0, 1]T can be
converted to point cloud pO = [pOx , p

O
y , p

O
z , 1]

T in robot base
frame using:

pO = OTEE
EETITsp

I (3)

Note: Ultrasound (US) and Image (I) frames aren’t equal.
The homogeneous transformation EETI describes how each
US image pixel is positioned in the EE frame, and is defined
in (4), where EERI is the rotation matrix and EEtI =
[tx, ty, tz]

T is the translation vector.

EETI =

[
EERI

EEtI
0 1

]
(4)

On the other hand, EETUS simply shifts the EE by
EEtI,z = [0, 0, tz]

T , while keeping the two frames aligned,
as follows:

EETUS =

[
I3x3

EEtI,z
0 1

]
(5)

D. Robot scanning trajectory

The robot trajectory precisely defines the positions and
orientations that the US probe must follow and is highly
dependent on the initial target scan with the stereo camera.
This initial step involves moving the robot toward the target
so that the stereo camera can scan it using both visual and
depth information. Specifically, depth information is used to
create a point cloud of the camera’s field of view. Then,
assuming the target is placed on a flat surface, a RANSAC-
based algorithm fits a plane on it and filters out any point
that isn’t at least 1 cm above the surface. Visual information
is used to further remove outliers, reflections and noise by
defining a Region of Interest (ROI) using four fiducial markers
(see Fig. 4). To improve image frame rate, the point cloud is
down sampled with voxel size = 0.008m. The point cloud
representing the target is then converted to the robot’s base
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Fig. 5. Mesh reconstruction from the point cloud. A Graphical User Interface
allows to select specific points from it (6 points in this example) and generate
a trajectory. Each trajectory point is associated with an orientation: the blue
arrows represent the x-axis, the green arrows the y-axis and red arrows
represent the z-axis.

frame and a statistical outlier remover is applied to identify and
remove points that deviate significantly from their neighbors
based on statistical measures, in order to eliminate any outliers.

A mesh reconstruction is created from the point cloud, and
a custom Graphical User Interface (GUI) allows the operator
to interact with it and pinpoint markers, as visible in the
top part of Fig. 5. These markers are used to generate the
desired US probe’s trajectory. The trajectory is a N × 7
matrix, where N is the number of poses Each pose pUS

i =
[pUS

x , pUS
y , pUS

z , qUS
x , qUS

y , qUS
z , qUS

w ]T is defined such that
they are positioned 0.5mm apart and oriented perpendicular to
the surface, while maintaining the yaw angle constant relative
to the EE. An example is shown in the bottom-right part of
Fig. 5, illustrating that each trajectory point is associated with
an orientation where the z-axis (red arrow) is directed towards
the target, while the x-axis (blue arrow) maintains a consistent
direction throughout the trajectory.

During scanning, the trajectory poses are continuously up-
dated and fine tuned using an offset parallel to the EE z-axis
to account for the deformable nature of the skin and muscles.

E. Robot control

A precise and reliable control strategy is essential for
performing high-quality US scan. To achieve this, it was
implemented a hybrid position-based control, as illustrated in
Fig. 6. This strategy allows for the deactivation of the force
controller whenever the US probe is not directly in contact
with a surface and thus enhancing the system stability.

Fig. 6. Hybrid controller overview. An advantage of this controller is being
able to activate or deactivate the Force controller depending on whether the
US probe is in contact with the target or not.

The force controller is responsible for maintaining a con-
stant force of fdz = 3N on the target for optimal scanning
quality. Although the robot can only measure the forces
applied to the EE, we assume the forces applied on it and the
US probe are equal, as their frames are aligned. The external
wrench is calculated through torque sensors positioned at joint
level, using the Jacobian to map joint torques to forces and
moments at the EE. Given the measured force fmz , the force
error is computed as fez = fdz − fmz .

A PI controller is used to compute the desired position
adjustment pEE

adj in US frame:

pEE
adj =

 0
0

kpfez + ki
∫
fezdt

 (6)

The found position adjustment is finally converted in base
frame:

pO
adj =

OTEEp
EE
adj (7)

This allows to calculate the new desired pose as its sum
with the reference pose pr = [p̃r, q̃r] ∈ ℜ7:

pd = [p̃r + pO
adj , q̃r] (8)

The Cartesian impedance controller is responsible for cal-
culating the necessary joint torques based on the current pose
error. The total desired joint torque is computed using a PD
controller as:

τ d = τ task + τ nullspace + τ coriolis

The task-space torque is calculated as:

τ task = J⊤ (−Kcartpe −DcartJq̇)

Here, J is the Jacobian matrix, Kcart is the Cartesian stiffness
matrix, Dcart is the Cartesian damping matrix, and pe =
[p̃e, θ̃e] ∈ ℜ6 is the pose error, where the p̃e is the difference
between desired position p̃d and measured one p̃m, while θ̃e
is composed by the [x, y, z] components of the quaternion
operation q̃−1

d q̃m. In this equation the mass term is not present
as it’s managed by Franka’s low-level controller. Moreover, it’s
also assumed that the damping ratio ζ = 1, hence we assume
that cartesian stiffness and cartesian damping are proportional.

The nullspace torque is used to control joint motion without
affecting task space and is calculated as:

τ nullspace =
(
I− J⊤J+

) (
Knull(q

null
d − q)− 2

√
Knullq̇

)
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Fig. 7. Image segmentation and reconstruction pipeline.

Here, qnull
d is the desired nullspace configuration, J+ is the

pseudoinverse of the Jacobian, and Knull is the nullspace
stiffness matrix.

τ coriolis, the Jacobian J, joint positions q, desired nullspace
configuration qnull

d , and joint velocities q̇ are obtained from
the Franka robot’s state during each control loop iteration.

The controller parameters were fine tuned to achieve low
steady-state error while maintaining the robot relatively com-
pliant. Safety mechanisms are implemented: if a force fmz >
6N is measured, the robot stops momentarily and reduces the
force before continuing, whereas if a force fmz > 15N is
measured, the scan is aborted and the robot goes back to the
initial pose.

F. Image segmentation and 3D reconstruction

In order to achieve accurate 3D reconstructions of the
muscles, it’s critical to firstly perform accurate image segmen-
tation. The U-Net [17] is widely used for biomedical image
segmentation due its ability to efficiently extract both high-
level and detailed spatial features with superior performance
when compared to traditional image processing, making it
particularly effective for identifying soft tissue structures in
ultrasound data. Two U-Net models were trained for the
phantom and in-vivo experiments. Both have a depth of 4 and
with a number of 64 starting filters. The input images have a
resolution of 128x128 pixels and manually-labeled augmented
images were used for training.

After segmenting the image frame, all the detected pixels
pI = [u, v, 0, 1]T are converted to point clouds pO in robot
base frame using (3).

Finally, surface meshes are rendered and visualized in a
custom GUI that constantly updates with the most recent data
and allows to toggle the visibility of each segmented class.

G. Visual servoing feedback

Two visual servoing (VS) based algorithms were also devel-
oped to enhance the quality of US scans, one based on local
performance, and the other based on the global one.

The first one takes a segmented image Ik as input and
determines their validity based on two criteria. First, it waits
until another frame is received, and determines the pixel-wise
union between the images Ik−1 and Ik+1:

Ik,union = Ik−1 ∪ Ik+1 (9)

Then, it performs the average surface distance between
Ik,union and Ik. This latter operation is computed for each

Fig. 8. (Left) Depiction of the global Visual Servoing (VS) algorithm: the
mesh derived from the bone class reconstruction is shown in gray, with
the corresponding gaps highlighted in red. The mesh from the muscle layer
reconstruction is shown in pink, with the corresponding gap points highlighted
in blue. The phantom surface is depicted in sand color, with red and blue dots
representing the projections of the gap points. (Right) The output trajectory
generated by the algorithm.

segmented class, and each one is either labelled as acceptable
or not based on how low the distance is, as shown in Fig. 7.
Second, it checks whether the force applied to the target is
within a tolerance range of fdz ± 2N = [1, 5] N. If either one
of these criteria is not satisfied, the corresponding US pose is
fed back into the trajectory planning script and will re-scanned
once the original trajectory is completed.

The second algorithm waits until the initial trajectory is
completed, then evaluates the overall quality of the 3D recon-
struction by inspecting the presence of any gaps or missing
areas in the scan. This is done by converting the output
point cloud into a mesh, which, by definition, represents a
continuous surface. The two are then compared. Areas with
low point densities are detected as holes, and the algorithm
generates a new trajectory for the robot to follow, specifically
targeting the unscanned or poorly scanned regions. The robot
then re-scans those parts, aiming to enhance the completeness
and quality of the overall 3D reconstruction.

H. Ultrasound image transmission

The US images, captured from the Windows workstation,
are streamed via User Datagram Protocol (UDP), a communi-
cation protocol that sends data without establishing a persistent
connection between devices, prioritizing transmission speed.
Each frame is converted into pixel arrays and split into chunks
with an 8-byte header for identification, allowing proper
reconstruction on the receiver side.

The main workstation and the Franka robot use ROS to
communicate internally. The main nodes are highlighted in
yellow Fig. 9. The Pose publisher node is responsible for
publishing the next desired pose; each pose is coupled with a
boolean topic that describes if the robot must enable or not
the force sensor, and is read by the controller to precisely
reach the target poses with the desired force. Concurrently,
the Image publisher node, that listens for UDP packages,
reconstructs the US images and publishes them paired with
the current probe’s pose and force applied to the target. Then,
Image segmentation applies the pre-trained UNet model
to segment the image and publishes the segmented image
together with the same pose and force. Local visual servoing
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Fig. 9. Flow chart of the system’s code blocks. Yellow blocks indicate ROS nodes. Red blocks indicate python scripts. The green block distinguishes the
secondary workstation and the blue one indicates the Franka robot.

then verifies the quality of the single segmented images and
every acceptable frame is finally converted to point cloud via
Convert to pointcloud node. To visualize the RT reconstruc-
tion, the 3D reconstruction script creates a render that shows
the current generated point cloud and allows to toggle the
visibility of the classes.

I. Evaluation metrics

The objective of evaluating the ARUS system is to assess
its performance in accurately reconstructing the bones and
muscles of the target, while being safe for the patient. Each
selected evaluation metric directly contributes to enhancing
the system’s ability to achieve this goal, ensuring that every
component functions collaboratively to produce precise and
reliable reconstructions. The evaluation process is the follow-
ing:

1) 3D Reconstruction Quality: Good reconstruction quality
is the main goal of the entire system and is directly related
to the accuracy of the following metrics:
1.1 3D Reconstruction Accuracy: Clearly, reconstruction

accuracy is the factor that most of all impacts the
reconstruction quality. To validate it, the US recon-
struction was compared to the corresponding MRI,
used as ground truth.

1.2 Calibration: Calibration accuracy was measured for
both stereo camera-to-robot and ultrasound image,
which are essential for precise 3D reconstructions.

1.3 Segmentation: The U-Net model’s segmentation per-
formance for muscle and bone regions was evaluated
using the Dice coefficient and Intersection over Union
(IoU) metrics.

1.4 Control: The hybrid controller’s robustness in follow-
ing the specified trajectory and maintaining a constant
normal force during scanning was evaluated, with ac-
curacy measured by Root Mean Square Error (RMSE),
average and standard deviation.

1.5 Visual Servoing: Visual servoing feedback was tested
by scanning the target in four different configurations:
(1) without VS feedback, (2) with local VS image
feedback, (3) with post-scan feedback, and (4) using
both feedback types simultaneously.

2) Safety: Ensuring operational safety during scanning is
critical for preventing damage to both the subject and
the equipment. Monitoring and controlling the applied
force and contact areas were essential aspects of the
system’s safety protocol, aimed at guaranteeing consistent
performance within safe limits.
2.1 Force: The applied force during scans was monitored

to ensure consistent levels within safe limits for each
target.

2.2 Force spatial distribution - Force Heat Map: The
heat map combines force and accuracy data to identify
potential correlations between them. Each point is
represented as a horizontal line matching the width of
the ultrasound probe, making it easier to detect any
areas that were not scanned.

3) Experimental Evaluation: The evaluation process in-
volved testing on different targets, visible in Fig. 10, each
providing insight into the system’s capabilities and areas
for potential improvement.
3.1 Simple Phantom: An initial feasibility analysis was

conducted using a simple, rectangular gelatine phan-
tom that incorporated PVA components to simulate a
muscle layer (Fig. 10, left) and PLA components to
represent bones.

3.2 Realistic Phantom: Further testing was performed
on a more anatomically realistic gelatine phantom
designed to mimic a human forearm, allowing for
validation of system performance in a more lifelike
scenario. This phantom included four distinct PVA
muscle layers (three of which are visible in Fig. 10,
center) as well as PLA parts representing the forearm
bones.

3.3 In-vivo: Final evaluations were carried out in vivo
on a human subject, offering insights into the system’s
effectiveness in real-world conditions (Fig. 10, right).

Detailed results from these experiments are presented in
the next sections, organized as follows: results from the
simple phantom are discussed first, followed by those from
the complex phantom, and finally the in-vivo experiments.
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Fig. 10. MRI image comparison between targets. From left to right: simple
phantom, complex phantom, and real human forearm. Both phantoms consist
of a gelatine base with embedded PVA components to simulate muscle layers
(visible in the image) and 3D-printed PLA pieces representing the ulna and
radius bones.

III. RESULTS

A. Simple phantom results

1.1) 3D Reconstruction Accuracy: The system’s 3D re-
construction output was quantitatively compared to the MRI
ground truth (see Fig. 13), achieving a RMSE of 1.22 mm, a
mean error of 0.94 mm, and a standard deviation of 0.77 mm.

1.2) Calibration: Stereo camera-to-robot calibration was
validated by developing a script to detect a visual marker
using the stereo camera and automatically move the robot’s
EE to that position. The calibration’s accuracy was assessed
by visually inspecting the distance between the two. Automatic
US calibration, on the other hand, was validated by estimating
the sphere phantom’s position using (3) for each US image.
This led to a RMSE of 2.75 mm and standard deviation of
1.04 mm.

1.3) Segmentation: The U-Net model was trained for 200
epochs on 200 augmented images with one muscle class and
one bone class (visible depicted in green and blue in Fig. 7).
The model performed well, returning a Dice coefficient of 0.85
and an IoU score of 0.84.

1.4) Control: Several tests were performed on the phantom.
Depicted in Fig. 11 it’s possible to see an example of tracking
performance. In this case, the RMSE was 5.67 mm.

1.5) Visual Servoing: VS experiments are presented in
Table I. The impact of each VS feedback configuration on
position accuracy, force regulation, reconstruction quality, and
execution time is shown. Position RMSE was 3.35mm without
feedback, 3.10mm with local VS feedback, 3.28mm with
global VS feedback, and 3.25mm with combined feedback.
Standard deviations remained low. Average force applied was
similar across configurations, with the highest at 2.654N and
the lowest at 2.543N. Force RMSE was 0.7183N to 0.7264N
and the standard deviation was 0.7121N to 0.7174N. Re-

Fig. 11. Controller position accuracy performance. In blue, the target path to
follow, while in red the actual one. The RMSE is 5.67 mm.

construction RMSE was 1.22mm without feedback, 1.20mm
with local and global feedback, and 1.21mm with combined
feedback. Standard deviations were consistent. Execution time
varied significantly, with the no-feedback configuration taking
the shortest at 295 seconds, followed by local VS feedback
at 394 seconds, global VS feedback at 425 seconds, and
combined feedback at 549 seconds.

2.1) Force: In the experiment shown in Fig. 12, the applied
force demonstrated consistent performance with an RMSE of
0.2485 N, an MRE of 0.0894, a mean force of 2.9582 N, and
a standard deviation of 0.2450 N.

2.2) Heat Map: The heat map in Fig. 12 illustrates the
distribution of applied force, highlighting areas of consistent
scanning and potential correlations between force stability and
scan coverage.

B. Realistic Phantom Results

1.1) 3D Reconstruction Accuracy: The system’s 3D recon-
struction output for the realistic phantom was quantitatively
assessed, showing an RMSE of 3.71 mm, a mean error of
2.57 mm, and a standard deviation of 2.68 mm (see Fig. 14)

1.2) Calibration: Stereo camera-to-robot calibration and
automatic US calibration followed the same procedures as
described for the simple phantom.

1.3) Segmentation: The U-Net model, trained on 50 aug-
mented images with 5 classes, performed segmentation with
an overall Dice coefficient of 0.85 and an IoU score of 0.92
(more detailed results are visible in Table II).

1.4) Control: Position tracking tests on the realistic phantom
are presented in Fig. 15. The tracking accuracy, measured by
RMSE, was 6.20 mm.
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TABLE I
EVALUATION OF EVERY VISUAL SERVOING FEEDBACK CONFIGURATION USING THE SIMPLE PHANTOM TARGET.

Configuration Position (mm) Force (N) Reconstruction (mm) Execution time (s)RMSE Std Avg RMSE Std RMSE Std
No Feedback 3.35 1.23 2.654 0.7219 0.7174 1.22 0.77 295
Local VS Feedback 3.10 2.34 2.543 0.7219 0.7174 1.22 0.77 394
Global VS Feedback 3.28 3.15 2.610 0.7264 0.7121 1.20 0.78 425
Both Feedbacks 3.25 2.95 2.635 0.7183 0.7159 1.21 0.76 549

Fig. 12. Simple phantom force results. (Left) Force plot showing consistent performance with an RMSE of 0.3561 N, an MRE of 0.0894, a mean force of
3.0120 N, and a standard deviation of 0.3559 N. (Right) Heat map illustrating the applied force distribution, with each point represented as a horizontal line
matching the ultrasound probe’s width to highlight scanned and unscanned areas.

Fig. 13. The comparison between MRI (green) and US reconstruction
(red) demonstrates good alignment and overlap between the two visual
representations. Quantitatively, the RMSE is 1.22 mm, with a mean error
of 0.94 mm and a standard deviation of 0.77 mm.

TABLE II
U-NET MODEL TRAINING RESULTS FOR REALISTIC GELATINE PHANTOM

EXPERIMENTATION.
Class Dice Score IoU
Ulna and radius (class 0) 0.71 0.84
Extensor carpi ulnaris (class 1) 0.92 0.96
Extensor digit minimi (class 2) 0.89 0.95
Extensor digitorum (class 3) 0.84 0.92
Extensor carpi radialis brevis (class 4) 0.88 0.93
Overall 0.85 0.92

Fig. 14. (Left) 3D reconstruction of realistic phantom where each color is a
different class. (Right) Comparison between MRI, in green, and US, in red.
The RMSE is 3.71 mm, the mean error is 2.57 mm and the standard deviation
is 2.68 mm.

2.1) Force: Force control results are illustrated in Fig. 16.
The RMSE of the applied force was 0.5611 N, with a mean
force of 3.1101 N and a standard deviation of 0.5502 N.

2.2) Heat Map: The heat map in Fig. 16 visualizes the force
distribution across the realistic phantom. It reveals areas of
consistent scanning and highlights challenges in maintaining
uniform force on more detailed surfaces. This map provides
valuable insights for further improving the force controller.
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Fig. 15. Controller position accuracy performance on the realistic phantom.
The target path (blue) and actual path (red) are shown. RMSE was 6.20 mm.

TABLE III
U-NET MODEL TRAINING RESULTS FOR IN-VIVO SEGMENTATION.

Class Dice Score IoU
Class 0 (bones) 0.79 0.82
Class 1 (muscle layer 1) 0.71 0.88
Class 2 (muscle layer 2) 0.83 0.89
Class 3 (muscle layer 3) 0.86 0.90
Overall 0.80 0.87

C. In-Vivo Results

1.1) 3D Reconstruction Accuracy: Due to challenges in
accurately localizing features in the MRI caused by its quality,
the comparison between the ultrasound reconstruction and
the MRI is primarily qualitative rather than quantitative. The
ultrasound reconstruction measures 189.7 mm in length and
38.3 mm in width, while the MRI dimensions are 190.7 mm
in length and 40.9 mm in width.

1.2) Calibration: The calibration process for in-vivo testing
was identical to that of the simple and realistic phantoms.

1.3) Segmentation: The U-Net model’s segmentation per-
formance was tested on real muscle and bone structures. As
summarized in Table III, the model achieved an overall Dice
score of 0.80 and an IoU of 0.87.

1.4) Control: In-vivo position tracking tests demonstrated
an RMSE of 7.03 mm. Fig. 18 illustrates the tracking perfor-
mance.

2.1) Force: Force control results during in-vivo testing are
presented in Fig. 19. The RMSE of the applied force was 0.475
N, with a mean force of 2.937 N and a standard deviation of
0.471 N.

2.2) Heat Map: The force heat map in Fig. 19 illustrates the
distribution of applied force across the in-vivo target.

IV. DISCUSSION

The results of this study demonstrate that the proposed
ARUS system successfully automates the ultrasound scanning
process while generating real-time 3D reconstructions of both
muscle and bone tissues. In comparison to existing semi-
automated systems for spinal reconstruction [2], our fully
automated approach offers several improvements, particularly
in its ability to adapt to dynamic muscle deformations. Unlike
bone structures, muscles present unique challenges due to
their non-rigid nature, requiring precise real-time adjustments
during scanning. While previous methods rely on predefined
trajectories [6], our system integrates visual servoing and
real-time feedback, enabling dynamic adaptation to muscle
movement, thus improving the accuracy and consistency of
the generated models.

A. 3D reconstruction quality

The experimental evaluation demonstrates the ARUS sys-
tem’s robustness and accuracy in muscle reconstruction.
Specifically, the accuracy of the reconstructed models closely
aligned with ground truth MRI data, with average deviations
below 1mm when performing in optimal conditions, thus
confirming the system’s potential as a reliable alternative to
MRI for muscle assessments.

While both local and global VS were integrated into the
ARUS system to enhance the adaptability and precision of
the scanning process, their contributions proved to be less
effective than initially anticipated. Local VS was expected
to facilitate precise adjustments when tracking fine muscle
contours; however, its responsiveness was limited by the
system’s processing frequency, leading to minor but noticeable
lags in high-speed muscle motions. Similarly, global VS,
which aimed to provide robust spatial awareness of the entire
scanning area, faced challenges in effectively targeting low-
density point cloud areas. This limitation reduced the effec-
tiveness of global adjustments, and as a result, the anticipated
improvements in scan accuracy were not fully realized. The
results in Table I highlight these performance gaps. Position
RMSE values showed marginal improvements with local VS
feedback compared to no feedback, but global and combined
feedback configurations resulted in only slight differences.
Similarly, force regulation performance was consistent across
configurations. Reconstruction accuracy remained largely un-
affected by the VS configurations, with RMSE values staying
between 1.20 mm and 1.22 mm. One notable drawback of
incorporating VS was the increase in execution time. While the
no-feedback configuration completed scans in 295 seconds, the
local, global, and combined feedback configurations required
significantly longer durations. In real-life applications, main-
taining a good trade-off between scanning time and accuracy
is crucial, as prolonged durations increase the likelihood of
patient movement, which can compromise the accuracy and
reliability of the reconstruction.
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Fig. 16. Complex phantom force results. (Left) Force plot showing consistent performance with an RMSE of 0.5611 N, a mean force of 3.1101 N, and a
standard deviation of 0.5502 N. (Right) Heat map illustrating the applied force distribution across the realistic phantom, highlighting scanned and unscanned
areas.

Fig. 17. (Left) In-vivo 3D ultrasound reconstruction of the subject’s left
forearm. For clarity, each class is displayed individually. The reconstructed
point cloud measures 189.7 mm in length and 38.3 mm in width. (Right) MRI
of the same forearm, with dimensions of 190.7 mm in length and 40.9 mm
in width.

These findings suggest that while visual servoing remains
a valuable asset in controlled settings, further refinement is
needed to fully harness its potential in dynamic real-time
scanning applications, particularly for improving speed and
robustness without compromising accuracy.

B. Safety

Across all tests, the force regulation exhibited precise and
consistent performance. For the simple phantom, the RMSE
of 0.2485 N and a mean force of 2.9582 N suggest that the
system maintains stable contact with the phantom surface,
minimizing risks of excessive force that could lead to tissue
deformation or damage in real-world scenarios. Similarly, the
realistic phantom and in-vivo tests showed slightly increased
force variability (RMSE 0.5611 N and 0.471 N respectively),

Fig. 18. Position accuracy during in-vivo tests. The blue line indicates the
target path, while the red line shows the actual path followed by the end-
effector. RMSE was 7.03 mm.

reflecting the added complexity of maintaining stability on
anatomically detailed surfaces. Nonetheless, the mean force
remained within a safe range (3.1101 N and 2.937 N respec-
tively), indicating the robustness of the force controller under
varying conditions. This is confirmed by force peaks never
exceeding 5 N across all experiments.

The heat maps provided a visual assessment of force
distribution, revealing areas of consistent and inconsistent
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Fig. 19. In-vivo force results. (Left) Force plot showing consistent regulation with an RMSE of 0.475 N, a mean force of 2.937 N, and a standard deviation
of 0.471 N. (Right) Heat map of applied force during in-vivo testing, showing regions of consistent force application and areas requiring improvement.

scanning. For the simple phantom (Fig. 12), the heat map
confirmed uniform coverage, ensuring safety by avoiding areas
of excessive pressure or skipped regions. However, the realistic
phantom map (Fig. 16) and especially the in-vivo one (Fig.
19) highlighted challenges in maintaining even force across
complex geometries, with unscanned areas indicating potential
risks of incomplete coverage. These insights are critical for
refining the system to ensure both safety and effectiveness in
clinical applications.

Overall, the system demonstrated a strong capacity to
regulate force safely and consistently, even under complex
conditions, while the heat maps provided valuable feedback
for improving scanning quality and trajectory planning.

Despite the promising results, there were also challenges
associated with measuring the external forces during the scan-
ning process. In this setup, force estimation was based on joint
torque sensors rather than a dedicated external F/T sensor. This
approach requires precise payload calibration, which proved
difficult to achieve accurately, potentially affecting the force
measurement’s fidelity. Moreover, calculating external forces
from joint torques involves inverting the robot’s Jacobian
matrix:

Fext = J−T (q) τmeasured (10)

where J is the Jacobian matrix, q represents joint positions,
and τmeasured denotes the measured joint torques. This inversion
process is computationally expensive, with a maximum achiev-
able frequency of 30 Hz, which limits the responsiveness of
force feedback. Additionally, force estimation becomes unreli-
able in particularly stretched positions. In such configurations,
retrieving external force data is either unfeasible or an offset
in force measurements is observed.

V. CONCLUSIONS

The integration of 3D reconstruction and segmentation in a
fully automated system represents a significant advancement
in ultrasound imaging technology. In the context of clinical
applications, the ARUS system provides medical professionals
with a reliable tool for assessing muscle conditions in real
time, potentially reducing reliance on more expensive and
time-consuming imaging modalities, such as MRI. Its ability to
monitor muscle behavior continuously during movement could
lead to innovative diagnostic tools for conditions like muscle
tears, strains, or performance issues in athletes, offering an
unprecedented level of insight into muscle dynamics.

Despite its success in achieving real-time segmentation and
reconstruction, the ARUS system has areas for improvement.
While visual servoing was incorporated to enhance adaptive
scanning control, it proved less effective than anticipated in
both local and global modes. These limitations highlight the
need for more robust visual servoing approaches in challeng-
ing, real-world clinical settings.

A. Future Work

Future work on the ARUS system could focus on several
exciting directions. One promising avenue is the development
of interactive 3D muscle reconstructions based on real-time
scans. Such reconstructions could also incorporate scans of
muscles in different configurations, such as contracted and
relaxed states, offering a dynamic view of muscle behavior
and potentially enhancing diagnostic capabilities.

Another critical area for improvement is the system’s com-
putational efficiency. A lighter U-Net model, for instance, with
a reduced depth or fewer initial filters (e.g., depth of 3 instead
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of 4 or 32 initial filters instead of 64), could be trained to
improve the frame rate and, consequently, the reaction time
of the local visual servoing. This enhancement could enable
faster and more precise adjustments during dynamic scanning
scenarios.

In addition, novel control strategies could be explored to
optimize the force applied during scanning. For instance,
adaptive force modulation based on image quality or the depth
of the target muscle could improve both the safety and the
accuracy of the scanning process.

Finally, further innovation in reconstruction techniques is
essential to enhance the overall quality of the generated
models. New strategies leveraging advanced image process-
ing algorithms, machine learning, or physics-based modeling
could address existing challenges, such as low-density areas
in the point clouds or inconsistencies in the reconstructed
surfaces.

By addressing these areas, the ARUS system could become
an even more powerful tool for clinical and research applica-
tions, pushing the boundaries of what is possible in real-time
ultrasound imaging and analysis.
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