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Abstract

Implementing data integration or Extract-Transform-Load (ETL) workflows is difficult
because of the many different factors that play a role. Choosing the right tool for this
implementation is therefore vital to ensure the developers’ preferences and requirements
are met. However, finding this tool is just as complex because different tools have different
strengths, weaknesses, and capabilities that need to be considered. This paper covers
the adaptation of the CRoss Industry Standard Process for Data Mining (CRISP-DM)
methodology for developing a recommendation system for open-source ETL tools. This
recommendation system helps users find a suitable ETL tool for their use case. Therefore,
interviews were conducted with developers to find the key aspects of ETL tools among
others security, ETL pipeline design, and hosting. Different open-source tools were
analyzed on these key aspects in the form of an aspect matrix. This aspect matrix was
transformed into a scorecard to filter and rank different tools based on requirements. A
questionnaire was created to gather the requirements and provide recommendations to
the user. Lastly, the recommendation system was evaluated in three ways. As a form of
self-reflection compliance with the seven guidelines by Hevner et al. was rated to reflect
on the development process. The recommendation system was evaluated with a survey in
which participants could use it to rate its understandability, usability, and clarity. Overall,
participants rated the recommendation system a 6.8 out of 10. The main improvements
could be made in the presentation and motivation of the recommendations. The results
indicate the adaptations made to the CRISP-DM methodology were appropriate and
useable for developing a recommendation system.
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Chapter 1

Introduction

With today’s world’s still-growing value001

of data, many organizations have invested in002

developing a data warehouse (DW). A DW003

stores data differently to efficiently analyze004

business data [26]. DWs can be used for005

analyzing and improving business processes006

[39], but also to get a better understanding of007

for example the financial situation of an orga-008

nization [33]. A DW utilizes historical data009

to show trends, averages, and bottlenecks in a010

process or production chain and to show what011

areas of this process or production chain can012

be improved [10]. Published research papers013

in this area focus on improving or developing014

design techniques [2, 3]; development of015

a DW for a specific use case; and creating016

new concepts such as the data lake or data017

lakehouse [4, 20, 31, 38].018

019

A DW captures data from one or multiple020

sources, transforms the data in such a way021

that aggregations on this data are easy and022

fast to execute, and finally loads this data023

into the DW database. This process is called024

extract-transform-load (ETL). Over the years025

many tools and software solutions have026

been developed to aid people in this process.027

Some tools are purely programming libraries028

or extensions that help the user to achieve029

what they want [6, 30, 44], whereas other030

software applications are developed further031

such that they can be used to build ETL032

pipelines with minimal coding. Companies033

like Amazon, Microsoft, and Google have034

developed cloud-based software applications035

for creating DW solutions. However, these are036

often costly and require a subscription to their037

entire cloud platform to use them [1, 23, 34].038

039

Fortunately, over the last couple of years, 040

open-source ETL tools, such as Apache 041

Airflow, Prefect, and Dagster, have been 042

developed further and further [35]. This means 043

that open-source tools now have the same 044

functionality as expensive enterprise solutions. 045

Furthermore, these open-source tools allow 046

the user to build upon the tool themselves 047

if something is missing. For example, if a 048

connection to a specific source of data is not 049

yet part of the tool, the user can build a custom 050

connector through an API and still extract all 051

the data they want. 052

053

Topicus .Finance is an IT company based 054

in the Netherlands and Vietnam and part of 055

the larger Topicus brand name. Alongside Fi- 056

nance, Topicus has divisions working in Ed- 057

ucation, Health care, and the social domain. 058

Within each of these divisions, Topicus has de- 059

veloped several applications. This study was 060

conducted with the help of Topicus .Finance 061

who had chosen an open-source ETL tool is 062

now regretting that choice. They wish to re- 063

place their ETL tool, however, they are unsure 064

which open-source tool would be suitable for 065

them. 066

1.1 Problem statement 067

Within Topicus, not only the Finance division 068

was facing the choice of a new ETL tool. 069

However, with the amount of open-source ETL 070

tools available, finding the one that is right for 071

the task at hand is difficult [21, 37]. Earlier, 072

a tool was often chosen without knowing 073

if it was suitable for the task at hand [21]. 074

5



Nowadays, guidelines exist for choosing the075

right tool [21, 43]. However, these methods076

first require the user to identify possible077

tools themselves which can lead to viable078

options being missed. Furthermore, there are079

different methodologies extensively outlined080

for developing new software or models that081

fit the requirements of a specific task, for082

example, a waterfall or agile approach for083

software development [21] and the CRoss084

Industry Standard Process for Data Mining085

(CRISP-DM) and the Sample, Explore,086

Modify, Model, and Assess (SEMMA)087

methodologies for model development.088

089

This paper modifies the CRISP-DM090

methodology to develop a recommendation091

system for ETL tools. This methodology092

was chosen because it ensures a proper093

understanding of the problem to develop a094

solution. Furthermore, the cyclic approach095

allows for the improvement of the results in096

each iteration. This adapted methodology was097

then used to develop an ETL recommendation098

system that should recommend the most099

suitable tool for a specific use case.100

101

1.2 Research questions102

The problem statement mentioned above leads103

to the following research question:104

105

How can an adapted CRISP-DM method-106

ology be used to develop a recommendation107

system for open-source ETL tools?108

109

This question can be broken up into the fol-110

lowing three sub-questions:111

• Sub-RQ1: What are the key aspects of112

an ETL tool for a specific use case?113

• Sub-RQ2: How do different open-source114

ETL tools handle these key aspects?115

• Sub-RQ3: How can recommendations116

for open-source ETL tools be determined117

based on requirements?118

• Sub-RQ4: How useful do users find the 119

recommendations for open-source ETL 120

tools? 121

• Sub-RQ5: Does the adapted CRISP-DM 122

approach result in a working recommen- 123

dation system? 124

The answers from each sub-question will help 125

in answering the main research question. 126

127

1.3 Thesis structure 128

This paper continues by discussing the 129

background in chapter 2. Chapter 3 covers 130

the adaptation made to the CRISP-DM 131

methodology and each phase of this adapted 132

methodology used to design and evaluate the 133

created recommendation system. Chapter 134

4 shows the design of the recommendation 135

system and chapter 5 shows the results of the 136

recommendation system’s evaluation. Chapter 137

6 discusses the results and their implications. 138

Finally, in chapter 7 a conclusion is drawn 139

by answering the research questions, and 140

the limitations and potential future work is 141

discussed. 142

143
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Chapter 2

Background

The following paragraphs focus on related144

research that was found. The findings of145

related literature are briefly summarized and146

we discuss how these findings complement147

this study’s results. Furthermore, two system-148

atic literature reviews were performed by the149

researchers before the start of this study which150

is also briefly discussed.151

152

One study on open-source ETL tools by153

Biswas et al.[6] was found, which compares154

different Python libraries that offer ETL155

capabilities. Several of the tools mentioned in156

the paper by Biswal et al. were also used as157

part of the recommendation system created in158

this study. These tools were extended in one159

of the literature studies of the previous study,160

examined in greater detail, and used as part161

of the recommendation system as possible162

suggestions [25].163

164

Several studies that focus on the trends in165

data warehousing were found. First, there were166

studies published in 2018 reviewing trends up167

to and including 2017 [9, 11, 22, 32]. While168

each study had its take and focus, all these169

studies recognized the increase in data volume170

which resulted in a shift from traditional data171

warehousing to big data warehousing. Further-172

more, these studies showed that the architec-173

ture of a DW has also shifted over the years174

from a DW to data lakes, to lakehouses, and175

now to data meshes. Where the standard used176

to be a relational database with a clear struc-177

ture, these studies show that the architectures178

up until 2018 also started to shift to incorpo-179

rate more NoSQL capabilities as the data that180

these systems had to handle became more and 181

more unstructured. Moreover, the designing 182

of a DW also shows several clear approaches 183

that have emerged over the past years. The 184

approaches were classified into five categories: 185

1. data-driven: which starts the design 186

phase by analyzing the source data 187

2. requirement-driven: which starts at the 188

other end, looking at the requirements 189

from the end user 190

3. mixed: which combine a data-driven and 191

requirement-driven approach 192

4. query-based: which start by defining the 193

workload the DW should take care of 194

5. pattern-based: which also starts at the 195

source data but looks for multidimen- 196

sional patterns 197

These studies also show that a DW has 198

to handle more and more types of data 199

from different sources and should therefore 200

be interoperable with as many systems as 201

possible. The studies that were found show 202

trends and approaches up until 2018, these 203

were extended in the second literature study 204

done before this study, which looked at the 205

trends from 2018 up until 2024. The results 206

showed whether trends that started six or 207

seven years ago are still relevant, and which 208

completely new trends have emerged. 209

210

S. Eom published a study on the current 211

state and emerging trends regarding decision 212

support systems, business intelligence, and 213

data analysis [16]. These kinds of systems are 214
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often based on a DW, and therefore, trends215

in these systems might affect trends in data216

warehousing. The study by Eom focuses on217

the direction of research on decision support218

systems, data analytics systems, and business219

intelligence systems, as well as use cases of220

these kinds of systems.221

222

Dhaouadi et al. published a work on the223

classical approach and new trends in the de-224

sign of the ETL process [14]. Dhaouadi et225

al. identified the following six classes on ETL226

modeling approaches.227

1. UML228

2. Ontology229

3. Model Driven Architecture230

4. Graphical Flow formalism (BPMN, CPN,231

YAWL, data visualization flow)232

5. Ad hoc formalisms (conceptual con-233

structs, CommonCube, EMD)234

6. Big data approaches235

The conclusion of Dhaouadi et al. shows236

that ETL process modeling based on standard237

modeling languages like UML or BPMN were238

confirmed to be powerful methods as they239

standardize the ETL workflow design. ETL240

process modeling based on ontologies showed241

an easy identification of the schema of the242

data sources and DW. Furthermore, ontologies243

are most suitable for capturing the semantics244

of the domain model. However, mapping245

between different sources was considered an246

extremely complex task.247

248

Next, one advantage of model-driven249

architecture (MDA) based process modeling250

was separating business logic and technology251

by providing different layers that lead to252

interoperable, reusable, and portable software253

components and data models. The biggest254

advantage of these MDA-based methods was255

the automated transformations of models to256

implementations, which are done through257

automatic code generation from these models.258

One drawback of these automated transforma- 259

tions is the reliance on patterns and references 260

to constantly updated libraries. 261

262

The use of patterns also showed interesting 263

results, as patterns allow for reusability of 264

parts of the ETL process, reducing potential 265

design errors in future parts. The work by 266

Dhaouadi et al. is a well-suited addition to 267

the results found in this study. The focus 268

of Dhaouadi et al. highlights the different 269

approaches of a sub-area of DW research that 270

can be interesting as part of the key aspects. 271

272

As mentioned, a study was conducted be- 273

fore the start of this one. This prior study was 274

conducted as a preparatory study for this re- 275

search. That study consisted of two systematic 276

literature studies. First, we conducted a litera- 277

ture study on open-source ETL tools to find as 278

many open-source ETL tools currently avail- 279

able that were last updated in or after 2023. 280

This took the term ETL tools in its broadest 281

sense to include as many relevant applications 282

as possible. As this did not lead to a complete 283

list, this part was extended with results found 284

through Google. The second part of this prior 285

study was another literature study on the trends 286

and approaches in the research, design, devel- 287

opment, implementation, and improvement of 288

a DW from 2018 up until 2024. These trends 289

were used to create the interview questions 290

and influenced the key aspects that were found. 291

The results are briefly recapped in appendix A. 292

The full study is available on Github [25]. 293
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Chapter 3

Methodology

The following sections explore how the re-294

search questions are answered. As mentioned295

in the introduction of this paper, an adaption296

of the CRISP-DM methodology was used to297

develop a suggestion tool for the most suitable298

ETL tool.299

3.1 CRISP-DM300

CRISP-DM is a design method published in301

1999 and was meant as a standard for data302

mining processes across domains [28, 46].303

CRISP-DM consists of six phases. Each phase304

has its own goal for implementing a data305

mining model. CRISP-DM mainly focuses on306

data mining and model development such as307

machine learning models. This means it is not308

entirely one-on-one applicable to the research309

presented in this paper. However, the different310

phases can be adapted to make them directly311

applicable. A high-level comparison of the312

original CRISP-DM and the adapted form313

used in this study is displayed in figure 3.1.314

315

The two biggest differences are, first,316

having the deployment before the evaluation317

as this allows the evaluation can be performed318

on the working recommendation system.319

Second, the data understanding and data320

preparation phases are usually two separate321

phases, however, these are combined into322

one and consist of gathering information on323

the considered tools and transforming this324

information into a usable format. Further325

adaptations have been made to each phase326

individually to reflect the development of a327

recommendation system. These adaptations328

are further discussed in the following sections.329

330

A complete overview of the employed 331

method and their respective outcomes is pre- 332

sented in figure 3.2. Each phase helps answer 333

one or two sub-RQs outlined in section 1.2. 334

Sub-RQ 1 is answered with the results of the 335

business understanding phase in the form of a 336

list of key aspects. The data understanding and 337

preparation phase results help answer sub-RQ 338

2 in the form of a scorecard. The modeling 339

phase helps answer sub-RQ 3, as the logic 340

for recommendations is finished in this phase. 341

Sub-RQs 4 and 5 are answered with the evalu- 342

ation phase. Each phase is discussed in more 343

detail in the sections below. 344

3.2 Business understanding 345

The first phase of CRISP-DM is the business 346

understanding phase. This phase focuses on 347

understanding the problem and objectives 348

that we wish to solve [28, 46]. Therefore, to 349

design a recommendation system for choosing 350

the right ETL tool for a specific use case, 351

it is important to first know what makes an 352

ETL tool a good fit for a use case. The tool 353

needs to be able to handle the case at hand 354

while being future-proof to handle situations 355

that might arise. This makes it necessary to 356

understand the key aspects of what makes 357

a tool suitable for a certain use case and 358

what key aspects of a tool make it future-proof. 359

360

These key aspects were deduced partially 361

from the performed literature study, but mostly 362

from interviews conducted with developers 363

from different teams from Topicus. The inter- 364

views were conducted in a semi-structured 365

9



Figure 3.1: Comparison of the original CRISP-DM methodology and the adapted form

way. The questions can be found in appendix366

B.367

368

The questions were designed to gather369

insights into their current ETL tool and its370

shortcomings, the developed ETL workflows,371

and their ideal situation. The questions were372

used as guidelines to gather all relevant373

information, however, if deemed necessary374

by the interviewer follow-up questions were375

asked to gain more information on certain376

topics or to clarify certain answers. The377

information gathered from these interviews is378

different from the requirements developers379

have for their use cases. For example, a380

developer might require assigning memory for381

each ETL pipeline. From this requirement, the382

aspect of resource control can be derived. The383

aspects gathered in these interviews are the384

topics of the requirements developers might385

have. Figure 3.2 displays this phase in blue.386

The results of the business understanding387

phase can be found in section 4.1.388

389

3.3 Data understanding and preparation390

The information gathered during the business391

understanding phase discussed in section 3.2392

can now be used to continue with the data 393

understanding and data preparation phases. 394

In this phase, relevant data was collected and 395

prepared [28, 46]. 396

397

As mentioned in section 2, a list of currently 398

available open-source ETL tools was created 399

before this study [25]. These tools cover 400

ETL tools in the broadest sense, as is later 401

explained in more detail, the list of tools 402

includes orchestrators, ETL tools, and data 403

synchronization tools. Some offer cloud-based 404

integration platforms as a service (iPaaS) as 405

part of their application. Currently, iPaaS 406

plays a big role in the shift from on-premise 407

systems that move to the cloud. The reason 408

for this broad definition of an ETL tool 409

lies in the convergence of functionalities 410

traditionally associated with iPaaS, which 411

focuses on cloud integration, and standard 412

ETL tools, typically used in on-premise 413

systems [48]. This distinction has become 414

increasingly ambiguous, as most tools now 415

support connectivity to a wide range of data 416

sources, as is shown later in this paper. 417

418

The next step is to see how these tools han- 419

dle the key aspects found during the business 420

10



understanding phase. This information was421

gathered in an aspect matrix documenting how422

each tool handles each key aspect. Next, this423

aspect matrix was converted into a scorecard,424

where each textual description of how a tool425

handles an aspect was converted into either a426

score indicating how well it can do this aspect427

or a simple true/false value of whether the tool428

has a specific aspect. This phase is displayed429

in green in figure 3.2. The results of the data430

understanding and preparation phase can be431

found in section 4.2.432

433

3.4 Modeling434

With the aspect matrix completed the modeling435

phase could begin. In the original CRISP-DM436

methodology this phase includes testing and437

assessing different machine learning models438

[28, 46] to develop the solution to the data min-439

ing problem. However, since in this paper, the440

CRISP-DM methodology is used as a design441

method, this phase was used to design and im-442

plement the recommendation system, which443

was done in the four steps listed below.444

1. Create a questionnaire that developers445

must answer when looking for a new tool446

based on the aspect list deduced from the447

interviews448

2. Convert the answers given to the ques-449

tionnaire from human-readable text into450

numbers and boolean values451

3. Create a logical model that would filter452

out incompatible tools for the given use453

case and rate the remaining tools on their454

capabilities that the user found important455

using the answers to the questionnaire cre-456

ated in the first step.457

4. Create a front end for the user to view the458

results calculated by the logical model459

These steps are also displayed in the yellow460

part of figure 3.2. The user can then use the461

results to do more targeted research and make462

a final decision. The final decision will still463

be left up to the user as the perfect tool might464

not exist and the compromises involved are 465

highly subjective. The created questionnaire, 466

the logical model with data conversion, and 467

the front end can be found in section 4.3. 468

469

3.5 Deployment 470

Normally, the final phase of the CRISP-DM 471

methodology is the Deployment phase. In 472

this phase the designed model is made 473

available to the end user [28, 46]. This can 474

be as elementary as creating a dashboard 475

or something more complex like creating a 476

repeatable data mining workflow. 477

478

In the adapted CRISP-DM, the deployment 479

consisted of two parts. The questionnaire was 480

made available through Google Forms [24] as 481

this is an easy way to create questionnaires and 482

store the answers in an accessible way. The 483

logical model and way to see the results were 484

hosted on Streamlit [42], a free, open-source 485

cloud hosting platform developed for users to 486

create a data-driven app with simple Python 487

code quickly. This phase is displayed in red 488

in figure 3.2. The results of the deployment 489

phase can be found in section 4.4. 490

3.6 Evaluation 491

The next phase is the evaluation phase. The 492

traditional CRISP-DM focuses more on 493

business requirements in this evaluation rather 494

than technical performance as this would 495

already be tested during the modeling phase 496

[28, 46]. 497

498

The adapted CRISP-DM evaluation phase 499

consists of three parts which can be conducted 500

in parallel. The first part was rating the compli- 501

ance with the seven guidelines by Hevner et al. 502

[27] as a form of self-evaluation of the process 503

and the results. The second part was a survey 504

to evaluate the usability and usefulness of the 505

recommendation system. The last part was a 506

case study, which showed if the logical model 507

makes good suggestions. More detailed de- 508

scriptions of each evaluation step can be found 509

below. The different evaluations of this phase 510

11



Figure 3.2: Methodology workflow

Guidelines Description
Guideline 1: Design as
an Artifact

Design-science research must produce a viable artifact in the
form of a construct, a model, a method, or an instantiation

Guideline 2: Problem
relevance

The objective of design-science research is to develop
technology-based solutions to important and relevant busi-
ness problems

Guideline 3: Design
Evaluation

The utility, quality, and efficacy of a design artifact must
be rigorously demonstrated via well-executed evaluation
methods.

Guideline 4: Research
Contributions

Effective design-science research must provide clear and
verifiable contributions in the areas of the design artifact,
design foundations, and/or design methodologies.

Guideline 5: Research
Rigor

Design-science research relies upon the application of rigor-
ous methods in both the construction and evaluation of the
design artifact.

Guideline 6: Design as
a Search Process

The search for an effective artifact requires utilizing available
means to reach desired ends while satisfying laws in the
problem environment.

Guideline 7: Communi-
cation of Research

Design-science research must be presented effectively both
to technology-oriented as well as management-oriented au-
diences.

Table 3.1: Brief description of the seven guidelines by Hevner et al. [27] used in the evaluation phase as seen
in figure 3.2
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are displayed in the purple section of figure511

3.2. The results of each part of the evaluation512

can be found in section 5.513

3.6.1 The seven guidelines514

To evaluate if the process of designing the515

recommendation system was done properly516

and effectively, the seven guidelines by Hevner517

et al. were used. The seven guidelines by518

Hevner et al. were created in the context of519

Design Science (DS) in Information Systems520

Research as a way to ensure the quality521

of the DS research in information systems522

[27]. The use of these guidelines requires523

the researchers to critically self-reflect on the524

performed research and therefore help ensure525

the quality of the research. A brief overview526

of the guidelines can be found in table 3.1.527

In this paper, the artifact mentioned in these528

guidelines is the recommendation system.529

530

While compliance with these guidelines531

offers a great way to ensure quality, not all532

guidelines are as important [45]. J. Venable533

published a study in which different quality534

insurance frameworks, among which the seven535

guidelines by Hevner et al., were evaluated536

on their importance and relevance on a scale537

of 0 - 10. The different frameworks were538

evaluated by editors of high-quality journals;539

program chair and committee members of540

the DESRIST conference (2006-2009); and541

authors of papers published at the DESRIST542

in 2006-2009. Compliance with all the543

seven guidelines together was not deemed544

as important as compliance with certain545

individual guidelines. The guidelines rated546

as most important by the participants were547

guidelines 1, 2, 3, and 4 each with ratings548

between 8.31-9.05. Guidelines 5 and 7 were549

deemed less important with ratings of 7.33550

and 7.20 respectively while guideline 6 was551

the least important with a rating of 6.09.552

553

This difference in ratings indicates that the554

created artifact and the relevance, evaluation,555

and novelty of said artifact (guidelines 1, 2, 3,556

and 4) are more important than what methods557

were used exactly to create the artifact 558

(guidelines 5), how iterative the process was 559

to complete the design (guidelines 6), and 560

how the results are presented (guidelines 561

7). Therefore, the first four guidelines were 562

taken as the basis to ensure the quality 563

of the recommendation system, whereas 564

the remaining guidelines are only briefly 565

touched upon to see whether compliance 566

was reached. Furthermore, Hevner et al. 567

mention they advise against the mandatory 568

use of their guidelines and instead recommend 569

the researchers use their creative skills and 570

judgment to determine when, where, and 571

how to apply the guidelines. Therefore, we 572

have determined a compliance rate with each 573

guideline to the best of our ability as a way of 574

self-reflection on the process of creating the 575

recommendation system. 576

577

3.6.2 Survey 578

The next part of the evaluation is a survey. The 579

questions of the survey can be found in ap- 580

pendix C. The goal of the survey is to evalu- 581

ate the tool as a whole. The survey questions 582

consisted of ratings from one to ten and open 583

questions for respondents to elaborate on their 584

ratings and gather suggestions for specific im- 585

provements. The results should give insights 586

into how clear the suggestions were and how 587

easy the recommendation system is to use. Re- 588

spondents were asked to use the recommenda- 589

tion system multiple times with different sce- 590

narios in mind to see how it handles different 591

use cases. 592

3.6.3 Case study 593

The last part of the evaluation was to see 594

whether the results were useful. Therefore, 595

a case study was set up in collaboration with 596

Topicus .Finance. Topicus .Finance was look- 597

ing to replace their current ETL tool with a new 598

one to simplify their workflow. The case study 599

consisted of three parts. First, the recommen- 600

dation system was utilized to determine the 601

optimal tool for their use case. Subsequently, a 602

specific ETL process was replicated using the 603

13



new tool. Lastly, the chosen tool could be eval-604

uated with the ETL process running with the605

new tool. The most important factors for Top-606

icus .Finance were ease of use, error logging,607

notifications, and scheduling.608
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Chapter 4

Design results

The following sections present the results609

of the design of the recommendation system.610

We discuss the results from the phases of the611

adapted CRISP-DM methodology in the same612

order as they are mentioned in chapter 3 except613

for the evaluation which is discussed in chapter614

5.615

4.1 Business understanding616

The interviews, in conjunction with the trends617

identified in the existing literature, produced a618

list of key aspects and essential information619

to consider when evaluating a new ETL tool.620

The list of aspects and important information621

can be found in table 4.1. The description622

shows what the aspect or information entails623

or examples of what questions this knowledge624

will answer. In total four different teams, each625

consisting of two or three developers, were626

interviewed. Each team worked in a different627

division of Topicus where they worked on a628

different application which means the teams629

had different requirements for their ETL630

process and each team had a different use631

case. This is critical to ensure the derived key632

aspects are generalizable across use cases.633

634

Aspects such as schema changes, and635

loading of data were first derived from the636

literature, but these results were corroborated637

in the interviews by the majority of the638

developers as important. Other aspects such as639

Monitoring, scheduling, and Documentation640

were only highlighted by developers as641

important.642

643

4.2 Data understanding and preparation 644

This section discusses how different parts 645

of the scorecard are set up and clarifies 646

any discrepancies in the aspects presented 647

in the scorecard. This section is divided 648

into two parts, the filtering aspects and 649

the ranking aspects. These topics are 650

further discussed during the logical model 651

presented in the modeling phase in chapter 4.3. 652

653

The list of aspects presented in section 654

4.1 was slightly extended with the extracting 655

being split up into extraction from a database 656

(DB), extraction from a file, extraction from 657

an API, and extraction from other applications 658

to cover different situations separately rather 659

than as a whole. Similarly, the loading was 660

split up into loading to a DW, loading to a 661

data lake (DL), loading to a lakehouse (LH), 662

and loading to a different application. As 663

mentioned in section 3.3, we first created an 664

aspect matrix for the different tools to see how 665

they handle different aspects. These results 666

consist of descriptions for each tool for each 667

aspect. These results can be found in the 668

following spreadsheet 1. 669

670

Based on these descriptions, a scorecard 671

was created which converted this text into a 672

score indicating how well, if at all, a tool can 673

handle an aspect. The scorecard is shown in 674

table 4.2. Since the table is very long, the 675

table is split up into multiple parts separated 676

by a white line after which new column names 677

1Full link to spreadsheet:
https://docs.google.com/spreadsheets/d/14DavziMyOq5kswY-
1HteA8oD3N6Qz9QBHkj8f0pha8Q/edit?usp=sharing
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for the next tools are written.678

679

4.2.1 Filtering aspects680

The aspects ETL tool up until and including681

Encryption are given values of 0, 0.5, or 1682

and are used to narrow done the possible683

recommendations. A 0 indicates that this tool684

is incapable of doing this or unsuitable for685

this task. For example, Airbyte is unsuitable686

as an orchestrator and does not have event687

triggers. A 1 means this tool is capable of this688

aspect or is suitable for this task. For example,689

Airbyte is meant as a data synchronization690

tool and it supports cloud hosting and even691

offers a cloud integration platform. Lastly,692

tools that are capable of doing a task but693

are not designed for this purpose or require694

some user-created logic receive a 0.5. For695

example, Apache Beam is not designed as a696

data synchronization tool but can be used as697

one. The 0.5 will ensure a tool is considered698

but will generally score lower than a tool699

specifically designed for the same purpose.700

701

The first four rows, ETL tool, Orchestrator,702

Data sync tool, DW tool, indicate what the703

tool was designed for. An ETL tool is defined704

as a tool where data moves through it. An705

orchestrator is a tool that, as the name suggests,706

orchestrates the workflow. These kinds of707

tools can call other software to perform tasks708

and streamline an ETL pipeline. A data709

sync tool is a tool that only transfers data710

from a source to a destination. These tools711

are effective for ELT where transformations712

are done after the data is loaded into the713

destination. Lastly, DW tools can extract714

data from different sources but act as the715

destination themselves. These tools have716

integrated storage and can be used directly to717

build dashboards and reports.718

719

The row Add on tool indicates if the tool can720

be used alongside other tools. For example,721

Apache Spark integrates well with Apache722

Hadoop and Apache Hive and can therefore723

be an add-on to either. Another example724

is DBT, which is a tool designed only for 725

transformations. Models created in DBT can 726

be used in almost all considered tools. DBT 727

is a special case for these first five rows, as 728

it received a 1 in all of them. This is not 729

because DBT is this outstanding tool capable 730

of all, but rather since it is specialized only in 731

transformation, it should be taken into account 732

for every use case as an add-on tool. 733

734

The row labeled CDC indicates if a tool can 735

capture only changed data as mentioned in 736

table 4.1 for the Change data capture aspect. 737

A few tools are capable of change data capture 738

themselves, the other tools all got a 0.5 as it 739

is always possible for the user to implement 740

this themselves or the tool integrates with 741

Debezium [13], an open-source distributed 742

platform for change data capture. 743

744

The five rows following, Docker hosting, 745

Application hosting, Library hosting, Cloud 746

hosting, and Own cloud, are all related to the 747

hosting aspect described in table 4.1. Some 748

tools are only hosted as docker containers, or 749

as stand-alone applications, while other tools 750

can be hosted in multiple ways. Some tools 751

even offer a cloud service for hosting all the 752

user’s ETL pipelines in a cloud environment 753

optimized for this tool. 754

755

Next, Code, Scripting, Config files, and 756

No-code relate to the implementation of ETL 757

pipelines. Also see Code or low-code in table 758

4.1. The Code aspect indicates an application 759

uses pure programming to implement an ETL 760

pipeline. Scripting is more low-code, where 761

the pipeline is mostly implemented with 762

no-code building blocks that can be configured 763

but there are several options for using scripting 764

to perform certain transformations or tasks. 765

Config files indicate using configuration 766

files to implement the entire ETL pipeline 767

or to set certain properties. These files are 768

usually XML, JSON, or YAML files. Lastly, 769

No-code indicates there are no options for 770

programming or configuration files, there is 771

only a User Interface in which the pipelines 772
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can be designed and configured.773

774

The following four aspects, Integrated775

scheduling, CRON, Event triggers, and776

Workflow triggers, are all related to the777

scheduling aspect from table 4.1. The first,778

Integrated scheduling indicates if a tool has its779

own scheduling capabilities or if it requires780

another tool like an orchestrator. The other781

three, indicate if the tool supports that type of782

scheduling or trigger. The last row that uses783

the 0, 0.5, or 1 system is Encryption. This row784

indicates if a tool supports encrypting data or785

masking sensitive data. This row is related to786

the Security aspect from table 4.1.787

788

4.2.2 Ranking aspects789

The rows Resource control up until and790

including the last row Training, are meant to791

ensure a higher ranking for tools that better792

handle aspects the user indicates as important.793

These rows were scored based on how capable794

a tool is for this specific task. This score795

was determined by first categorizing all tools796

for each aspect. Depending on how many797

categories were defined the best tools would798

get a score equal to the number of categories799

while the worst tool would get a 1. The800

number of categories was determined by how801

many distinct factors played a role in the802

aspect.803

804

For example, Resource control was given805

a score of 1 through 4, where 1 means no806

control or information was available on807

resource control; 2 means the users could808

review the resources that were used afterward;809

3 means the user can set a maximum amount810

of resource that a workflow is allowed to811

use; and 4 means full control over resources.812

However, a task as Training was given a score813

of 1 through 3, where 1 means there is basic814

documentation but it might be cluttered or the815

examples might be confusing; 2 means the816

documentation and examples are clear; and 3817

means the documentation and the examples818

were coherent and extensive and there was819

something extra to enhance the learning 820

experience, for example, a demo environment 821

or video tutorials. In this last case, only three 822

categories were necessary to divide the tools. 823

824

The row Programming languages shows 825

all programming languages or file types that 826

can be used for coding, and scripting or con- 827

figuration files respectively. The remaining 828

rows are related to the similarly named aspects 829

described in table 4.1 and are therefore self- 830

explanatory. The exceptions are the source and 831

destination types which all relate to Extract- 832

ing and Loading respectively. Furthermore, 833

the Training row is related to the Documenta- 834

tion aspect but was changed to training to em- 835

body the onboarding of the new tool entirely 836

rather than just the documentation’s quality. 837

The Source row indicates how capable the tool 838

is at handling many different sources. The type 839

of sources and destination that follow are indi- 840

cators of how well the tools can work with this 841

type of source or destination. 842

4.3 Modelling 843

This section is divided into three parts. First, 844

the questionnaire users have to fill out is 845

shown. Second, the logical model created to 846

generate the suggestions is presented. Lastly, 847

the Streamlit front end is shown. All three 848

parts combined show the creation of the 849

recommendation system that helps users pick 850

a new ETL tool. From this point forward, the 851

recommendation system is referred to as the 852

ETL picker. The ETL picker can be viewed 853

and used through this link 2 854

855

4.3.1 Questionnaire 856

The questionnaire was designed to gather 857

information on the user’s requirements. 858

This entails the requirements on the key 859

aspects previously defined. To match these 860

requirements to the tools the questions are 861

related to the same topics and aspects as the 862

aspect matrix and scorecard shown in section 863

4.2. The questions were designed to allow for 864

2Full link: https://forms.gle/d4qSudMVfref8fLA6
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different specific scenarios as well as broad865

exploratory cases where not everything is set866

in stone yet and the user mostly wants to find867

out what tools are available based on some868

principles they do already have in mind.869

870

Furthermore, the topics do not appear871

literally as they are presented in table 4.1872

or 4.2, rather the questions require the user873

to critically think about their use-case and874

requirements rather than directly asking them875

if they want a certain aspect. This ensures876

the user does not simply want all the aspects877

even if these are not necessary. This also, to a878

certain extent, ensures a tool is available for879

their use case. As is discussed in more detail880

in section 4.3.2 no tool may cover everything881

for the use case of the user.882

883

The questionnaire itself was hosted as a884

Google form. This format was chosen for two885

reasons. The first was that it is easy to set up886

and maintain. Creating a Google form is a887

straightforward process while allowing for888

the required degree of complexity that this889

questionnaire brought. The form supports the890

required answer types, such as checkboxes891

and multiple-choice. The second reason was892

that answers were stored in a Google sheet.893

This made it convenient to retrieve the answers894

from a certain person to calculate and show895

their results.896

897

The questionnaire is divided into the follow-898

ing six categories.899

1. General & storage related questions900

2. Data901

3. Technical architecture & security902

4. Implementation903

5. Monitoring & scheduling904

6. Version control, community & learning905

The questionnaire starts with a brief906

explanation of what the ETL picker is and907

how it works, followed by questions regarding908

each of the six categories. An overview of 909

the questions and the kind of answer that is 910

expected of the user can be found in table 4.3. 911

Furthermore, it contains further explanations 912

about the options the user can choose from 913

if applicable. The complete questionnaire is 914

displayed in appendix D. 915

916

4.3.2 Logical model 917

After users fill in the questionnaire part of the 918

ETL picker, the logical model that was created 919

will calculate a score for all tools that fulfill the 920

requirements. This logical model consists of 921

three parts, a preparation part, a filtering part, 922

and a rating part. The preparation part gathers 923

the answers from the user and transforms 924

them into usable data. This mostly means 925

transforming text fields into the names of the 926

rows of the scorecard such that they can be 927

immediately used during filtering and rating. 928

For example, if a user checks the boxes for 929

ETL tool and Data synchronization tool, these 930

will be transformed to ETL tool and Data sync 931

tool to match the rows of the scorecard table 932

(4.2). Other answers, such as the question 933

on transformations, are transformed into a 934

numerical value based on the answer which 935

indicates how important this is to the user. 936

This will ensure that during the rating part, 937

tools that score high on important aspects 938

will rank higher than tools that score high on 939

unimportant aspects. 940

941

Filtering 942

Each tool will start with a score of 1. The 943

filtering part will apply the rows ETL tool 944

up to and including Encryption from the 945

scorecard (see table 4.2) to the scores of the 946

tools based on the answers given by the user 947

in the questionnaire, resulting in any tools that 948

do not comply with the use case to be dropped. 949

There are a few interesting parts to note. 950

951

First, if a user only selected complete data 952

warehouse tool including storage the model 953

will immediately stop filtering and move on 954

to rating as only three tools fall under that 955
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category. Suppose a user specifically did not956

check this type of tool but did indicate they do957

or might want integrated storage. In that case,958

the DW tools are still included in the filtering959

even though the user did not check this type of960

tool.961

962

Second, questions where multiple options963

can be selected, such as question one about the964

type of tool, the question about hosting, and965

the question about implementation, result in966

applying each applicable row of the scorecard.967

For example, if the user indicates they would968

like a tool that can be hosted in docker or as a969

stand-alone application, both the rows Docker970

hosting and Application hosting from the971

scorecard (4.2) will be applied. In this exam-972

ple any tool that is hosted either in docker or973

as a stand-alone application will be considered.974

975

Third, the rows Integrated scheduling, Own976

cloud, and Encryption from the scorecard977

(table 4.2) are only applied if the user indicated978

they do not want a separate tool for scheduling,979

they are interested in a cloud environment980

offered by the tool, and they indicated they are981

dealing with sensitive data respectively.982

983

Lastly, change data capture (CDC) is the984

only aspect during filtering that does not985

necessarily result in a zero or one score. This986

is because the need for CDC is determined987

based on two questions. The first question is if988

the data is too large to be dropped and loaded989

every time, which is used to see if CDC is990

necessary in the first place, which does result991

in a zero or one. The second question is how992

often the data needs to be loaded in, if data is993

only loaded in less than once a day, the need994

for CDC is less important than if it has to be995

near real-time. Based on the answer to this996

question, this zero or one is multiplied by a997

number from 1-5 resulting in a score from 0-5.998

While this is also already rated based on how999

well the tools can do CDC, if the user requires1000

CDC, tools that are incapable of CDC will be1001

filtered out.1002

1003

Ranking 1004

The last step is to rate the remaining tools 1005

based on the remaining rows from the 1006

scorecard combined with the remaining 1007

answers. For the majority of these rows, the 1008

rating score was calculated by increasing 1009

the current rating score of a tool by the 1010

value of the scorecard multiplied by the 1011

value of the answer. Since most of the 1012

remaining answers were converted into a 1013

number and the values from the scorecard 1014

are already numeric, these can be multiplied 1015

and added up easily for all aspects of each tool. 1016

1017

After adding the score of an aspect to 1018

the current rating score, the scores were 1019

normalized using a min-max normalizer. This 1020

ensures that all scores are always between 1021

0 and 1 which in turn safeguards an equal 1022

contribution of all aspects to the final rating 1023

score. Suppose scores are not normalized 1024

after each step. In that case, aspects that 1025

were divided into more categories, and 1026

can therefore receive a higher score, such 1027

as Resource control which can receive a 1028

score as high as 4, would be seen as more 1029

important than an aspect such as Monitoring 1030

which can only receive a maximum score 1031

of 3. The goal of the ETL picker is to let 1032

the user determine which aspects are im- 1033

portant with their answers to the questionnaire. 1034

1035

There are a few exceptions where it was not 1036

directly possible to add the score in this way. 1037

The row labeled Programming languages 1038

was divided into programming language and 1039

configuration file types. The right set of 1040

answers was chosen depending on whether 1041

the user wanted to use programming/scripting 1042

languages or configuration files. The score 1043

reflected these preferences by adding one point 1044

to the tool for each of the programming/script- 1045

ing languages or file types the tool supports. 1046

Furthermore, not all rows for the source types 1047

(DB source, File source, API source, and 1048

Application source) and destination types (DW 1049

destination, DL destination, LH destination 1050

and Application destination) were applied. 1051
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Only the rows that correspond to the answers1052

to the question regarding source types and1053

storage destinations respectively were applied.1054

1055

4.3.3 Streamlit front end1056

As mentioned, the suggested tools will be1057

displayed to the user through Streamlit. The1058

results can be presented to the user by creating1059

a straightforward front end. The user is asked1060

to fill in the email address they filled in on1061

the questionnaire, as can be seen in figure 4.1a.1062

1063

After the user enters their email address1064

and presses the button labeled ’See results’ all1065

answers from the Google Sheet matching that1066

email address will be fetched and the tools1067

will be filtered and ranked. This means a user1068

can fill in the ETL picker multiple times for a1069

different type of tool and see all their results in1070

one go for each scenario. If the user enters an1071

email address that is not found in the answers1072

or enters an invalid email address, the user1073

will be shown a message that no results are1074

found for that email address or be asked to1075

enter a valid one.1076

1077

The first thing the user will see is a small1078

text briefly explaining the scores the user is1079

about to see. As mentioned, the ratings will1080

be given as a score from 0 to 1. Where a1081

score of 0 is the least compatible, however,1082

it should still be capable of handling the1083

use case described by the user. After this1084

introductory text, the date and time of when1085

the questionnaire was filled in are shown such1086

that the user can distinguish the different times1087

they filled in the questionnaire. After the date1088

and time, the results are shown in a small1089

matrix with the name of the tool and its final1090

score ordered from highest to lowest score.1091

1092

Lastly, any useful info about their results1093

is shown. There are four info messages, one1094

message for if DBT is in the results, two1095

messages for when the user indicated they1096

wanted integrated storage either for sure or1097

maybe, and one last message for if the user1098

indicated scheduling can be done with a 1099

different tool. An example of a few of these 1100

messages is shown in figure 4.1b. 1101

1102

If no tools fit the user’s answers, a message 1103

will be displayed stating their requirements are 1104

too specific and can not be matched to any 1105

tools. They are suggested to change either the 1106

implementation method or the hosting options 1107

as these two aspects have the greatest impact 1108

during filtering. 1109

4.4 Deployment 1110

As mentioned the deployment was done with 1111

Streamlit. The application itself was shown 1112

in section 4.3.3. Deploying an app with 1113

Streamlit only requires your code to be saved 1114

in a GitHub repository. It is also possible to 1115

start a Streamlit app from a provided template 1116

after which it automatically creates a GitHub 1117

repository. After connecting and telling the 1118

Streamlit back end which file to run, Streamlit 1119

takes care of the rest. While deploying an 1120

app it is possible to incorporate authorization 1121

details in a secrets file which can be used in the 1122

app without anyone seeing the actual content. 1123

Furthermore, after deploying the developer 1124

gets info logging in case an error occurs 1125

within your app. The deployment process with 1126

Streamlit was easy and generalizable. For 1127

more detail on how to deploy with Streamlit, 1128

see appendix E 1129

1130
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Begin of table
Aspect Description
Product version Document the version that is taken into consideration. Fur-

thermore, it speaks to how evolved the tool is, if it is still
very novel that might be a reason for people not to choose it

Hosting How is the tool hosted? Can it be hosted in a docker con-
tainer? Is it a stand-alone application? Is it a programming
library

Resource configuration How much control does the user have over resources that an
ETL job/workflow/pipeline can use?

Extracting Extracting data might have to be done from multiple sources
of different types, like a database and several files stored in
cloud storage, or an API. It is important to know how a tool
handles these different situations.

Transformations Data might have to be transformed during the ETL process,
this can be simple filtering or more advanced customized
transformations that are developed by the user. Are these
features available out of the box or does the tool integrate
with another tool for transformations?

Loading Like extracting, the data should also be loaded into a destina-
tion. For example, a data warehouse, data lake, or lakehouse.

Code or low-code How is the ETL process implemented? Some users prefer
pure programming code, while others prefer a more low-
code/no-code UI. Furthermore, this entails what program-
ming languages the tool supports either for scripting or full
programming language for workflow/pipeline implementa-
tion as well as what type of configuration files a tool might
use if they have any.

ETL vs ELT Is the tool more geared towards ETL or ELT? What purpose
was this tool designed for? Is it more designed for raw data
synchronization between storage or does data move through
the tool?

Orchestration How suitable is the tool to orchestrate all the user’s ETL
jobs/workflows/pipelines? Is data meant to move through
this tool or is it meant to coordinate a workflow? Very much
correlated with ETL vs ELT

Change data capture Can the tool capture new data inserted since it was last
fetched from the sources or does the user have to filter this
in their transformations?

Schema changes If the source or destination data types are changed or a
column is added or removed, how does a tool handle this?
Can it do this automatically or does the user have to do this?

Monitoring How can the user monitor the jobs/workflows/pipelines that
have run and the jobs that are scheduled to run? What kind
of error logging is there?
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Continuation of Table 4.1
Aspect Description
Triggers/scheduling How can jobs/workflows/pipelines be scheduled or trig-

gered? Can the tool do this by itself or does it require an
orchestrator?

Security What security options does the tool offer the user? Are there
options for data encryption?

Versioning Does the tool integrate with version control platforms like
Git? How are jobs/workflows/pipelines stored and is this
suitable for version control and a review process?

Documentation How clear is the documentation? Are there tutorials? How
clear are the examples that are given?

Community How many stars and contributors do their Github page have?
How active is the community in helping each other with
problems?

End of Table

Table 4.1: List of aspects and important information to take into consideration when choosing a new ETL tool
based on interviews and trends found in the literature with a brief description of what they entail

Begin of table

Aspect Airbyte Apache
Airflow

Apache
Beam

Apache
Camel

Apache
Druid

Apache
Hadoop

Apache
Hive

ETL tool 0 0 1 1 0 0 0
Orchestrator 0 1 0 0.5 0 0 0
Data sync tool 1 0 0.5 0.5 0.5 0 0
DW tool 0 0 0 0 1 1 1
Add on tool 0 0 0 0 0 0 0
CDC 1 0.5 0.5 0.5 0.5 0.5 0.5
Docker host-
ing

1 1 1 1 1 1 1

Application
hosting

0 0 0 0 0 0 0

Library host-
ing

0 0 1 1 0 0 0

Cloud hosting 1 1 0 0 0 0 0
Own cloud 1 0 0 0 0 0 0
Code 0 1 1 1 1 1 1
Scripting 0 0 0 0 0 0 0
Config files 0 0 0 0 0 0 0
No-code 1 0 0 0 0 0 0
Integrated
scheduling

1 1 0 1 1 0 0

CRON 1 1 0 1 1 0 0
Event triggers 0 0 0 1 0 0 0
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Continuation of Table 4.2

Aspect Airbyte Apache
Airflow

Apache
Beam

Apache
Camel

Apache
Druid

Apache
Hadoop

Apache
Hive

Workflow trig-
gers

0 1 0 1 0 0 0

Encryption 1 1 1 1 1 1 1
Programming
languages

- Python,
SQL

Java,
Python,
Go,
SQL,
YAML

Java,
SQL,
XML,
YAML,
Groovy,
Kotlin

SQL Python,
Java,
C++, C#

SQL

Resource con-
trol

4 2 3 3 2 2 2

Monitoring 3 3 1 1 1 3 1
Sources 3 2 3 3 3 1 1
DB source 3 3 3 3 3 1 1
File source 3 3 3 3 3 1 1
API source 3 3 3 3 3 1 1
Application
source

3 2 2 2 2 1 1

Transformations 1 3 3 3 3 2 3
Schema
changes

4 1 3 3 2 1 2

DW destina-
tion

3 3 3 3 3 1 3

DL destination 3 3 3 3 2 3 1
LH destination 3 3 2 2 2 2 1
Application
destination

3 2 2 2 1 1 1

Security 3 3 1 3 3 2 2
Version control 1 3 3 3 2 2 2
Community 4 5 3 3 4 4 3
Training 3 3 3 2 3 1 2

Aspect Apache
Hop

Apache
Kafka

Apache
Nifi

Apache
Seatun-
nel

Apache
Spark

Cloud
Query

Dagster

ETL tool 1 0 1 0 0 0 0
Orchestrator 0.5 0 0 0 0 0 1
Data sync tool 0.5 1 0.5 1 0 1 0
DW tool 0 0 0 0 1 0 0
Add on tool 0 0 0 0 1 1 0
CDC 0.5 0.5 0.5 0.5 0.5 0.5 0.5
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Continuation of Table 4.2

Aspect Apache
Hop

Apache
Kafka

Apache
Nifi

Apache
Seatun-
nel

Apache
Spark

Cloud
Query

Dagster

Docker host-
ing

1 1 0 1 1 1 1

Application
hosting

1 0 1 0 0 0 0

Library host-
ing

0 0 0 0 0.5 0 1

Cloud hosting 0 0 0 0 0 1 1
Own cloud 0 0 0 0 0 0 1
Code 0 1 0 0 1 0 1
Scripting 1 0 1 0 0 0 0
Config files 0 0 0 1 0 1 0
No-code 1 0 1 1 0 0 0
Integrated
scheduling

1 1 1 1 0 0 1

CRON 1 0 0 0 0 0 1
Event triggers 1 1 1 1 0 0 1
Workflow trig-
gers

1 0 0 0 0 0 1

Encryption 1 1 1 0 1 0 1
Programming
languages

SQL,
Shell,
Python,
Javascript,
Groovy

Java,
Scala,
SQL

Jython,
Groovy,
Javascript,
JRuby,
Clojure,
SQL

JSON,
HOCON

Python,
SQL,
Java,
Scala, R

YAML Python,
SQL

Resource con-
trol

4 4 4 3 3 3 3

Monitoring 1 1 3 3 3 2 3
Sources 3 2 3 3 2 3 3
DB source 3 1 3 3 3 3 3
File source 3 3 3 2 3 3 3
API source 3 3 3 3 3 3 3
Application
source

2 2 2 3 2 3 3

Transformations 3 1 2 2 3 1 3
Schema
changes

1 1 3 2 4 4 2

DW destina-
tion

3 2 3 2 3 3 3

DL destination 3 2 3 2 3 2 3
LH destination 2 2 2 2 2 1 3
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Continuation of Table 4.2

Aspect Apache
Hop

Apache
Kafka

Apache
Nifi

Apache
Seatun-
nel

Apache
Spark

Cloud
Query

Dagster

Application
destination

2 2 2 3 2 3 3

Security 3 3 3 3 3 2 1
Version control 2 3 2 3 3 3 3
Community 1 4 3 3 5 3 4
Training 3 1 1 3 3 3 3

Aspect DBT Kestra Knime Mage Meltano Pentaho Prefect

ETL tool 1 0 1 1 0 1 1
Orchestrator 1 1 0.5 1 0 0.5 1
Data sync tool 1 0 0.5 1 1 0.5 1
DW tool 1 0 0 0 0 0 0
Add on tool 1 0 0 0 1 0 0
CDC 0.5 0.5 0.5 0.5 1 0.5 0.5
Docker host-
ing

1 1 0 1 1 1 1

Application
hosting

0 0 1 0 0 1 0

Library host-
ing

0 0 0 1 0 0 1

Cloud hosting 1 1 1 0 0 0 1
Own cloud 1 1 1 0 0 0 1
Code 1 0 0 1 0 0 1
Scripting 0 1 1 0 0 1 0
Config files 0 1 0 0 1 0 0
No-code 0 0 1 0 0 1 0
Integrated
scheduling

0 1 1 1 1 1 1

CRON 0 1 1 1 1 1 1
Event triggers 0 0 0 1 0 1 1
Workflow trig-
gers

0 1 1 1 0 1 1

Encryption 1 1 0 1 0 1 1
Programming
languages

SQL YAML Python,
R,
Javascript,
SQL

Python,
SQL

YAML SQL,
Python,
R

Python,
SQL

Resource con-
trol

2 3 3 2 2 2 4

Monitoring 2 3 3 3 1 2 3
Sources 1 3 3 2 3 3 2
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Continuation of Table 4.2

Aspect DBT Kestra Knime Mage Meltano Pentaho Prefect

DB source 2 3 3 3 3 3 3
File source 1 3 2 3 3 3 3
API source 1 3 3 3 3 3 3
Application
source

1 3 2 2 3 2 2

Transformations 3 3 2 3 2 3 3
Schema
changes

4 1 1 1 1 1 2

DW destina-
tion

2 3 3 3 3 3 3

DL destination 1 3 2 3 3 3 3
LH destination 1 3 3 3 3 2 3
Application
destination

1 3 2 2 3 2 2

Security 1 3 1 1 1 3 2
Version control 3 3 1 3 3 2 3
Community 3 3 2 3 2 3 4
Training 1 3 2 3 3 1 3

Aspect Luigi Petl PyGram
ETL

R_etl Singer

ETL tool 0 1 1 1 0.5
Orchestrator 1 0 0 0 0
Data sync tool 0 0.5 0.5 1 1
DW tool 0 0 0 0 0
Add on tool 0 1 1 0 1
CDC 0.5 0.5 0.5 0.5 0.5
Docker host-
ing

0 0 0 0 0

Application
hosting

0 0 0 0 0

Library host-
ing

1 1 1 1 1

Cloud hosting 0 0 0 0 0
Own cloud 0 0 0 0 0
Code 1 1 1 1 1
Scripting 0 0 0 0 0
Config files 0 0 0 0 1
No-code 0 0 0 0 0
Integrated
scheduling

1 0 0 0 0

CRON 1 0 0 0 0
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Continuation of Table 4.2

Aspect Luigi Petl PyGram
ETL

R_etl Singer

Event triggers 0 0 0 0 0
Workflow trig-
gers

1 0 0 0 0

Encryption 1 1 1 0 1
Programming
languages

Python,
SQL

Python,
SQL

Python,
SQL

R, SQL Python,
JSON,
SQL

Resource con-
trol

2 1 1 1 2

Monitoring 3 1 1 1 1
Sources 2 2 2 2 3
DB source 2 3 3 2 3
File source 2 3 3 2 3
API source 2 3 3 2 3
Application
source

2 2 2 1 3

Transformations 3 3 3 3 2
Schema
changes

1 1 1 1 3

DW destina-
tion

1 3 3 2 3

DL destination 1 2 1 1 3
LH destination 1 2 1 1 3
Application
destination

1 2 2 1 3

Security 1 1 1 1 1
Version control 3 3 3 3 3
Community 4 2 1 1 1
Training 3 3 2 1 1

End of Table

Table 4.2: The scorecard created based on the aspect matrix

Begin of table
Category Question Kind of answer

General &
storage

Are you looking for an ETL tool, or-
chestrator, data synchronization tool,
or complete data warehouse including
storage? Pick any that might apply

Checkboxes for each option, user can
check any that they want to include

Do you already have a storage destina-
tion?

Multiple choice, depending on the an-
swer tools including storage will or will
not be taken into account
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Continuation of Table 4.3
Category Question Kind of answer

Data

Do you need to combine data from
many different (types of) sources?

Multiple choice

What type of sources do you have?
Checkboxes for Databases, files, APIs,
and other applications

How much does this data need to be
transformed in order to fit your needs?

Multiple choice

How often does the source or destina-
tion schema change?

Multiple choice

How will your data be stored?
Multiple choice, includes structured,
unstructured, both, or in another appli-
cation.

How often does new data need to be
loaded in?

Multiple choice, including near real-
time, every hour, every half day, every
day, or less than once a day.

Is the data size too large to drop and
refill the entire table every time?

Yes/no, indicates if Change Data Cap-
ture is necessary

Technical
architecture &
security

How would you like to host the appli-
cation?

Checkboxes for Docker, stand-alone
application, Programming library, and
cloud hosting. Multiple can be se-
lected.

If you are considering cloud hosting,
what kind of cloud provider would you
like to use for running your ETL pro-
cesses? Please leave blank if you are
not considering cloud hosting.

Multiple choice, used to see if the ap-
plication with their own cloud hosting
options should be suggested.

What minimum resource configuration
requirements do you have?

Multiple choice, four options ranging
from full control to no requirements

If resource configuration is done
through config files, what types of con-
figuration files would you like to use?

Checkboxes for HOCON, JSON, XML,
YAML

Do you already have security in place
for hosting and running your ETL se-
curely or do you want a tool to help you
with that?

Multiple choice, options are available
if security is already in place and if se-
curity will be taken care of outside of
the tool

Are you working with a lot of sensi-
tive data that needs to be masked or
encrypted?

Yes/no, indicates if encryption and/or
masking options should be available.

Implementation

How do you prefer to implement your
ETL pipelines?

Checkboxes for only code, no-code
with scripting, configuration files, and
pure no-code blocks. Users can select
all that they prefer.

If you want to use programming
or scripting, what programming lan-
guage(s) do you want to code in? Leave
empty if not applicable

Checkboxes for each programming lan-
guage found during the data under-
standing and preparation phase.
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Continuation of Table 4.3
Category Question Kind of answer

Monitoring &
scheduling

How important is monitoring for your
use-case?

Rating from 1-5

How extensive monitoring is required? Rating from 1-5

What kind of scheduling do you want?
Checkboxes for CRON/time-based
scheduling, event triggers, and work-
flow triggers

Can scheduling be done with another
tool?

Yes/no, indicates if the tool should have
its own scheduling or if a separate or-
chestrator or scheduler can be used.

Version control,
community &
learning

How important is version control? Rating from 1-5
How important is a strong community? Rating from 1-5
How important is training and onboard-
ing of the new tool? This includes doc-
umentation, (video) tutorials, and other
guidelines

Rating from 1-5

Table 4.3: List of questions and answer types of the questionnaire

(a) Streamlit results front end where the user can enter
their email address

(b) ETL picker example results page that is shown to the
user

Figure 4.1: Streamlit front end
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Chapter 5

Evaluation results

This chapter discusses the result of the evalu-1131

ation phase of the adapted CRISP-DM method-1132

ology. As mentioned in section 3.6, the evalu-1133

ation consists of three parts. We first discuss1134

the compliance with each of the guidelines by1135

Hevner et al. [27]. Next, we look at the re-1136

sults of the evaluation survey and lastly, we1137

look at the case study. Any improvements re-1138

garding the recommendation system that were1139

mentioned or found during the evaluation is1140

further discussed in section 6.41141

Guidelines Rating
Guideline 1: Design as
an Artifact

Above average

Guideline 2: Problem
relevance

Average

Guideline 3: Design
Evaluation

Great

Guideline 4: Research
Contributions

Average

Guideline 5: Research
Rigor

Average

Guideline 6: Design as
a Search Process

Below average

Guideline 7: Communi-
cation of Research

Below average

Table 5.1: The seven guidelines by Hevner et al.
[27]

5.1 The seven guidelines1142

The compliance was rated by the researchers1143

as poor, below average, average, above1144

average or great. An overview of the ratings1145

can be found in table 5.1. As mentioned1146

before in chapter 3.6.1 the first four guidelines1147

are more important than the last three [45]. 1148

Therefore, the focus is on those first four. 1149

1150

Compliance with the first guideline is rated 1151

as above average. The developed ETL picker 1152

is a viable artifact that people can use to find 1153

a new ETL tool. Therefore, in and of itself 1154

the ETL picker is compliant with this first 1155

guideline. In this case, compliance with this 1156

guideline is the easiest of them all as the goal 1157

of the research was to produce a working 1158

artifact to help users find a new ETL tool. 1159

Since the artifact does work compliance is im- 1160

mediately achieved. Whether the ETL picker 1161

has helpful suggestions is not yet important 1162

for this guideline as this is covered in other 1163

guidelines and evaluations as part of this study. 1164

1165

Compliance with the second guideline 1166

is rated as average. The ETL picker does 1167

address a problem that is relevant to certain 1168

people. However, the extent of this relevance 1169

is difficult to determine. The ETL picker was 1170

designed mostly by working closely with 1171

Topicus developers. Although developers 1172

from different teams that all faced the problem 1173

of finding a suitable ETL tool were used in 1174

gathering information, it is not guaranteed that 1175

this is considered a problem more widely. The 1176

results from the survey discussed in section 1177

5.2 should give more insights into this as 1178

well, however, that part of the evaluation 1179

focuses more on the usability of the ETL 1180

picker. The average compliance rate was 1181

given to this guideline with the assumption 1182

that if multiple teams in a company as large 1183

as Topicus came across this problem on their 1184

own, the results of this study at least solved 1185
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the problem for these people. A higher com-1186

pliance rate would have been achieved if the1187

problem was also identified outside of Topicus.1188

1189

Compliance with the third guideline was1190

rated as great. According to the researchers,1191

the evaluation of the ETL picker is considered1192

extensive enough to conclude the usability1193

and quality of the developed artifact and is1194

therefore given a compliance rating of great1195

with the third guideline. By applying the1196

guidelines created by Hevner et al. [27] the1197

process of developing the artifact as well as the1198

artifact itself is evaluated on different factors.1199

Even though the researchers themselves rate1200

the compliance, it allows for self-reflection1201

on the process and helps identify limitations1202

in the conducted research. A survey was1203

conducted to evaluate the usability and quality1204

of the artifact and limitations, suggestions, and1205

other improvement points could be gathered1206

for further development. Lastly, the case1207

study helps determine whether the suggestions1208

are helpful and whether the logical model1209

performs well.1210

1211

Compliance with the fourth guideline was1212

rated as average again. The idea behind the1213

ETL picker is not new in and of itself. The1214

research contribution lies in the methodology1215

employed to develop the artifact and in the1216

artifact itself. The research done before the1217

start of the development produced useful1218

insights into current themes and trends in1219

current research that is performed in the1220

domain of Data warehousing which was used1221

as the basis for both the interviews and the1222

aspect matrix during the development of the1223

ETL picker. Furthermore, this previous study1224

also found a list of tools that are considered1225

as suggestions for the ETL picker. Moreover,1226

the employed methodology is a repeatable1227

process that can be easily adapted to fit1228

similar problems, which is an even greater1229

contribution.1230

1231

The compliance with the fifth, sixth, and1232

seventh guidelines were rated as average,1233

below average, and below average respectively. 1234

The research rigor (guideline 5) was rated 1235

as average as the methods used to obtain the 1236

previous results and the results presented 1237

in this paper have considerable scientific 1238

substantiation and the results themselves have 1239

significant implications. 1240

1241

Compliance with the design as a search 1242

process (guideline 6), which was deemed the 1243

least important guideline [45], was rated as 1244

below average due to the limit in the cyclic 1245

approach. Although this is not seen as the 1246

most important guideline for developing a 1247

quality artifact, the cyclic or iterative approach 1248

has been around for a long time for good 1249

reason. The CRISP-DM methodology also 1250

should be used as an iterative process where 1251

problems are derived in the evaluation phase 1252

and solved in a new iteration [28, 46]. While 1253

this study conducts an evaluation that gives 1254

rise to some problems, which is highlighted 1255

and discussed in sections 5.2 and 6.4, there is 1256

only one iteration. The suggested improve- 1257

ments are not yet implemented afterward and 1258

are not re-evaluated with the same participants. 1259

1260

The last guideline received a compliance 1261

rate of below average as well. While the de- 1262

sign process and results are properly presented 1263

in this paper for scientific use, communication 1264

to the intended users of the ETL picker, both 1265

technologically oriented and management- 1266

oriented, can be improved. As shown in the 1267

survey results presented in section 5.2 there 1268

are some misconceptions about the workings 1269

and suggestions produced by the ETL picker. 1270

Therefore, the communication to users can be 1271

improved to ensure their expectations are kept 1272

realistic. 1273

5.2 Survey 1274

The survey results can be divided into two 1275

parts, quantitative and qualitative results. The 1276

quantitative results encapsulate all questions 1277

that asked the respondent to give a rating. The 1278

qualitative results encapsulate the other ques- 1279

tions the respondents could answer freely. 1280
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Aspect Average Standard deviation
Understandability 8 0.894

Usability 7.167 0.983
Question clarity 7.833 1.329

Result clarity 5.667 2.733
Overall score 6.833 1.722

Table 5.2: Average and Standard Deviation of each survey question

5.2.1 Quantitative results1281

The results of the quantitative part of the eval-1282

uation are shown in table 5.2. The most inter-1283

esting results are the result clarity score, these1284

are the lowest of all but do have the highest1285

standard deviation. The minimum result this1286

question received was a 2, whereas the maxi-1287

mum was a 10. This was also reflected in the1288

qualitative results as most comments were left1289

regarding the results and how to improve them.1290

5.2.2 Qualitative results1291

For each quantitative feature, an open question1292

was added for elaboration. We go over several1293

interesting comments that the participants1294

left. First, even though the understandability1295

of the ETL picker was rated highly, several1296

comments were given that it does require1297

knowledge of the domain and the language1298

used. Which was later corroborated in the1299

comments on usability and questions clarity.1300

Suggestions were made to add a definitions1301

list at the start such that everybody is on the1302

same page.1303

1304

Second, comments on usability mostly1305

included the looks and the editing of their1306

response to see how this affects their sugges-1307

tions. As is discussed in section 6.4, this can1308

be done as an improvement by incorporating1309

the questionnaire within Streamlit.1310

1311

Third, the participants missed questions1312

regarding pricing; error handling and retry1313

policies; and integration with other tools.1314

Pricing was not added as all tools are free to1315

use. Several tools do offer a paid version or a1316

paid cloud environment. A question was added1317

regarding this cloud environment, however1318

the focus of that question was not so much 1319

on the cost aspect. The error handling and 1320

retry policy were taken into consideration at 1321

first, but it was decided to combine them with 1322

monitoring aspects. Perhaps this should have 1323

been made more clear. The last suggestion 1324

on integration with other tools was also 1325

corroborated in the final question where the 1326

participant could leave final comments and 1327

suggestions. This is a topic further discussed 1328

in the future works section on connectedness 1329

of tools 7.4.1. 1330

1331

Lastly, there were comments on the reason- 1332

ing behind the results. Participants would like 1333

to see why some tools would do better than 1334

others and which of their requirements are met. 1335

1336

5.3 Case study 1337

Currently, Topicus .Finance uses a tool 1338

called Pentaho Community Edition. Their 1339

experience with this tool has become deterred 1340

over the years and therefore they are looking 1341

to replace it. Their main concerns regarded 1342

ease of use, error logging and notifications, 1343

and scheduling. 1344

1345

Topicus .Finance filled in the ETL picker 1346

and received the results as shown in table 1347

5.3. As can be seen, Prefect is the most 1348

suitable tool according to the ETL picker. 1349

After Topicus .Finance looked into the top 1350

results, they also decided Prefect would fit 1351

their needs. Interestingly, Pentaho Community 1352

Edition also appeared in the results, but at 1353

the bottom. This is a good sign as it shows 1354

this tool is a viable choice for their use case, 1355

but far more suitable options are available. 1356
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Figure 5.1: Preview of Prefect dashboard

Topicus .Finance was also interested in DBT1357

but decided first to try out Prefect without1358

DBT and add it in the future if necessary.1359

1360

Tool Score
Prefect 1.0
Dagster 0.9984
Mage 0.9507

Apache Hop 0.8436
Apache Camel 0.4851

DBT 0.0119
Pentaho Community Edition 0.0

Table 5.3: ETL picker results for Topicus .Finance

Prefect is a powerful orchestration tool1361

that uses annotated Python scripts to run1362

workflows [36]. Prefect offers different1363

scheduling options; an extensive dashboard1364

of flow runs and scheduled runs; thorough1365

error logging which the user can extend;1366

options for notification settings for a plethora1367

of situations including when a run fails; with1368

the available training resources Prefect is a1369

straightforward solution that can still handle1370

complex workflows. Furthermore, Prefect1371

can run through Docker which Topicus also1372

preferred.1373

1374

The choice was made to create a simple1375

flow as a test to see how Prefect works. The1376

goal was to send a message on a specific Slack1377

channel 1 that displays a table that summarizes1378

the number of business lending processes that1379

1Slack is a team communication platform used by Topicus

have started in the past seven days and the 1380

accumulated amount these processes are worth 1381

across all the users of Topicus .Finance’s 1382

software platform. The flow consists of two 1383

parts, the first part fetches the data from the 1384

database with a SQL query. The second part 1385

posts a message on the Slack channel such 1386

that the management team can see it. With 1387

Pentaho, this was a rather complex flow to set 1388

up as Pentaho is not specifically designed as 1389

an orchestrator. 1390

1391

The implementation with Prefect on the 1392

other hand was much easier. First of all, 1393

Topicus .Finance preferred the implementation 1394

method of using pure Python over Pentaho’s 1395

low-code building blocks. Second of all, 1396

the provided monitoring and out-of-the-box 1397

logging functionalities were praised as they 1398

were clear and straightforward and offered 1399

useful drill-down features as well as the 1400

ability to alter schedules and other settings. 1401

Furthermore, they specifically praised the 1402

ease of setting up notifications for failed 1403

runs, which can be sent to Slack, email, or 1404

practically anything else. A small preview of 1405

the dashboard is shown in figure 5.1, which 1406

shows the successful and non-successful runs 1407

of the active flows. Third of all, Topicus 1408

.Finance appreciates the ease of running 1409

everything as Docker containers. 1410

1411
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Chapter 6

Discussion

The following sections go deeper into the1412

results. We first discuss the implications of the1413

results presented in chapters 4 and 5. We cover1414

the meaning of the results and why they are1415

useful, including several improvements for the1416

ETL picker derived from the evaluations.1417

6.1 Key aspects1418

As mentioned the results for the business1419

understanding were obtained in two ways, a1420

literature study done beforehand and inter-1421

views conducted with developers. The results1422

from the literature, found in appendix A, were1423

more focused on key aspects of what makes1424

a tool future-proof. Despite that, the results1425

from the interviews with developers also1426

overlapped. ETL design methodologies that1427

developed as trends in the literature such as1428

data type-based ETL processes and ensuring1429

data quality within the ETL were also topics1430

that the developers highlighted. However,1431

more aspects were found in the interviews as1432

the developers could give more insight into1433

the important aspects when choosing a tool.1434

1435

The interviews also indicated that many of1436

the trends found in the literature are not yet1437

as relevant in the business world as they are1438

in the research world. Making changes in the1439

business world is only done when the costs1440

that have to be made to achieve these changes1441

are worth it. So far, the biggest impact the1442

trends from the literature have is the concept1443

of data lakes which are starting to make their1444

way into the corporate world. Often, a DW1445

is preferred as it is known and often already1446

in place. Therefore, making changes to an1447

existing DW is much easier than creating 1448

an entire data lake on which all reports and 1449

dashboards must be rebuilt even if it will save 1450

time. 1451

1452

Finally, the interviews presented a more 1453

pragmatic perspective on data warehousing 1454

and ETL design compared to the theoretical 1455

approach found in the literature. Besides the 1456

literature showing novel concepts, developers 1457

care more about what they can use right now. 1458

Specifically, the information on the current 1459

version was important to developers, as they 1460

were hesitant to commit to a tool that is 1461

still very new as it has not yet proven to be 1462

a worthy contender. Therefore, the list of 1463

aspects presented in table 4.1 is more focused 1464

on results highlighted in the interviews rather 1465

than trends found in the literature. 1466

1467

Overall, even though the developers that 1468

were interviewed each had a different use case, 1469

the key aspects were all roughly the same. The 1470

differences lie in how a tool handles these as- 1471

pects. For example, a developer who already 1472

has many of their other processes running in 1473

the cloud probably wants their ETL tool and 1474

the corresponding workflows also to be hosted 1475

in the cloud. On the other hand, if currently 1476

everything runs in docker, a new application 1477

should also be hosted in docker. In both cases 1478

hosting was important, but how the aspect was 1479

handled was far more important. 1480

6.2 Aspect matrix & scorecard 1481

The developed aspect matrix and accompany- 1482

ing scorecard show how the incorporated tools 1483
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each handle the different key aspects that were1484

previously identified. During the development1485

of the aspect matrix, it became clear that some1486

tools were capable of doing almost everything1487

quite well, whereas other tools were designed1488

for very specific tasks. This meant that certain1489

tools would be filtered out quickly in most1490

cases as they simply do not comply with a1491

diverse set of use cases.1492

1493

A good example of this is Airbyte, which1494

is one of the leading tools in the field for1495

exchanging data between two sources. How-1496

ever, Airbyte does not allow transformation to1497

be made during synchronization tasks. This1498

means this tool is only a suitable option if1499

the users are looking into ELT and perform1500

the transformations on request afterward.1501

Since many use cases do require some sort1502

of transformation during the synchronization,1503

this tool is often not considered a viable option1504

anymore. Conversely, Prefect and Mage are1505

both quite capable of almost all aspects which1506

means they are not filtered out very often.1507

This also meant that the tools that can capably1508

handle many key aspects are often rated higher1509

even if more tools are still considered.1510

1511

Furthermore, after analyzing the created1512

scorecard, it became clear that two aspects are1513

more significant in the filtering process than1514

any other. The first is the hosting options, the1515

second is the implementation methods the user1516

would like. Many of the tools can be hosted1517

using Docker, but only a few are hosted as a1518

stand-alone application or a programming li-1519

brary. If a user chooses one of these latter two,1520

the list of available tools immediately becomes1521

limited. similarly, many tools use code or low-1522

code implementation with scripting options as1523

the main way to implement ETL workflows.1524

Again, limited options are available when a1525

user would like to implement their ETL work-1526

flows using configuration files. Combining1527

these two strict aspects with the other filtering1528

options can result in an empty suggestion list.1529

6.3 Implications of the ETL picker 1530

Based on the quantitative results of the 1531

evaluation survey presented in table 5.2, we 1532

can see that the understandability was rated 1533

at an average of 8 with a standard deviation 1534

below 1, meaning most participants agreed 1535

that the ETL picker was understandable. 1536

Similarly, the usability was also given a high 1537

rating with an average of 7.167 and also a 1538

standard deviation below 1, which means the 1539

ETL picker by itself was at least a usable tool. 1540

1541

The questions were clear to the participants 1542

as they rated this with an average of 7.833, 1543

however, the standard deviation is a little 1544

higher at 1.329. This means there were some 1545

parts unclear. This was also reflected in the 1546

comments that were left, which led to some of 1547

the improvements discussed in section 6.4. 1548

1549

The results were rated least high with only 1550

a 5.667 on average. The standard deviation 1551

was the largest of all with 2.733, as mentioned 1552

the lowest score was a 2 and the highest a 1553

10. Based on the comments given with these 1554

scores, we believe the lower ratings are mainly 1555

due to a misunderstanding of what the results 1556

mean. The comments left by participants 1557

included that the scoring was unclear and 1558

the results required more information about 1559

why the suggestions were suitable. The 1560

scoring mechanism is explained to the user, 1561

however, this message is not clear enough 1562

for everybody. Furthermore, the comments 1563

raised the idea not all participants are aware 1564

the results are still mere suggestions and not 1565

a final answer for them to immediately use. 1566

This is also communicated to the users by 1567

explicitly mentioning they should research 1568

the suggestions before deciding as this is still 1569

largely based on preference. The first choice 1570

might theoretically be the best but the user can 1571

still prefer any of the other suggestions for any 1572

reason. 1573

1574

One participant mentioned they did not 1575

get any results for one of the use cases they 1576

filled in and were surprised by this result as 1577
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they would imagine that is the whole reason1578

someone would use the ETL picker to begin1579

with. This comment also mentioned the tool1580

should then suggest how to simplify the use1581

case and even suggest tools that might be1582

suitable. This simplification is suggested by1583

the ETL picker in the sense that the message1584

displayed to the user gives suggestions on1585

which questionnaire questions have the biggest1586

impact on the result and that changing these1587

answers would most likely lead to actual1588

suggestions.1589

1590

We deliberately chose to display a mes-1591

sage no suitable tool was found instead of1592

suggesting tools that might be suitable. The1593

reason there are no results is that all tools1594

were filtered out during the first stage of1595

the logical model. It would require more1596

information to determine which tools still1597

might be suitable since this requires extra1598

knowledge of the requirements which is not1599

available. This would have to be added to1600

the questionnaire as well just in case no tools1601

are left. This would drastically increase the1602

complexity of the ETL picker, which other1603

participants already commented on for being1604

too elaborate. Instead, by suggesting the user1605

alter their answer for one of two aspects of the1606

ETL picker that have the biggest impact on1607

the results, the user can still receive valuable1608

suggestions without further complicating the1609

ETL picker.1610

1611

One interesting thing to note about the1612

general comments is that we believe most of1613

the participants are developers with extensive1614

domain knowledge. To clarify, the evaluation1615

survey was anonymous and sent to multiple1616

organizations. Therefore, it is unknown who1617

filled in the survey exactly. However, the1618

comments that suggested a definition list were1619

all similar as all mentioned a definition list1620

would clarify what the meaning of each term1621

is in the context of the ETL picker, which1622

might influence the way they answer the1623

questions. This indicates that the participants1624

are most likely developers of ETL workflows1625

with knowledge of the domain, but this is not 1626

ideal as the decision to use a new tool most 1627

likely does not depend solely on developers. 1628

As one comment also mentions, multiple 1629

company roles are involved in setting up the 1630

requirements of a new tool. This also means 1631

perhaps the evaluation should have checked 1632

the diversity of the participants in terms of 1633

their roles. 1634

1635

There were also several positive comments 1636

made, one particularly interesting positive 1637

comment was made on how the ETL picker 1638

can make the user think about certain aspects 1639

of their ETL process they may not have 1640

thought of. This comment started by saying 1641

that the participants knew how to answer 1642

certain questions because they already had a 1643

solution in place. However, if someone starts 1644

from scratch and begins by filling in the ETL 1645

picker to find a tool, it forces the user to think 1646

about aspects they might not have thought 1647

of yet which will lead to better suggestions. 1648

Another positive comment mentioned that 1649

they recently also switched ETL tools and 1650

that filling in their use case yielded their final 1651

choice as a high-ranked suggestion. Overall, 1652

the ETL picker was given an average score 1653

of 6.833 with a standard deviation of 1.722. 1654

This is very promising for the first setup 1655

of such a suggestion-based tool, especially 1656

considering the difficulties the ETL picker 1657

tries to overcome. 1658

1659

Furthermore, the results of the case study 1660

show, to some extent, that the suggestions 1661

themselves are also not useless either. Topicus 1662

.Finance was happy with the results of the 1663

implementation with Prefect and expressed 1664

serious interest in Prefect as a complete 1665

replacement for their current tool. While this 1666

is just one example, it shows that the ETL 1667

picker can at least help certain people find 1668

a new tool, which is the core purpose of the 1669

ETL picker. 1670

1671

Moreover, while this study was performed 1672

in the context of ETL tools, the problem 1673
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of choosing the right tool for a specific1674

use case or the right approach to tackle a1675

problem is broader than this. Therefore, the1676

results obtained in this study should only1677

be considered within the context of ETL1678

processes and data warehousing and can not1679

be generalized to any choice process yet.1680

The ETL picker itself is limited in its scope1681

because it only allows for ETL tools to be1682

considered.1683

1684

However, we do strongly believe that the1685

results obtained show the approach taken in1686

this study was suitable. The adaptation of the1687

CRISP-DM methodology helps to understand1688

the problem and helps to develop a solution.1689

The compliance with the seven guidelines by1690

Hevner et al. [27] created a good opportunity1691

for the researchers to critically self-evaluate1692

the development process to see if the ETL1693

picker met their expectations. The survey gave1694

insight into the usefulness and usability of the1695

ETL picker and the case study provided an ex-1696

ample of the ETL picker’s logical model sug-1697

gesting a proper tool that is indeed suitable.1698

6.4 Improvements of the ETL picker1699

Based on the results of the evaluations, several1700

improvements can already be incorporated to1701

enhance the ETL picker’s quality. First, the1702

entire ETL picker can be put into one app1703

where the questionnaire is no longer separate1704

from the results. This would allow users to1705

alter their response and immediately see the1706

effects. Furthermore, this allows to make the1707

questionnaire more pleasing to look at and add1708

extra information for certain questions behind1709

a question mark icon to clarify certain parts.1710

Moreover, it will overcome the limitations of1711

a Google Form that users experienced during1712

their evaluation. This improvement is possible1713

in Streamlit as it does have options to store1714

results and as already shown can work with1715

user input and will make the entire process1716

more streamlined. However, as is discussed in1717

more detail in section 7.2, Streamlit does have1718

its limitations, meaning the deployment might1719

have to be reconsidered.1720

1721

Second, the survey participants commented 1722

they would like to see more detailed expla- 1723

nations for the received results. Indicating 1724

the results should tell the user which of their 1725

requirements are met with an aspect compari- 1726

son of the suggested tools. Although the user 1727

is notified that they should still research the 1728

suggested tools to make their final decision, 1729

giving this kind of overview would further 1730

help them make a well-thought-out decision. 1731

Furthermore, the addition of the links to the 1732

websites of each tool was requested to make 1733

this investigation step easier. 1734

1735

Third, the survey participants indicated they 1736

would like to see an overview of all the tools 1737

the ETL picker takes into consideration. With 1738

this, users can check if a tool they are already 1739

considering themselves is also part of the ETl 1740

picker, and thus by filling in the questionnaire 1741

they can see if this tool is suitable for their 1742

use-case. 1743

1744

Lastly, the survey participants indicated that 1745

several terms in the questionnaire could be 1746

misinterpreted. Therefore, it was suggested to 1747

add a definition list to the ETL picker so that 1748

users understand the meaning of each term in 1749

the context of the ETL picker. This way the 1750

users can fill in the questionnaire in a way that 1751

represents their use case. 1752
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Chapter 7

Conclusion & future work

This chapter answers the research questions1753

and concludes this study. The research ques-1754

tions as defined in section 1.2 were as follows.1755

• Main RQ: How can an adapted CRISP-1756

DM methodology be used to develop1757

a recommendation system for open-1758

source ETL tools?1759

• Sub-RQ1: What are the key aspects of1760

an ETL tool for a specific use case?1761

• Sub-RQ2: How do different open-source1762

ETL tools handle these key aspects?1763

• Sub-RQ3: How can recommendations be1764

determined based on requirements?1765

• Sub-RQ4: How useful do users find the1766

recommendations?1767

• Sub-RQ5: Does the adapted CRISP-DM1768

approach result in a working recommen-1769

dation system?1770

7.1 Answering research questions1771

Sub-RQ 11772

The first sub-question asks about the key as-1773

pects of an ETL tool for a specific use case. To1774

answer this question we have performed sev-1775

eral interviews with development teams. The1776

result of these interviews combined with one1777

of the literature studies was a list of impor-1778

tant aspects. The complete list is presented1779

in section 4.1. Although all use cases and re-1780

quirements were different for each team, the1781

key aspects were almost identical. According1782

to the teams, how an ETL tool handles these1783

key aspects was more important.1784

Sub-RQ 2 1785

The second sub-question is answered by us- 1786

ing the key aspects found in sub-question 1 to 1787

see how different ETL tools handle each of 1788

the aspects. To answer this question, an as- 1789

pect matrix for each of the tools was created 1790

by analyzing each tool and describing how 1791

each aspect was handled by each tool. Based 1792

on this aspect matrix a scorecard was created 1793

which converted these descriptions into ratings. 1794

Tools that handled aspects similarly received 1795

a similar rating. The scorecard depicts a clear 1796

representation of the strengths and weaknesses 1797

of each tool. Both the aspect matrix and score- 1798

card are discussed in section 4.2 1799

Sub-RQ 3 1800

The third sub-question asks about how the rec- 1801

ommendations can be determined. By using 1802

a questionnaire the requirements for the key 1803

aspects can be gathered from users. Using the 1804

scorecard created for sub-question 2, the ETL 1805

tools can be filtered and ranked based on the re- 1806

quirements specified by the users. The filtering 1807

process ensures that the tool meets all of the 1808

user’s required aspects, while the ranking pri- 1809

oritizes recommending the most suitable tool 1810

based on its ability to perform the most critical 1811

aspects effectively. Details of the filtering and 1812

ranking process are outlined in section 4.3.2. 1813

Sub-RQ 4 1814

The recommendation system as a whole 1815

scored an average of 6.833 with a standard 1816

deviation of 1.722. Indicating users did find 1817

the recommendations useful but, as seen in 1818

other scores and the comments left in the 1819

survey, there is room for improvement. As 1820
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discussed in sections 6.3 and 6.4, the way1821

the recommendations are presented leaves1822

most to be desired. The recommendation1823

received high scores for understandability,1824

usability, and question clarity. The survey1825

results indicate that the recommendations1826

are generally helpful, but they primarily lack1827

sufficient explanation and justification.1828

1829

Furthermore, the case study received highly1830

positive feedback. The chosen ETL tool was a1831

substantial upgrade compared to the existing1832

ETL tool and Topicus believed the tool to be1833

an excellent replacement as Prefect could do1834

everything they require while being easier to1835

use.1836

Sub-RQ 51837

In short, the answer to sub-question 5 is yes,1838

the adapted CRISP-DM approach resulted in1839

a working recommendation system. This is1840

shown by the results of the different evalua-1841

tions that were conducted. The compliance1842

with the seven guidelines by Hevner et al. [27],1843

which was used as a self-reflection on the de-1844

velopment process, shows that the design and1845

implementation of the recommendation sys-1846

tem were done satisfactorily. Furthermore, the1847

survey and case study gave insight into the1848

strengths and weaknesses of the recommen-1849

dation system and gave insight into improve-1850

ments that could be made.1851

Main RQ1852

Based on the answers to the sub-questions, we1853

can conclude that by adapting the CRISP-DM1854

methodology a working recommendation1855

system can be developed for open-source ETL1856

tools. Adapting each phase of the CRISP-DM1857

cycle to reflect the steps of developing a1858

recommendation system rather than a data1859

mining model the outcome of this study was1860

successful. The adaptations made to the1861

original CRISP-DM allowed the researchers1862

to gain the necessary information to develop1863

a working recommendation system which1864

users perceived useful. The iterative approach1865

of CRISP-DM that was preserved allowed1866

for improvements to be incorporated into the1867

recommendation system in the next cycle. 1868

1869

Furthermore, we believe the adapted 1870

CRISP-DM methodology can be applied in 1871

many other contexts. Similar problems where 1872

different options are available as choices 1873

allow to employ the methodology used in this 1874

study. The steps to define the key aspects 1875

of the choice and how the choices handle 1876

these key aspects allow for a straightforward 1877

comparison of the options and can therefore 1878

be used for a range of other applications. 1879

1880

7.2 Limitations 1881

One limitation is found in the deployment 1882

using Streamlit. Although Streamlit is an 1883

accessible platform for developing and de- 1884

ploying data-driven applications, participants 1885

noted inconsistencies in the app’s availability 1886

during the evaluation. Since Streamlit is an 1887

open-source free-to-use tool for deploying 1888

apps, the app shuts down after a period of 1889

inactivity, resulting in users having to wait for 1890

the app to restart to find their results. While 1891

this does not impact the results of the ETL 1892

picker, it is frustrating for participants and 1893

should be addressed in future development by 1894

deploying the app differently. 1895

1896

Furthermore, the app showed inconsisten- 1897

cies in the results. It seemed as if the app 1898

used caching to store the previously displayed 1899

results even though no caching was enabled 1900

resulting in new results not being displayed. 1901

Several attempts were made to overcome this, 1902

however in the end it was not successfully 1903

fixed. The impact on the user should however 1904

be limited as the app has to restart after a 1905

period of inactivity after which the results 1906

behave as expected again. 1907

1908

7.3 Threats to validity 1909

Incorporated tools 1910

The tools incorporated in the ETL picker were 1911

found in a separate study performed before 1912

this current research. It is however possible 1913
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that tools were missed during the selection1914

process. We do not believe there to be a threat1915

to validity for three reasons. First, the process1916

of finding the tools is well documented and1917

repeatable [25] and can therefore be checked1918

by anybody. Second, the users of the ETL1919

picker will be informed of the tools that are1920

incorporated, as was already mentioned as one1921

of the improvements to be made to the ETL1922

picker. This means that if a user is missing1923

a certain tool they might be considering they1924

can still compare that tool to the suggestions1925

made by the ETL picker and make a decision1926

based on that comparison. Third and last, the1927

ETL picker can be adapted to incorporate new1928

tools. If the ETL picker is developed further,1929

new ETL tools could be added to the scorecard1930

and be taken into consideration.1931

Interviews1932

A single researcher conducted all interviews.1933

This could lead to potential information1934

being missed. To mitigate this the inter-1935

view questions were carefully constructed1936

with relevant topics identified beforehand1937

both in the literature and with the help1938

of more experienced researchers. This1939

ensured each interview gained information1940

on the same set of topics. To ensure all1941

information could be extracted from the1942

interview each interview was recorded1943

(with permission of the attendees) such that1944

the researcher could listen back to the answers.1945

1946

Most interviews were conducted in Dutch1947

to ensure people had no issue expressing1948

themselves in a language they were less1949

proficient with. One interview was conducted1950

in English since a non-Dutch-speaking1951

attendee was present. During this interview,1952

the researcher noticed the Dutch attendees1953

sometimes had trouble translating, in which1954

case the interviewer asked them to answer1955

in Dutch and would help translate for the1956

non-Dutch-speaking attendees.1957

1958

Furthermore, the interviews were conducted1959

with the help of developers employed at Top-1960

icus. Therefore, it is important to see if the 1961

key aspects and evaluation results obtained in 1962

this study remain consistent when studied on 1963

a broader scale beyond Topicus. We believe 1964

this to be the case as the developers at Topicus 1965

were all working on different ETL processes 1966

that all had different requirements. Each team 1967

of developers had different concerns and found 1968

different aspects important. Therefore, we be- 1969

lieve this is not a threat to the validity of the 1970

obtained results. One could argue with the 1971

variety of the divisions within Topicus each di- 1972

vision can be seen as a separate company only 1973

sharing the Topicus brand. 1974

Scorecard biases 1975

The scorecard was created by rating each 1976

tool for each aspect based on the aspect 1977

matrix. As a single researcher conducted 1978

this process, there is a potential risk of 1979

bias, as subjective opinions could have been 1980

inadvertently incorporated into the ratings. 1981

Therefore, not all aspects were rated on the 1982

same scale. Instead, the tools were categorized 1983

into as many categories as necessary for each 1984

aspect. Tools that performed similarly would 1985

receive an equal score and tools that were 1986

categorized as better performing would all 1987

receive an equally higher score than tools that 1988

were categorized as lower performing. The 1989

difference in the number of categories was 1990

mitigated by normalizing the results every 1991

time after applying a new aspect to the score 1992

calculation. 1993

1994

Survey population 1995

Unfortunately, the population of the survey 1996

evaluation was smaller than expected. This 1997

was mostly due to timing as many people were 1998

on holiday while the survey was conducted. 1999

The period in which responses were accepted 2000

was made as large as possible however the pop- 2001

ulation is still small. Therefore, the quantita- 2002

tive results obtained from the survey should be 2003

viewed in the right context, they are promising 2004

but not yet deterministic. However, we believe 2005

the threat to validity is minimal as the survey 2006

was not entirely quantitative. The comments 2007
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left by the participants gave insight into the2008

qualities and inferiorities of the ETL picker.2009

7.4 Future work2010

The obtained results also leave room for sev-2011

eral directions of future studies that can be2012

performed.2013

7.4.1 Connectedness between tools2014

One comment given during the evaluation was2015

that one tool is often not the holy grail and a2016

complex ETL process might require multiple2017

tools to perform all necessary tasks. The ETL2018

picker does try to give recommendations on2019

this with for example DBT being mentioned as2020

well-suited if a user would like more options2021

when transforming data and might recommend2022

the user to look for an orchestrator to sched-2023

ule their workflows if a tool does not have2024

integrated scheduling. However, with the data2025

presented in this study, it is not possible to de-2026

duce which tools would work well together, in2027

what context they would work well together,2028

and why they would work well together in said2029

context. This will require further research into2030

the tools and more importantly on how to de-2031

fine connectedness between tools in different2032

use cases such that it allows for recommenda-2033

tions to be made.2034

7.4.2 Validate key aspects &2035

improvements2036

A second aspect that should be studied in fur-2037

ther detail is the key aspects found in the litera-2038

ture and the interviews. The literature study re-2039

sults showed various trends that emerged over2040

the years that could become important aspects2041

when looking at the future-proofness of a tool.2042

Future research is needed to assess the valid-2043

ity and generalizability of the trends identified2044

and utilized in this study. It is necessary to2045

evaluate whether these trends remain as signif-2046

icant, have already been integrated into routine2047

business practices, or have diminished in rel-2048

evance. Additionally, future studies should2049

examine whether the key aspects identified in2050

the interviews continue to be decisive factors2051

in the selection of ETL tools.2052

7.4.3 Inclusion of proprietary software 2053

A third aspect of this study that grants the op- 2054

portunity for further research is the incorpo- 2055

ration of only open-source software. While 2056

this was a deliberate choice, it might be true 2057

that proprietary software is a better fit for cer- 2058

tain use cases. At the start, we argued that 2059

open-source software is currently just as pow- 2060

erful as these proprietary options and this is 2061

most certainly still the case, however, propri- 2062

etary software has its benefits that should be 2063

studied. Furthermore, many of these propri- 2064

etary software applications are part of an iPaaS 2065

that might offer more than open-source alter- 2066

natives. A future study could dive deeper into 2067

how proprietary software compares to open- 2068

source software and what aspects might make 2069

them more suitable for a certain use case as 2070

opposed to an open-source alternative. 2071

7.4.4 Data mesh 2072

In one of the literature studies the emergence 2073

of the data mesh was found. For ETL tools to 2074

remain future-proof, it is necessary to see if 2075

each tool is ready to be used in a data mesh 2076

architecture. In this study, the data lake and 2077

data lakehouse were incorporated, but the data 2078

mesh was omitted as it was not identified in 2079

the interviews as a key aspect. Future research 2080

should be conducted to see if the incorporated 2081

tools can be used as part of a data mesh and 2082

the recommendation system should be updated 2083

accordingly to allow the users to specify the 2084

use of a data mesh in their requirements. 2085

7.4.5 Method validation on a broader 2086

scale 2087

As mentioned, we believe the adaptations 2088

made to the CRISP-DM methodology for this 2089

study will also suit similar research prob- 2090

lems. The results obtained in this study show 2091

promise for creating a recommendation sys- 2092

tem for open-source ETL tools. This raises 2093

the question if this methodology can also be 2094

applied in other contexts. This could be tested 2095

within other software domains such as a rec- 2096

ommendation system for data storage plat- 2097

forms, Customer Management Systems, or any 2098
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other software application. Furthermore, this2099

methodology can be tested outside the domain2100

recommendation systems for software, for ex-2101

ample, in the context of recommending busi-2102

ness or sports strategies, or materials to use for2103

a construction project. Evaluating the applica-2104

bility of the adapted CRISP-DM methodology2105

across various contexts will demonstrate its2106

versatility and further validate the findings pre-2107

sented in this study.2108
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Appendix A 2412

Previous results 2413

A.1 Open-source ETL tools 2414

Tools found on web Tools found in literature
Airbyte Apache Druid [15]

Apache Airflow Apache Hadoop [15, 40, 47]
Apache Beam Apache Hive [7, 15, 29, 47]
Apache Camel Apache Kafka [15]
Apache Hop Apache Spark [40]
Apache NiFi Hevo Data [41]

Apache SeaTunnel OpenXDMoD [12]
CloudQuery Pentaho Community Edition [18, 41, 49]

Dagster Python libraries* [19]
DBT R_etl [5, 6]

Keboola Scriptella [5, 6]
Kestra StreamSets [41]

Knime Analytics Platform Talend [17, 41]
Mage

Meltano
Prefect

PipelineWise
Singer

Table A.1: The complete list of tools that were found before applying the criteria. The tools that were excluded
after applying the criteria are marked in red. Tools on the right were found in literature, and tools on the left
were found through an accommodating web search.
*The Python libraries include: Ethereum-etl [8], Luigi, Petl [5, 6], and Pygrametl[5, 6, 30, 44]
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A.2 Trends found in literature2415

The figures below show the categorization of trends of six main categories that were found in the2416

systematic literature study conducted on trends [25]. For each category, the topics found in each2417

year are put down in a table. The colors indicate which topics belong to the same trend.2418

Figure A.1: Categorizations of trends for DW architecture

Figure A.2: Categorizations of trends for DW design

Figure A.3: Categorizations of trends for Data types
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Figure A.4: Categorizations of trends for ETL

Figure A.5: Categorizations of trends for performance

Figure A.6: Categorizations of trends for schema design
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Appendix B2419

Interview questions developers2420

1. General2421

(a) Who are you? What is your background? What does your team do?2422

(b) How is your current ETL tool being used?2423

i. Is it used for internal use or as part of an external service for clients?2424

(c) What are the shortcomings of this current ETL tool?2425

i. Are things missing?2426

ii. Is the functionality not useful/not fitting for your use case?2427

2. ETL specific2428

(a) What do your ETL pipelines look like?2429

(b) How are these designed?2430

(c) How do you guarantee data quality in your pipelines?2431

(d) How are the pipelines started?2432

i. Is there a scheduler?2433

ii. Are jobs being run in parallel?2434

A. How does that work?2435

(e) How do you ensure security in your pipelines?2436

i. Are you working with a lot of sensitive data?2437

ii. How secure is your hosting?2438

(f) Why is the current ETL tool no longer suitable for your needs?2439

(g) What would an ideal situation of design, scheduling/triggering of pipelines, parallelism,2440

and security look like with a new ETL tool?2441

3. Version control2442

(a) How important is version control for your team?2443

i. Do you work with different versions of your ETL pipelines for different clients?2444

ii. In what cases do old versions need to be restored?2445

(b) How are changes to pipelines reviewed?2446

(c) What are the problems in the current way of version control?2447

(d) How would version control and change reviews ideally be done?2448

4. Quality checks2449

(a) How are pipelines tested?2450

50



(b) What are the problems with the current way of testing pipelines? 2451

(c) How would this be done ideally? 2452

5. Closing 2453

(a) Some tools are novel and have not “matured” fully yet, what is your view on these 2454

upcoming tools? Would you consider using them? 2455

(b) Are there any other topics or points of interest we have not discussed yet? 2456
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Appendix C2457

Survey questions2458

Introductory text:2459

This evaluation survey is designed to evaluate the ETL picker, a framework designed to help2460

choose a new open-source ETL tool. This evaluation is part of a graduation assignment at the2461

University of Twente. The answers to this evaluation are completely anonymous and are only2462

used to improve the working of the ETL picker.2463

Please take a look at the ETL picker and answer the questions below afterward. You can fill2464

in the ETL picker as many times as you like to answer the questions. Please fill it in multiple2465

times with different scenarios in mind to get a grasp of how different scenarios result in different2466

suggestions.2467

2468

Questions and type of answer:2469

1. On a scale of 1-10, how easy is the ETL picker to understand? (rating 1-10)2470

2. What makes it easy/difficult to understand? (open question)2471

3. How do you rate the usability? Think about the way the ETL picker is presented to you and2472

how it works (rating 1-10)2473

4. What could be better in terms of usability? (open question)2474

5. How clear are the questions that were asked? (rating 1-10)2475

6. If anything, what was unclear about them? (open question)2476

7. Were there questions or answers missing? (open question)2477

8. How clear were the results? (rating 1-10)2478

9. How can the results be improved? (open question)2479

10. Was there anything else missing? Or could anything else be improved? (open question)2480

11. What is the overall score you would give the ETL picker? (rating 1-10)2481
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Appendix D 2482

Questionnaire 2483
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Appendix E2484

Streamlit code2485

1 streamlit.title("ETL Picker")
2 streamlit.write("Thanks for using the ETL picker!")
3 url = "https://forms.gle/xzdqHWCDZSXCN9YG6"
4 streamlit.write("If you have not done so please first fill in the questionnaire on which this

tool depends through this [link](\%s)" \% url)↪→
5 email = streamlit.text_input("Please fill in your email address to see your results")
6 if streamlit.button("See results"):

Figure E.1: Streamlit code for creating the first page of the ETL picker

The code above shows how to add a button and several pieces of text to a Streamlit2486

app. If a method should be called at the push of a button, all that is needed is to write "if2487

streamlit.button("text"):" and within the if statement the method that should be called. When2488

running the app, a button with the text will be displayed. Text input can be added to an app by2489

using "streamlit.text_input()". Any text can be written to the app using "streamlit.write("text")".2490

More methods are available for creating styling elements like a title or subtitle and there are2491

specific methods for writing certain data types like dataframes to ensure these are properly2492

displayed. With only the six lines of code shown in E.1, the first page of the ETL picker front2493

end as shown in figure 4.1a is created and the input can be used as it is immediately assigned to2494

a variable.2495

2496
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