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Abstract

The introduction of generative AI has got massive user interest and sparked discussions
about AI adoption in the legal domain. Many AI applications in the legal field are built
upon the BERT transformer architecture, but little research has been conducted on adapt-
ing such models to the Dutch language. This research aims to design a domain-specific
legal Dutch BERT model that outperforms generic Dutch BERT models, enabling legal
professionals to perform tasks more efficiently and advance legal tech through NLP applica-
tions. It introduces a set of domain-specific legal Dutch BERT models called RechtBERT.
We conclude that further pre-training existing Dutch BERT models does not yield better
performance on legal NLP tasks than using the Dutch BERT models out of the box. This
research addresses a gap in literature regarding the development and use of domain-specific
legal Dutch BERT models.



Chapter 1

Introduction

1.1 Problem Identification & Research Goal

Artificial Intelligence (AI) has experienced an exponential rise in recent years. Where
in 2016 the commercial and private use of AI was marginal, adaptation by organisations
doubled between 2017 and 2022 [27]. A breakout was achieved by the introduction of a
publicly available generative AI tool called “ChatGPT” in November 2022. This tool could
chat with users and generate text based on users’ text prompts [37, 84]. Through this tool,
massive interest in AI arose, and the tool gathered a user base of 100 million users within
two months after launch [84].

Discussions about AI adaptation in the legal industry increased significantly following
the exponential growth. Implementing AI in this sector is met with both enthusiasm for its
possibilities and a heightened awareness of the potential risks. The integration of AI, while
linked to an increased chance of data threads, leakage of company information [1, 12, 51],
and elevated risk of cyberattacks [12], also promises to make legal workers more efficient
[4, 11, 28, 44, 48, 64, 111, 114, 117, 118] and deepen and broaden their areas of expertise
[4, 48].

Many AI applications in the legal domain are built upon the BERT transformer ar-
chitecture introduced by Devlin et al. [38]. The impressive performance of the original
BERT has inspired numerous researchers to refine and extend this transformer model
[2, 21, 33, 36, 78]. This research introduces a new set of domain-specific legal BERT
transformers for use in the Dutch legal domain. By further pre-training existing generic
Dutch BERT models on Dutch legal data, these models can be used for downstream legal
tasks. The set of models is evaluated by performing legal topic classification on a large
EU dataset. While research has already been conducted on transcoders specifically for
the legal domain in one language [2, 21, 41, 78] and transformers for generic Dutch tasks
[33, 36, 38], the combination has not yet been explored. This research answers the main
research question:

How to design a domain-specific legal Dutch BERT model that outperforms
generic Dutch BERT models so that legal professionals can perform tasks more
efficiently in the advancement of legaltech through NLP applications?

1.2 Research Problem & Questions

The stated main research question is a technical research problem formulated according to
the design problem template of Wieringa [124]. To solve this problem, additional research
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questions have been formulated:

• RQ1: What is the current state of research on the use of AI in legaltech?

• RQ2: Which AI integration opportunities address the challenges faced by legal pro-
fessionals?

• RQ3: What insights from existing BERT-based models can guide the design and
training of RechtBERT for optimal performance in legal NLP tasks?

• RQ4: How can the identified characteristics of BERT models guide the development
of a legal Dutch BERT model for NLP tasks?

• RQ5: What NLP applications can be used to validate the performance of domain-
specific legal Dutch BERT models?

• RQ6: How does the domain-specific legal Dutch BERT model’s performance com-
pare to that of generic Dutch BERT models on previously selected tasks?

1.3 Research Methodology

To answer these questions, research is conducted following the Design Science Research
Methodology (DSRM) of Peffers et al. [102], as this methodology is specifically designed for
design research in information systems. The methodology consists of six phases: Identify
Problem & Motivate, Define Objectives of a Solution, Design & Development, Demonstra-
tion, Evaluation and Communication. Peffers et al. [102] also defined four different entry
points from which the research can be started. The DSRM process flow is shown in Figure
1.1. Next, we discuss the starting point of this research and each phase of the DSRM.

Figure 1.1: DSRM Process Flow by Peffers [102]

Research Entry Point The DSRM is structured sequentially but allows iteration to
improve the artefact based on feedback in later phases. Additionally, the process can
begin at any step and expand outward. Peffers et al. [102] identify four starting points for
initiating the sequence.
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This research starts at activity 2. Peffers et al. describe that “an objective-centred
solution, starting with activity 2, could be triggered by an industry or research needs that
can be addressed by developing an artefact” [102]. This study was prompted by an industry
question regarding the potential effects of AI in their field. A literature review revealed
a need for further research into AI applications and their feasibility. Consequently, this
design problem is addressed by developing an artefact.

DSRM 1 - Identify Problem & Motivate The first phase of the DSRM defines the
research problem and justifies the value of the developed solution. The problem needs to
be conceptualized so that the solution can capture its complexity. The solution’s value
needs to be justified to motivate the researchers and the audience to pursue a solution
and accept the results. It also helps to understand the reasoning associated with the
researcher’s understanding of the problem.

This research starts with problem identification in the first chapter, formulating the
research problem and questions to develop an artefact to solve the stated problem.

DSRM 2 - Define Objectives of a Solution The next step is to determine the
performance objectives of the solution. Peffers et al. [102] state that these objectives
should be rationally inferred from the problem specification and require knowledge of the
current problems, solutions, and their efficacy.

This research presents the results of RQ1 by a literature review that aims to investigate
the state of problems concerning the use of AI in legaltech and current implementations
that have already been researched. The review is conducted to gain knowledge of the
state of problems and current solutions. Next, through expert reviews, the results of
this literature review are evaluated, and possible AI applications are reviewed by experts.
Besides, a literature review has been performed on relevant BERT models, answering RQ3.

DSRM 3 - Design & Development The third phase of design science focuses on de-
signing and developing the artefact. Desired functionality and architecture are determined,
followed by artefact creation. Requirements are derived from insights from the previous
phase.

This phase explores various dataset options and training techniques to develop the
artefact. Training metrics are analysed to assess performance, answering RQ4.

DSRM 4 - Demonstration In this phase, the artefact is demonstrated through ex-
periments, case studies, or simulations, ensuring it addresses at least one defined problem
and functions as intended to solve it. A few options for using our legal BERT model are
explored, and a legal topic classification task has been performed, answering both RQ5
and RQ6.

DSRM 5 - Evaluation The evaluation phase automatically follows the demonstration
phase. The results of the demonstration phase are evaluated. In combination with the
previous phase, this section answers RQ6.

DSRM 6 - Communication When the artefact is developed and tested, the results
must be communicated. Everything relevant to the audience needs to be communicated.
This will be done using presentations and this report. Presentations will be given to the
company of which experts are used to create the artefact. Since this thesis is part of a
graduation project, a public colloquium will also be held.
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1.4 Thesis Structure

The thesis follows the framework of Peffers’ DSRM [102], as illustrated in Figure 1.1.
Chapter 1 serves as an introduction, identifying the problem, explaining the research goals
and motivations, and stating the research questions and methodology. Chapter 2 tells
the foundational aspects of the thesis, offering insights into AI and legal technology and
conducting a literature review on AI’s current applications in the legal domain. Besides,
it shows the results of an expert review and further in-depth literature review into BERT
models. Chapter 3 goes into the design criteria of the artefact, elaborating on the most
suitable transcoder techniques to use within the legal domain and stating the data utilized
for training. In Chapter 4, the developed models are evaluated on a legal topic classification
task. Besides, other validation options are discussed. Chapter 5 draws conclusions and
states options for future research.

Chapter DSRM Activity Research question
Chapter 1: Introduction DSRM 1 -
Chapter 2: Background DSRM 2 RQ1 & RQ2 & RQ3

Chapter 3: Modelling RechtBERT DSRM 3 RQ4
Chapter 4: Experiment & Validation DSRM 4 & DSRM 5 RQ5 & RQ6

Chapter 5: Conclusion & Future Work DSRM 6 ALL

Table 1.1: Thesis structure mapped to DSRM activities of Peffers [102]
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Chapter 2

State of the Art

This chapter provides an overview of the state-of-the-art research on the application of
artificial intelligence in the legal sector. A Systematic Literature Review (SLR) was con-
ducted, of which the results relevant to our research objectives are discussed in Section
2.1, including relevant key concepts. In the subsequent Section 2.2, expert reviews are
presented to evaluate the implications of these findings in the real-world context of a law
firm. Finally, Section 2.3 elaborates on related work involving BERT transformers, a tech-
nology identified in the literature as promising for using AI in the legal field and used in
this research.

2.1 Findings Systematic Literature Review

A SLR was conducted to examine the use of AI in the legal sector. The review has resulted
in a qualitative investigation of 94 selected papers about the use of AI in legaltech. The
research followed the guidelines for systematic literature reviews proposed by Kitchenham
& Charters [61]. The review focused on publication trends, AI applications in legal do-
mains, AI technologies, and the associated benefits, challenges, and limitations. The SLR
shows a growing interest in the use of AI in legaltech. The findings of this research can
serve as a foundational source for future investigations into the use of AI within the legal
domain 1.

2.1.1 Search methodology

Search library Scopus was chosen as the primary digital library due to its comprehensive
collection of peer-reviewed journals and conference proceedings, as well as its user-friendly
interface [49, 88]. Additional searches were executed in other libraries to include literature
that may not have been covered in Scopus, being Web of Science, ScienceDirect, ACM,
IEEE Xplore, JSTOR, and LegalIntelligence.

Search query The most common keywords used in research about using AI in the legal
sector are identified to construct the search string. For AI, both the abbreviation and
the fully written word were used. Furthermore, it was noted that AI-related technologies
as Machine Learning (ML) [35, 82] and Natural Language Processing (NLP) [30, 89, 91]

1The SLR is submitted for publication as a separate paper titled “A Systematic Literature Review on the
Evolution of Artificial Intelligence within Legaltech.” Since the publication process is ongoing, no citation
is provided.
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are used in research about AI in the legal sector without explicitly mentioning AI in the
abstract, keywords or title, which was resolved by adding these terms to the search query.

For the legal sector, the term “legaltech” is identified as the term used for technology
that performs tasks generally handled by legal professionals [107], with variations being
“legal tech”, “legal technology” and “lawtech” [107]. There is no clear distinction between
using these terms besides preference based on geography [107].

All terms were used in both their total and abbreviated forms. Wildcard characters
have been used to search for both “tech” and “technology”. The final search string which
is used for data extraction is as follows:

(“legal tech*” OR “legaltech*” OR “law tech*” OR “lawtech*” OR “legal pro-
fession” OR “legal practise”) AND (“artificial intelligence” OR ai OR “natural
language processing” OR nlp OR “machine learning” OR ml)

Inclusion criteria Inclusion criteria are defined to only take into account studies that
are relevant to the review’s objectives. The inclusion criteria are:

1. The paper is directly relevant to the scope of our review, focusing exclusively on the
application of artificial intelligence to enhance legal services.

2. The paper does discuss legal technology and artificial intelligence as its main topic.

3. The paper is published in a peer-reviewed journal or conference proceeding.

4. The paper is written in English.

5. The paper is available for download.

The inclusion criteria have been applied via automatic filtering options within the
various search engines. Then, all remaining literature is manually analysed to use the first
two inclusion criteria. The selection process only looks at a paper’s title, keywords, and
abstract, ignoring the remainder of its text.

2.1.2 Search execution

On October 6th, 2023, the final search was conducted on Scopus and the other libraries,
discovering 380 papers. Figure 2.1 gives a detailed overview of our execution of the data
extraction process. We applied the inclusion criteria, excluding 38 non-English papers and
78 non-peer-reviewed papers, resulting in 264 papers. Papers from various libraries were
combined, duplicate papers removed, and any results without a full-text version available
were removed. During this process, it was discovered that four papers were not written
entirely in English, so these papers were also excluded, leaving a total of 148 papers. The
specific number of documents at each step for each library can be found in Table A.1 in
Appendix A.1.1.

The remaining papers have been subject to a qualitative content analysis. This analysis
checked all titles, abstracts, and keywords to see if the papers are directly relevant to the
scope of the SLR and if their main topic discusses legaltech and AI. After this last selection,
91 papers remained.

Two significant categories of papers have been excluded from further review, although
they were notably present in the subset of papers selected for the SLR. First, we excluded
eight papers that addressed the education of law students. Although these papers examined
how IT might change the way legal professionals practice, they were excluded from our
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Figure 2.1: Data Execution Process

study because they were deemed not directly relevant. Papers concerning the ethics of
using AI systems in legal practice have also been excluded since these papers do not offer
any new information regarding the use of AI in legaltech.

2.1.3 Key concepts and definitions

Legaltech Legal technology (legaltech) refers to the application of innovative technologies
within the legal field. These technologies typically perform tasks traditionally carried
out by lawyers and other legal professionals [107]. The primary aim of legaltech is to
improve the delivery of legal services through technical solutions. These solutions aim to
enhance efficiency, productivity, cost-effectiveness, and overall client outcomes [107]. More
information on the history and evolution of legaltech can be found in Appendix A.1.2.

Artificial Intelligence Artificial Intelligence (AI) is the simulation of human intelli-
gence in machines programmed to think and learn. According to Oxford English Dictio-
nary [100], AI is defined as “the capacity of computers or other machines to exhibit or
simulate intelligent behaviour”. AI systems simulate human cognitive processes like repre-
sentation, learning, rules and search to address real-world challenges [26]. AI concepts and
theories are widely applied across engineering disciplines, including automation, produc-
tion, optimization, and planning [26]. AI serves as an overarching discipline with multiple
specialized subfields, such as Machine Learning (ML) and Natural Language Processing
(NLP).

Machine Learning Machine Learning (ML) is a subset of AI that focuses on creating
algorithms that allow systems to learn and improve from experience without explicit pro-
gramming. These algorithms can learn from data and make predictions based on it [62].
ML relies on statistical methods to identify patterns and make decisions or predictions
based on available information.

The different algorithms are distinguished by their approaches to learning, pattern
recognition, and the outcomes they produce, which align with user expectations. There is
no unique algorithm for detecting valuable patterns. The choice of algorithm depends on
the specific problem a developer is trying to solve and the data available for analysis [74].
More information on various fields of ML can be found in Appendix A.1.3.

Natural Language Processing Humans are considered to be intelligent beings. They
present and update their knowledge, reasoning, and inferences through natural languages,
like English or Dutch [26]. As society increasingly digitises, there is a growing abundance
of documents written in natural language. The sheer volume of these documents makes
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extracting knowledge from them progressively challenging, particularly within specified
time constraints [26].

The aim of automating Natural Language Processing (NLP) is to efficiently and ac-
curately handle this task. However, determining the meaning of each word in a sentence
through automation is challenging, mainly because it requires understanding the associa-
tions and contextual knowledge associated with each word. NLP stands as a subfield of AI,
primarily employed in tasks such as information retrieval, machine translation, question-
and-answer systems, and summarization. NLP uses a set of computational techniques
designed for the automatic analysis and representation of human languages, driven by
theoretical foundations [26].

One significant advancement in NLP development is the introduction of transformers, in
particular, the by Google developed BERT [38]. This transformer is designed “to pre-train
deep bidirectional representations from unlabeled text by jointly conditioning on both left
and right context in all layers” [38]. Pre-trained language models effectively improve many
NLP tasks, including sentence-level tasks, paraphrasing and token-level tasks. Technologies
before BERT restricted the power of pre-trained representations, especially for fine-tuning
approaches. However, a BERT model can be fine-tuned with just one additional output
layer to create state-of-the-art models for various tasks. BERT is elaborated on more in
Section 2.3

2.1.4 Publication trend

Tracing the historical development of AI in legaltech, the first paper on this topic was
published in 1988. From then until 2016, occasional publications marked the field’s early
stages. However, a significant surge in interest and research can be observed from 2016
onwards, indicating a growing interest in AI in legaltech. Figure 2.2 illustrates the distri-
bution of papers according to their publication year.

The collection of research papers (91) is almost evenly split between articles published
in journals (50) and conference proceedings (41), reflecting a trend towards peer-reviewed
research in this relatively new field. A classification system has been applied, categorising
papers as descriptive or non-descriptive.

Figure 2.2: Number of Publications per Year

When examining the publication trend, it becomes clear that papers addressing the
application of AI in the legal domain have been available for a considerable time. However,
a substantial rise was detected around 2016. Since then, many papers have been released
about the topic, indicating a significant interest in AI within the legal domain, with a
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considerable volume of scientific research already conducted. Furthermore, it is noteworthy
that a substantial portion of this research undergoes rigorous peer review, indicating a
commitment to thoroughly investigating this topic.

2.1.5 Legal domains

The review examined which legal domains AI are most widely adopted. While many papers
offer a general perspective on the legal field without specifying a particular area of exper-
tise, most papers focus on a single legal domain, concentrating on lawyers and law firms.
Another noteworthy category includes papers discussing the field of justice, where the fo-
cus is on the augmentation or replacement of judgment and dispute resolution within the
court system. Additionally, some papers explore how AI can support clients, government
& lawmakers, and law enforcement. The various domains and the corresponding number
of papers explicitly applicable to each domain are detailed in Figure 2.3. In contrast, the
exact studies per legal domain are shown in Table A.2, which is included in Appendix
A.1.4.

Figure 2.3: Presence of Legal Domains in Research Papers

It is interesting to see that many papers are focusing on the domain of lawyers and law
firms. This observation leads to the conclusion that current research efforts by scientists
are mainly concentrated on developing and implementing AI solutions within this specific
legal field.

2.1.6 AI applications

Several applications of AI within legaltech have been identified, which are shown in Figure
2.4. Of all the papers, the most discussed application is eDiscovery, in which AI categorises
documents as relevant or irrelevant. Litigation & Prediction analysis is often mentioned
as a promising application to predict the outcome of litigation of court decisions. Legal
search involves studying legal documents by AI in large databases to get better results and
more of what the searchers seek. Document generation uses AI to create documents, while
contract analysis encompasses examining contracts and identifying crucial information that
may need additions, alterations, or deletions within the contractual framework. The exact
studies per application are listed in Table A.3, which is included in Appendix A.1.5.

Additionally, specific applications are occasionally referenced in the papers. One such
application is due diligence reviews, employed for examining a wide array of corporate
documents, particularly for assessment in the context of acquisitions or mergers. Predictive
billing is another application used to optimise the allocation of fee earners and provide
informed estimates of the costs associated with legal services. Moreover, the potential for
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Figure 2.4: Number of AI Applications in Research Papers

dispute resolution through E-justice is acknowledged, where online, digital, or alternative
dispute resolution mechanisms are leveraged to automate and optimise decision-making
procedures.

This section concludes that specific fields within AI applications are interesting for
further research. The identification of promising applications suggests some opportunities
for future investigation. This insight provides developers and researchers with diverse,
prospective options and underscores the high potential for future work in AI applications.

2.1.7 AI technologies

All sample papers have been analysed to identify used AI technologies. AI is a vast
field with many branches. Two categories were determined to be overrepresented in the
adoption of discussion on AI in legaltech: Machine Learning (ML) and Natural Language
Processing (NLP). While machine learning can sometimes be used to complete NLP tasks,
the technologies are discussed separately for this review.

ML explores the study and construction of algorithms, which learn from and make
predictions on data [62]. There is no universal algorithm for detecting valuable patterns.
The choice of algorithms depends on the specific problem the developer is solving and
the available data [74]. Supervised machine learning techniques are primarily represented
when looking at ML. Also, deep learning is a widespread technique in the field of ML with
legaltech. Tables listing various algorithms and the studies in which they are represented
for supervised learning (A.4), unsupervised learning (A.5), and deep learning (A.6) are
provided in Appendix A.1.6.

NLP is a branch of artificial intelligence that focuses on enabling computers to un-
derstand, interpret, and generate human language, aiming to efficiently and accurately
handle automatic analysis and representation of human languages [26]. A clear trend
emerges in the NLP studies, with the BERT language model being the most extensively
employed model. BERT manifests in various iterations tailored to specific purposes within
the legaltech domain. Identified families of language models and various types of BERT
mentioned in the literature, along with their corresponding studies, are presented as Table
A.7 and Table A.8 in Appendix A.1.7.
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2.1.8 Benefits, challenges and limitations

Many benefits, challenges, and limitations are mentioned and discussed in the reviewed
papers. We see multiple benefits for the use of AI in legal technology. AI can complement
the work of lawyers and is considered a potential substantial improvement in efficiency
[4, 11, 28, 44, 48, 64, 111, 114, 117, 118]. Alongside improving efficiency, AI could benefit
from improved accuracy [1, 28, 44, 117], reduced costs [1, 44, 45, 48, 128], time-saving
[128], increased revenue [11, 45, 48], and improved quality of work [64, 111].

Furthermore, AI can decrease the gap between large and small law firms [4, 48]. More-
over, a notable benefit of AI algorithms is that, unlike humans, they do not experience
fatigue, health issues, or fluctuations in productivity [48, 60, 29]. Besides, AI can help
analyse large volumes of data much better [119, 128]. AI algorithms can not bias colour,
gender, or other visible characteristics [29, 32, 34]. A possible effect of using AI in the legal
sector is the opportunity to change the work that lawyers can perform, allowing lawyers
to broaden or further specialise their work [4, 48, 64, 86, 114].

There are also some challenges and limitations to consider when discussing the use of
AI within legal technology. One of the most commonly cited challenges in implementing AI
within the legal sector is liability and the potential risk of privacy infringement [24]. Firms
are worried about the possible leakage of sensitive information [1, 51]. The integration of
AI is often linked to an increased chance of data threats, leakage of important company
information and mismanagement of essential information [1, 12]. Moreover, using AI is
frequently linked to an elevated risk of cyberattacks [12].

Besides the challenges connected to privacy, litigation, and risk, additional challenges
and limitations must be considered. Firstly, AI is considered complex, making it challeng-
ing for most people to understand and trust its functioning [60, 114, 128]. Additionally, the
field of law is very complex, making it difficult for IT specialists to develop AI programs for
this specific sector [98, 128]. The cost of implementing and maintaining an AI system and
how money is earned in a law firm are also considered limitations [4, 5, 51]. Using billable
hours and the partner structure that most law firms have further add to these limitations
[6, 7, 30, 48, 64]. Moreover, the current capabilities of AI mean that lawyers cannot be
replaced, so human input and validation are still required [3, 4, 5, 34, 48, 60].

2.2 Expert Reviews

The SLR shows a detailed state of the art on using AI in legaltech, including possible AI
applications and their benefits and limitations. Input from experts has been gathered to
adapt theoretical findings to real-world applications. Experienced legal professionals from
one major Dutch law firm have been interviewed, focusing on identifying repetitive and
labour-intensive workflows and the possible use of AI in these tasks.

2.2.1 Methodology

In December 2023, four fee-earners from a Dutch law firm participated in face-to-face
interviews, each lasting between 30 and 60 minutes. These participants volunteered without
compensation and were selected to represent diverse legal expertise, including corporate
law, commercial law, employment law, contract law, litigation and liability law, and civil
law notary services. The group included a candidate lawyer and three lawyers, one of
whom is a partner on the firm’s board. Some participants have expertise in multiple fields.
A structured interview guide, detailed in Appendix A.2, guided the conversation, allowing
for open, in-depth discussion.
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2.2.2 Results

Topic Lawyer 1 Lawyer 2 Lawyer 3 Lawyer 4
Repetitive Nature of
Documents

Agrees –
documents
85-90% sim-
ilar

Agrees –
recognizes
documents
overlap

Agrees Disagrees –
work not
repetitive,
but has
overlap

Use of Templates
and Models

Disagrees –
no models,
lack of in-
vestment

Disagrees –
colleagues
hesitate to
share tem-
plates

Agrees –
everyone
uses own
templates

Agrees –
department
uses au-
tomated
models
heavily

Access to Legal
Resources (e.g.,
LegalIntelligence)

Agrees –
values ar-
ticles and
blogs via
LegalIntelli-
gence

Agrees –
uses it
but finds
interface
and search
algorithms
suboptimal

Agrees –
combines it
with Google
searches
for better
results

Not stated

Efficiency of
Document Search

Not stated Disagrees –
firm’s IT
system
doesn’t
allow full
document
search

Disagrees –
inefficient
and time-
consuming

Disagrees –
supports
claim that
current
search
method is
inefficient

Translation Work
for International
Clients

Not stated Agrees –
translation
is repeti-
tive, often
uses DeepL,
questions
billing
method

Agrees –
repetitive;
ChatGPT
for consis-
tency in
translations

Agrees –
ChatGPT
over DeepL
for fewer
synonyms
and better
consistency

View on AI in Law
Practice

Skeptical –
doesn’t un-
derstand the
hype around
AI

Concerned –
hesitant due
to privacy
issues and
previous IT
failures

Optimistic –
believes
firm should
adopt AI
immedi-
ately, but
start small

Not stated

Table 2.1: Summary of Lawyer Perspectives on Key Topics

All insights from the expert review have been summarized and organized by topic in
Table 2.1. This table provides an overview of each lawyer’s perspective on key themes.
A more detailed report, including specific statements from each lawyer, is attached as
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Appendix A.3.
The lawyers’ feedback from the interviews shows the challenges in integrating AI and

automation into the legal domain. While most acknowledge that tasks like document
drafting and translation could benefit from automation, individual lawyers have varying
opinions about technology. Challenges include IT infrastructure, privacy concerns, and
an overall reluctance to use new tools, resulting in some departments falling behind in
automation.

The potential of AI in legal research, document generation, and translation is recog-
nized. However, doubts persist about its immediate benefits and the feasibility of imple-
menting new IT within the firm. Successful integration of AI into legal workflows will
require a measured small-scale approach with projects that demonstrate clear value. Addi-
tionally, promoting a more collaborative culture around shared resources such as templates
and improving internal search tools could help some of the inefficiencies currently faced by
lawyers without immediately needing new large IT systems.

2.3 BERT

From the SLR, we can conclude that many AI applications in the legal domain are built
upon the BERT transformer architecture introduced by Devlin et al. [38]. The impressive
performance of the original BERT has inspired numerous researchers to refine and extend
this transformer model [2]. Section 2.3.1 provides a detailed comparison of the work con-
ducted by various researchers in developing BERT-based models specifically tuned for the
legal domain. These outputs form the design choices for our model, including the train-
ing techniques and parameters used. Additionally, Section 2.3.2 discusses generic BERT
models trained for the Dutch language, which are further pre-trained on legal datasets to
enhance their applicability in Dutch legal contexts. All training settings are summarized
in Table 2.2.

Name Task Steps/ Optimizer Learning Batch Sequence GPU
Epochs rate size length

Legal- MLM, 1M steps AdamW 1e-4 256 512 Google
BERT NSP 40 epochs v3 TPUs
JuriBERT MLM 6M-110M AdamW 1e-4 4, 8 512 GTX

parameters 1080Ti
jurBERT MLM 40 epochs Slanted 2e-5 - 128 (90%) v3-8

NSP traingular - 512 (10%) TPU
AraLegal MLM 50 epochs - 1e-5- 512 512 8x
-BERT 5e-5
BERTje MLM 1M - - - - Google

SOP iterations TPUs
RobBERT MLM 2 epochs AdamW 1e-6 - - 4x P100
mBERT MLM - - - - - Google

NSP TPUs

Table 2.2: Training settings of BERT models

The original BERT model of Devlin et al. is pre-trained using two unsupervised tasks:
Masked Language Modelling (MLM) and Next Sentence Prediction (NSP) [38]. However, it
has been shown that this approach for pre-training does not work well when the transcoder
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is used within a domain with particular terminologies, such as legal, science or medicine
[2, 13, 21, 68]. Two different strategies have been investigated to overcome this limitation:
removing the NSP task from the pre-training process [72] or replacing the NSP task with
another training task [66].

2.3.1 Domain-specific Legal BERT models

Many researchers tried to improve the BERT model of Devlin [38]. BERT has been re-
ported to underperform in specific domains, including the legal domain [13, 21, 68]. Some
research has been performed on developing a domain-specific legal BERT model for a
specific language.

Chalkidis et al. [21] identified three different alternatives when employing BERT for
NLP tasks in specialised domains:

1. Use BERT out of the box

2. Further pre-train BERT on domain-specific corpora

3. Pre-train BERT from scratch on domain-specific corpora

All models compared in this section use the same procedure of Chalkidis to create a legal-
specific BERT model that outperforms the generic BERT model of Devlin et al. [38].
The models that are compared are LegalBERT (English) [21], JuriBERT (French) [41],
jurBERT (Romanian) [78], and AraLegalBERT (Arabic) [2].

Legal-BERT - English Chalkidis et al. [21] explored several approaches for applying
BERT models to downstream legal tasks evaluated on multiple datasets. They released
Legal-BERT, a family of English BERT models intended to assist legal NLP research, com-
putational law and legaltech applications. They also proposed new strategies for adapting
BERT in specialised domains. Their research finds that the best strategy to port BERT
to a new domain may vary, using either further pre-training on an existing model or pre-
training from scratch [21].

For training, Chalkidis et al. [21]. scraped 12 GB of legal English data from various
sources, containing legislation, court cases and contracts, gathered from public sources
from the European Union, United Kingdom and United States [21].

The Legal-BERT models have the same architecture as BERT-Base from Devlin et al.
with 12 layers, 768 hidden units, and 12 attention heads (110M parameters). They also
experimented with a smaller Legal-BERT model with six layers, being 32% of the size of
the size of BERT-Base [21].

Legal-BERT is trained for 1M steps, comprising almost 40 epochs over all their training
corpora. The data is trained in batches of 256 samples, including up to 512 sentence-piece
tokens. An AdamW optimiser with a learning rate of 1e-4 is used. The models are trained
using the official BERT code using v3 TPUs from Google Cloud Compute Services.

For fine-tuning, Chalkidis et al. [21] did not follow Devlin et al.’s suggestions, which
are often blindly followed in the literature, but considered an additional lower learning rate
of 1e-5 and an additional higher drop-out rate of 0.2. They also used early stopping based
on validation loss without a fixed number of training epochs.

Chalkidis et al. [21] do not mention using different training techniques to develop their
models. Since they state that they have trained all their models using the official BERT
code, they are assumed to be trained on the MLM and NSP tasks.
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JuriBERT - French Douka et al. [41] explored using smaller architectures in domain-
specific sub-languages and their benefits for the French language. They investigated cre-
ating a language model adapted to French legal text to help law professionals, releasing
JuriBERT, a set of BERT models adapted to the French legal domain [41].

Douka et al. [41] used two different French legal text datasets, with a combined size
of 6.3 GB, for training. The first set contains data from legal French documents scraped
from the Légifrance website containing raw French legal text. The second set consists of
123.361 documents with French court decisions.

In their research, they trained a BERT model from scratch and further pre-trained
a general French BERT model [41]. They further pre-trained CamemBERT Base from
Martin et al. [77]. The pre-trained from scratch models had four different architectures to
compare the difference, comprising training on 6M and 110M parameters.

The dataset is tokenised using a RobertaTokenizer with a maximum length of 512 per
token and a minimum token frequency of 2. The total vocabulary is restricted to 32.000
tokens. The models were trained on the MLM training technique.

All models were pre-trained using a learning rate of 1e-4 along with an AdamW opti-
miser with β1 = 0.9, β2 = 0.999, and a weight decay of 0.1. They used a linear scheduler
with 10,000 warm-up steps. The three smallest models were trained with a batch size of
8. Due to hardware limitations, the Base model and the further pre-trained CamemBERT
model were trained with a batch size of 4. All models were trained on an Nvidia GTX
1080Ti GPU.

Douka et al. [41] found that the further pre-trained model outperformed the mod-
els developed from scratch. According to them, further pre-training of a general-purpose
language model can have better results than training from scratch. The general purpose
model outperformed the further pre-trained JuriBERT model on specific validation tasks,
concluding that JuriBERT needs more pre-training corpora to perform better. The re-
searchers state that acquiring large-scale legal corpora, especially for languages other than
English, has proven challenging due to their confidential nature [41].

jurBERT - Romanian Masala et al. [78] employed the first study on the applicability
of state-of-the-art NLP methods for Romanian legal judgment prediction. They introduced
a Romanian BERT model pre-trained on a large specialized legal corpus, outperforming
several strong baselines for legal judgment prediction on Romanian trial cases of banks in
Romania [78].

Their dataset, provided by a Romanian bank, comprises original lawsuit documents
with a raw size of 160 GB. Due to the larger pre-training corpus, they opted for full pre-
training from scratch. They trained two variants, jurBERT-base and jurBERT-large, for
which they stuck to the same model architecture and training procedure as suggested by
Devlin [38].

The models are trained with a vocabulary of 33K tokens, with sequence lengths of 128
for 90% and 512 for the last 10%. Words were tokenized following the Whole Word Masking
(WWM) principle. The models were trained using 40 epochs on the tasks of both MLM
and NSP. For the learning rate, they found the best learning strategy to be a slanted
triangular learning rate with a maximum learning rate of 2e-5 with a cutout of 0.1 and a
ratio of 32. The training was performed on a v3-8 TPU provided by Tensorflow Research
Cloud.

The models were compared to RoBERT, a general Romanian BERT model, and two
standard CNN and BI-LSTM models with an attention mechanism. They found that their
model outperformed the considered baselines [78]. However, on another task, jurBERT
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is only slightly better than much simpler models as it struggles to handle long texts.
According to Masala et al., [78], the limitations of BERT-like models regarding maximum
input size significantly hampers their performance.

AraLegalBERT - Arabic Al-Qurishi et al. [2] examined how BERT can be used in
the Arabic legal domain. They used several domain-relevant training and testing datasets
to train a Legal Arabic BERT model from scratch called AraLegal-BERT. They evaluated
their model against three BERT model variations for the Arabic language. They found
that their developed model achieved better accuracy than the general and original BERT
models over legal text.

They manually collected data from several sources and included many regional vari-
ations, as publicly available large-scale resources in Arabic legal text are scarce. They
used legislative documents, judicial documents, contracts and legal agreements, Islamic
rules, and the Islamic jurisprudence Fiqh, comprising a dataset of 4.5GB and 13.7 million
sentences [2].

AraLegal-BERT was trained on 50 epochs and followed Devlin et al.’s original BERT
pre-training procedure [38]. They used a batch size of 8, distributed in parallel over 8
GPUs, coming to a total batch size of 512. The maximum sequence length was set to 512,
and the used learning rate ranged from 1e-5 to 5e-5. The model was trained on the MLM
training procedure.

Al-Qurishi et al. [2] found that pre-training from scratch for a specific domain in the
Arabic language is better than general models when developed for a specific task. The
tested model of AraLegal-BERT was said to be a base, cost-efficient version suitable for a
broad range of Arabic legal textual applications [2].

2.3.2 General Dutch BERT transformers

For our research, we use option 2 of the strategy introduced by Chalkidis et al. [21] to
employ BERT for tasks in the legal domain: “Further pre-train BERT on domain-specific
corpora” [21]. This section discusses three generic BERT models that can be used in Dutch:
BERTje, RobBERT and mBERT. These models will be further pre-trained to create our
family of legal-Dutch BERT models RechtBERT and serve as a foundation for our models.

BERTje De Vries et al. [33] explored using a monolingual Dutch BERT model to out-
perform an equally sized multilingual BERT model on downstream NLP tasks. They
introduced BERTje, a generic Dutch monolingual BERT model. Their research finds that
their model consistently outperforms the equally sized multilingual mBERT released by
Devlin et al. [38] on Dutch NLP tasks.

For training, de Vries et al. [33] tried to train a Dutch model architecturally equivalent
to the BERT model of Devlin et al. [38], trained with a dataset of similar size and diversity
as used for the English BERT model. They combined several corpora, including a collection
of fiction novels, Dutch news reports, Dutch Wikipedia pages and a multi-genre reference
corpus, combining 12 GB of uncompressed text after cleaning.

BERTje was pre-trained on two objectives: MLM and Sentence Order Prediction
(SOP). De Vries et al. recognized the shortcomings of the NSP task and chose to adopt
SOP instead, in correspondence with the findings of Lan et al. [66]. They also applied a
different strategy for the MLM objective. Instead of randomly masking single word pieces,
they masked consecutive word pieces that belong to the same word.

The model has the same architecture as the original BERT model with 12 transformer
blocks and is pre-trained on 1 million iterations. Fine-tuning was also evaluated at 850K
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iterations. All models were fine-tuned for four epochs on the training data. Other training
parameters are not disclosed.

RobBERT Delobelle et al. [36] also introduced a Dutch monolingual BERT model.
They recognized the performance of BERTje by de Vries et al. [33], but tried a differ-
ent architecture and training approach. Delobelle et al. [36] introduced RobBERT, a
RoBERTa-based Dutch monolingual language model.

With the research, they evaluated their introduced RobBERT to BERTje. They also
proposed several new tasks for testing the model’s zero-shot ability and assessing its per-
formance on smaller datasets and language-specific tokenizers. They found their model
outperformed earlier models on several complex Dutch language tasks, significantly out-
performing when dealing with smaller datasets. They suggest their model is a valuable
resource for many application domains and can serve as a base for fine-tuning other tasks
[36].

The data used for training is gathered from the Dutch section of the OSCAR corpus,
a large multilingual corpus [36]. This corpus is 39 GB large, extensively larger than the
corpora used for BERTje by de Vries et al. [33].

As the model is based on the RoBERTa architecture by [72], the model is only trained
on the MLM training technique, disregarding Devlin et al. [38] suggested NSP technique,
not replacing it with another training technique. The training process further uses the
Adam optimizer with polynomial decay of learning rate 1e-6 and a ramp-up period of 1000
iterations, using β1 = 0.9, β2 = 0.98 with a weight decay of 0.1 and a dropout rate of 0.1
to prevent overfitting. The model was trained on a computing cluster, using at most 20
nodes of 4 Nvidea P100 GPUs per node, with a median node use of 5. The model trained
for 2 epochs, equalling 16K batches in total.

mBERT The most prominent pre-trained language model is Bidirectional Encoder Rep-
resentations from Transformers, which was released for the English language by Devlin et
al. [38]. They also released a multilingual version of BERT called mBERT. This model
is trained to understand 104 languages, including Dutch. Although mBERT performs
well on many tasks, recent studies show that BERT models trained on a single language
significantly outperform the multilingual version [36].

The model mBERT is solely trained on Wikipedia data and supports multiple languages
simultaneously [38]. The model has the same architecture as the original BERT model,
with 12 layers (Transformer blocks), 12 attention heads, a hidden size of 768, and total
parameters of around 110 million. The model is trained on the MLM and NSP tasks.
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Chapter 3

Modelling RechtBERT

This chapter describes the process of designing the legal Dutch BERT models RechtBERT.
Three BERT models are further pre-trained on domain-specific corpora, following the
suggestion of Chalkidis et al. [21] to improve BERT models for legal tasks. These three
further pre-trained models are collectively called “RechtBERT”. The original models and
the content of the family of models called RechtBERT are depicted in Figure 3.1.

Figure 3.1: Family of RechtBERT models

In this section, the training data is described, and the cleaning process is explained,
elaborating on the preparation of the data from retrieval to raw training data. Thereafter,
the results of a statistical analysis of the sentence length of the data will be discussed.

In the second part of this chapter, the procedure of training is discussed. First, the
training procedure and parameters of other legal BERT transcoders are discussed, where-
after, the training technique used for developing the legal Dutch BERT transcoders is
disclosed, explaining the use of MLM and SOP. The tokenization process is described
hereafter, and the training parameters are disclosed.

3.1 Data for Training

3.1.1 Data description

We gathered and combined two Dutch corpora with a legal background for training. First,
we used the Basiswettenbestand, a Dutch database with 33.000 regulations on the Dutch
legislature, comprising all valid Dutch laws enacted since the adoption of the Dutch Civil
Code (Nederlands Burgelijk Wetboek) in 1838. Second, we retrieved court rulings from
Dutch courts, comprising 452.771 full-text rulings.

Both corpora are part of the public domain. According to the Dutch copyright law
(Auteurswet), “There is no copyright on laws, decrees, and regulations issued by public
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authorities, nor on judicial decisions and administrative rulings.” [85]. Therefore, the
collected data can be freely copied and used for scientific and commercial usage, including
training AI algorithms.

Dutch Legislature All of the Netherlands’ legislation is gathered in a database called
Basiswettenbestand. It comprises all regulations, including the Netherlands’ treaties, laws,
and ministerial regulations, excluding the “Caribbean Netherlands”, a term mainly used
to refer to the public entities of Bonaire, Sint Eustatius and Saba [59]. In total, 30.000
unique regulations are stored in this database. When changes are made to regulations, the
new version is added to the dataset as a separate entry rather than replacing the existing
version.

The dataset is sourced from Kennis- en Exploitatiecentrum voor Officiële Overheidspub-
licaties (KOOP), a Dutch governmental organization responsible for publishing all Dutch
governmental data. KOOP operates under the Dutch Ministry of the Interior and Kingdom
Relations (Ministerie van Binnenlandse Zaken en Koninkrijksrelaties). The dataset can be
requested by email. The dataset contains approximately 85.000 versions of regulations,
totalling around 150 GB of uncompressed storage space before cleaning.

Text of Dutch legislation is stored in XML files. In the dataset, not every file is an
XML containing regulations, other files are also included. Additional files are sometimes
necessary to clarify specific articles in the law. These supplementary files are associated
with individual law articles and are listed by file type in Table 3.1.

Type Number Size
.PNG 297.081 95,26 GB
.XML 171.755 58,29 GB
.WTI 42.613 4,24 GB
.DB 27 815 KB
.XSD 2 5 KB

Table 3.1: Number of files in BWB dataset per extension

The dataset includes many PNG files representing images of formulas not expressed
in plain text. Additionally, standardised forms required by law are stored as PNG files.
Examples include diplomas with grading lists for high school students and application
forms for immigrants. PNG files are also used for graphical representations, such as law
requirements for house and boat measurements. Regulations also involve WTI files, custom
files containing technical information about the law (wettechnische informatiebestanden).

Furthermore, XSD files are present, which are scheme definition files for XML that
define the structure, constraints, data types, and relationships within the XML dataset.
XSD files ensure data adherence to rules and consistency across instances. Thumbs.db
files are system files created by Windows to cache thumbnail images. Lastly, not all XML
files contain legislation. The dataset also includes additional XML files with manifest data
about each regulation. Although useful for cleaning, these manifest files are discarded as
they do not contain plain legislative text. In total, 42.613 XML files of 125,35 MB were
XML manifest files.

Dutch Court Rulings Dutch court rulings and proceedings are published on the website
of the Dutch court organisation Rechtspraak.nl. More than 1,4 million court rulings and
proceedings are published on this website. Not all rulings are published with complete
text; sometimes, only the information on a ruling is provided.
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The complete dataset can not be requested or downloaded. Rechtspraak provides a
RESTful web service to request information, which is provided in XML format. Two steps
are required to extract full-text information. First, based on input criteria, IDs of court
rulings can be retrieved. With these IDs, full-text versions of rulings can be requested.
The Dutch court system uses the European Case Law Identifier (ECLI) for IDs of court
rulings. ECLI serves as an identifier for court decisions across Europe and is used by
national courts in European countries, as well as by the European Union, the Council of
Europe, and the European Patent Office [43].

For our research, we retrieved 1.288.438 court rulings, of which 452.771 full-text ver-
sions are present. These are all rulings between the 1st of January, 2014 and the 31st of
December, 2023. The collected data contains around 7.13 GB of uncompressed storage
space before cleaning. The total number of ECLI and full-text content for each year is
listed in Table 3.2.

Year # of ECLI # of full text
2014 154.453 29.159
2015 151.774 31.089
2016 145.083 31.519
2017 146.401 34.723
2018 141.134 37.170
2019 140.004 38.523
2020 133.911 46.921
2021 142.286 53.350
2022 138.073 55.953
2023 145.403 64.284
Total 1.288.438 452.771

Table 3.2: Number of ECLI and available full text

3.1.2 Data cleaning process

Before data can be used for training, it needs to be cleaned. This section describes how the
datasets are transformed from raw collected data to one training set. [add methodology]
The following steps have been performed in the data-cleaning process:

1. Removing unnecessary files

2. Remove non-Dutch texts

3. Extract and merge sentences

4. Clean sentences

The first three steps are performed for the two datasets separately for this list. Step four
is equal for the legislation and the court rulings. This section will describe the steps in
more detail.

Removing unnecessary files When collecting data, information that is not necessary
to achieve the goal of the data collection is sometimes collected. In our research, we collect
data to train an Large Language Model (LLM). In both datasets, some data is not needed

20



to achieve our goal. We want to clean all unnecessary files for our data, extract the raw
texts of legislation and rulings and remove all other information.

As mentioned in the data description section, the legal legislation dataset also provides
files to clarify specific articles in the law. Table 3.1 lists all types of files in the Basiswet-
tenbestand dataset. The legislation text is stored in XML files. In total, 129.142 files
comprising 58,17 GB of disk space contained legislation. All other files are discarded.

Within the remaining legislation files, there are many duplicate laws in the dataset with
minor differences. Laws change over time. When a law is modified, a new version is added
to the dataset while the old version remains intact. Only the most recent version of each
law is kept to enhance training efficiency, and all previous versions have been removed.

Remove non-Dutch texts Not all legislature is written in Dutch. While almost all
legislatures are written in Dutch, the Dutch government has also made some treaties with
other countries. These treaties are not usually written in multiple languages. Luckily, a
Dutch translation is often given when such a document is created in another language.
However, they are both stored in the same XML file. Based on the manifest files, it can be
determined if the document contained language other than Dutch. Non-Dutch texts were
discarded, keeping the translated Dutch versions of the contracts. The treaty is removed
from the dataset when no Dutch version is present.

All court rulings published by Rechtspraak are written in Dutch. No language cleaning
was necessary for court rulings.

Extract and merge sentences We need stand-alone sentences for using text to train
LLMs. Therefore, we collected all text data from the gathered files and combined them
into one text file. Since most training procedures use TXT files for training, we also put
all the data in this file format.

All laws, regulations, and rulings are stored in TXT files. The text is delimited by
dots, marking the end of a sentence. After every law or ruling, a white line separates the
different proceedings.

After extracting all the files, they were combined and ready for cleaning and training.

Clean sentences The following steps have been taken to clean the textfile to reduce
noise for training purposes: This paragraph describes the cleaning process to clean the
created dataset to reduce noise for training purposes. First, some cleaning steps have been
performed on every sentence in the dataset:

• Removed all parentheses, brackets, and other non-alphabetic/numeric characters ex-
cept space and punctuation.

• Replaced multiple whitespaces with a single whitespace.

• Removed all citation characters.

• Replaced semicolons with commas.

Besides cleaning on complete sentences, there also have been conducted some cleaning
steps on the individual words:

• Converted words fully written in capitals to lowercase.

• Removed words not containing normal characters or numbers with commas.
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• Removed words containing more than three numbers.

• Removed words that are two digits with one being a ’.’.

• Removed [] from the beginning and end of words.

• Removed titles and names.

It was found that the titles of law employees caused many linebreaks while their names
were not at the end of the line. Therefore, their names and titles were removed from the
dataset.

3.1.3 Data analysis

A statistical analysis is performed on our merged dataset. Analysis is performed on the
number of words in one sentence. The results of this analysis are used to determine the
maximum tokenization length for the tokenization of the data, which is elaborated on in
Section 3.2.2.

Our dataset contains 44.412.162 lines, of which 43.947.851 are sentences and 464.311
are white lines. The white lines highlight the number of files in our set, as they are used to
separate the different laws and rulings. The length of every sentence is graphically shown
in Figure 3.2, while the key descriptive statistics are shown in Table 3.3. The results do
not contain sentences of one word, as these were cleaned during the cleaning process.

There are some extreme outliers. To limit the effect on statistics due to these outliers,
sentences with a length larger than 100 words were capped at 101. Table 3.3 shows the
statistical results for both the capped and the uncapped results. Figure 3.2 shows the
frequency of the sentence length with length caption at 100, giving a sentence longer than
100 the value 101.

Figure 3.2: Frequency of sentence length within dataset

In both groups, the most common sentence length is 12 words, as shown by the mode.
The average sentence length is consistent at 19 words, indicating that, on average, sentences
are relatively short. This similarity suggests that including longer, unfiltered sentences has
minimal impact on the overall average length. The median sentence length is 23,2 words
in the capped group and 24,19 words in the uncapped group, further demonstrating that
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≤ 100 all
Median 23,2 24,19
Mean 19 19
Mode 12 12
St. Dev. 17,04 31,08
Minimum 2 2
Maximum 101 29.839
25th Percentile 11 11
Median 19 19
75th Percentile 30 30
95th Percentile 55 55

Table 3.3: Statistical analysis of sentence length of dataset

typical sentence length is short in both cases, with half of the sentences being under 24
words.

The distribution of sentence lengths in both groups skews towards shorter sentences,
indicating that most sentences in the dataset are concise. The 25th percentile (11), 75th
percentile (30), and 95th percentile (55) are the same in both groups, suggesting that
the majority of the dataset is unaffected by the capping. The main difference arises in
the longer sentences in the uncapped group, which are found beyond the 95th percentile.
These identical percentile values highlight that the capping has minimal effect on most of
the dataset, with differences primarily occurring in the upper extremes of the distribution.

However, filtering does affect the variability. The uncapped set has a standard deviation
of 31,08, nearly double that of the filtered set, with a standard deviation of 17,04. As
expected, the range differs significantly between the groups: in the capped group, the
maximum is restricted to 101, while in the uncapped set, the maximum reaches 29.839.
The extreme maximum length in the uncapped group indicates the presence of outliers,
very long sentences that substantially increase both the range and standard deviation.

3.2 Procedure for Training

3.2.1 Training techniques

The original BERT model of Devlin et al. [38] was developed with two training objectives:
MLM and NSP. These objectives force the model to learn semantic information within
and between sentences [38]. The MLM randomly masks some of the tokens from the input.
The objective is to predict the original, masked word-based based only on the context. The
NSP task predicts if two sentences occur subsequent in the data corpus or if the second
sentence is an entirely random sentence from the data corpus. With NSP the model is
forced to learn semantic coherence between sentences.

After the initial release of the model, it was found that differentiations in this training
procedure lead to better results [66, 72]. The NSP was intended to learn inter-sentence
coherence, but BERT actually learned topic similarity [72]. If the next sentence is random,
it is not just a matter of coherence, often the topic is likely different. That Devlin et al.
[38] trained a better model when using NSP than without NSP is likely due to the model
learning long-range dependencies that were longer than when just using single sentences
[36].

Two strategies have been identified to overcome the NSP training problem. Liu et
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al. [72] removed the NSP task from the pre-training process while creating RoBERTa,
training only on the MLM task and using only full sentences in every input. Lan et al. [66]
replaced the NSP task with the self-developed SOP task while creating ALBERT. In SOP,
two sentences are either consecutive or swapped, determining whether two consecutive
sentences appear in their correct order [33]. Using SOP should improve the model’s ability
to model sentence-level coherence and relationships, leading to better performance on
downstream NLP tasks [66].

3.2.2 Training parameters

For our research, we have chosen to further pre-train existing BERT models, in line with
possible strategies of Chalkidis [21]. As general BERT models for the Dutch language, we
identified two models in literature: BERTje and RobBERT. We also further pre-trained
mBERT of Devlin et al. [38]. This model contains many languages and is trained to
understand Dutch. Also, this model was created by the original developer of BERT, giving
it an ideal comparison of the workings of our models. This model is, therefore, also used
in other research where BERT models have been developed.

We used the original libraries, which were used by the original models, to tokenize
the data. For BERTje and mBERT, the ‘BertTokenizer’ and ‘BatchEncoding’ libraries
from HuggingFace were used. Both models are further pre-trained on the MLM and SOP
training techniques. For RobBERT, the ‘RobertaTokenizer’ and ‘BatchEncoding’ libraries
from HuggingFace were used. Since RoBERTa-based models are only trained on MLM, we
only transcode the data using the MLM technique for this model.

The data is tokenized per two consecutive sentences extracted from the data, with in
between a token separator. For the SOP technique, the sentences are randomly swapped
from position with a probability of 50% to be in the correct order or not. The two combined
lines were capped at a maximum length of 100 tokens to optimize training time for limited
training resources based on the average sentence length in the dataset. For the RobBERT
model, two lines are combined but always kept in the correct order. 15% of the words were
masked for the MLM training technique.

All models were trained with the same training arguments. They were trained in a
batch size of 32 and saved in a checkpoint after every 2M sentences, giving 24 checkpoints.
We used an Adam learning rate of 1e-5 with a weight decay of 0.01. All data was trained
in 2 epochs. The models are trained on a single NVIDIA A40 (48GB) running in a High-
Performance Cluster. The University of Twente made the hardware available without
charge.

3.3 Training results

For training, three different models have been further pre-trained. While training, the
cross-entropy loss for every batch was computed. This loss function is widely used in
machine learning applications [76]. The loss has been calculated for every step and averaged
for every epoch. For every epoch, these values are put in tables, which can be found in
Appendix A.4. Graphs as summarizations of these results are depicted in this section. For
BERTje, the results are shown in Table A.9 and Figure 3.3. For mBERT, the results are
shown in Table A.10 and Figure 3.4. For RobBERT, the results are shown in Table A.11
and Figure 3.5.

The cross-entropy loss shows a trajectory that generally follows the expected pattern,
with three noteworthy anomalies deviating from the typical curve.
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Figure 3.3: Cross-Entropy Loss BERTje

Figure 3.4: Cross-Entropy Loss mBERT

The first anomaly occurs at the start of training, where the loss for the MLM task
drops steeply. For BERTje and mBERT, the loss falls below the lowest loss achieved after
this initial phase. This behaviour can be attributed to the training configuration. Due to
hardware instability, the models were set to automatically resume from the last checkpoint
in case of a system crash, with checkpoints saved after every 2 million training sentences.
As a result, no warmup steps were defined in the optimiser, leading to overfitting at the
beginning of the training process. The loss subsequently increased again as more diverse
data was introduced into the training pipeline.

The second anomaly is observed at the 1.412.691 training step for the MLM task for
all three models. This behaviour can also be attributed to the training configuration. The
models are trained for four epochs in two runs. Every batch of data is trained for two
epochs, and the whole process is repeated after completion. The training restarts at the
said training step, beginning at the start of the dataset. As the data is not shuffled, the
model suddenly re-encounters regulations after a long period of only court rulings, which
could explain the sudden extra loss.

Notably, the SOP task shows a remarkably stable loss quickly after the initialisation.
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Figure 3.5: Cross-Entropy Loss RobBERT

This task is only performed for the BERTje and mBERT models. This indicates that the
model calculates SOP very consistently, with the AdamW optimiser effectively preventing
overfitting during this task, preventing the loss from growing. The validation phase will
assess the impact of including this training task, as the RobBERT model does not use it.

Finally, it is essential to highlight that all three models have the same anomalies,
suggesting that the observed anomalies came through the training configuration or used
dataset rather than architectural differences. No significant architectural variations be-
tween RobBERT and the BERT-based models (BERTje, mBERT) were identified in these
anomalies.
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Chapter 4

Experiment & Validation

This chapter elaborates on the experiment to validate the performance of the three devel-
oped Dutch legal BERT models, collectively referred to as RechtBERT. First, it discusses
the various validation tasks that can be performed to evaluate the models and the moti-
vation behind the chosen approach. Next, it describes the experimental setup in detail.
Finally, the chapter presents and discusses the results.

4.1 Validation Tasks

Multiple options were considered when selecting a suitable validation task to test our
developed models. Unfortunately, not all tasks turned out to be feasible or implementable
within the scope of this research. This section discusses two validation tasks identified
as promising for enhancing legaltech. However, it could not be realized, whereafter the
implemented validation option is explained.

4.1.1 Contract analysis & Document generation

Initially, this research aimed to implement an AI system capable of analyzing and drafting
legal contracts. As identified in the literature review (Section 2.1), such AI applications are
considered promising for advancing legaltech. However, this implementation was hindered
by the unavailability of a sufficiently large and representative dataset.

Consistent with the findings of Douka et al. [41], obtaining legal datasets suitable for
machine learning is challenging, especially for non-English languages. It was found that
legal data can generally be categorized into three types:

• Private data: Documents generated by law firms and companies as part of their
legal operations.

• Published data: Content provided by publishers, accessible to companies through
subscriptions.

• Public data: Publicly available data, typically by government organizations or
research institutions.

Private Data Private data are files generated by law firms or other legal businesses
containing sensitive and confidential information. Due to privacy laws and the economic
value of these documents, companies are reluctant to share such data. For this research,
access to data from a major Dutch law firm was given for scientific use. Unfortunately,

27



the data was insufficient to train an AI model for generating contracts, highlighting that
developing such an application solely for individual law firms is not feasible.

Published Data Published data are resources law firm employees use to access legal
information, such as articles on specific laws, publications in law journals, and analyses
of court decisions and new regulations. Law firms typically have subscriptions to these
resources. In the Netherlands, a major publisher of such data is LegalIntelligence, which
is accessible by subscription.

Unfortunately, the law firm’s or university’s subscription to LegalIntelligence did not
allow using their data for this research. The provider, Wolters Kluwer, explicitly prohibits
“automated processing” of their data in their user agreement, making it unavailable for
training AI-powered systems [125].

Public Data Public data in Dutch is scarce. For this research, three datasets were iden-
tified as suitable. Two datasets published by the Dutch government consist of court rulings
and Dutch regulations. Both were used for training RechtBERT (3.1). The third dataset,
sourced from the European Union (EU), includes European regulations and treaties used
for our classification validation task (Section 4.2.1). However, no public datasets containing
contracts were found.

4.1.2 Legal search

Another option explored was the development of a legal search system. Legal search is
widely regarded as one of the most promising applications of AI in the legal field. It
is extensively used in research, as identified by our literature review (Section 2.1). The
conducted expert reviews (Section 2.2) also highlighted this as a valuable direction, stating
the current search functionality within the law firm’s file system as “dreadful” or even
“absent”. While this option was deemed feasible, it was discarded due to constraints related
to time, hardware availability, and strict limitations on data usage.

Discussions were held with a major Dutch law firm to validate this approach by develop-
ing a legal search system that their employees could use to assess its effectiveness. However,
imposed restrictions on their use of private data resulted in significant challenges. For in-
stance, the use of cloud services for temporary data storage was prohibited, particularly
for non-EU-based services, due to security concerns. Furthermore, data access or storage
by third parties, including the University of Twente, required a data processing agreement,
even when the data was only stored temporarily for access by training hardware.

On-site training of the model was also not feasible due to the lack of available hardware
or insufficient funding to hire needed hardware. Given these constraints and the limited
timeframe, this option was set aside, leaving a potential gap for future research.

4.1.3 Legal Topic Identification

A classification task is often used to test the performance of BERT models [2, 23, 21, 33,
36, 41]. For all the discussed domain-specific legal BERT models of Section 2.3.1, only
jurBERT (Romanian) was tested on a different task: judgement prediction [78]. The task
that was used as a validation experiment is legal topic classification. A task performed by
Chalkidis et al. [23, 21] to evaluate the performance of legalBERT [21] and multilingual
domain-specific legal BERT models [23]. The task is further explained in the next section.
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4.2 Experimental Setup

4.2.1 Validation Data

For the evaluation phase of our research, we used the MULTI-EURLEX dataset of Chalkidis
et al. [23], a multi-lingual dataset for topic classification of legal documents. The dataset
comprises 65.000 laws of the EU in 23 official EU languages, as EU laws are published in all
official EU languages, except Irish and including English [20, 23]. Irish is not included as it
was not made available by the EU at the moment of data gathering due to resource-related
reasons [23]. English remains an official and working language of EU institutions, even
though only 1% of EU citizens are native English speakers after the United Kingdom left
the EU in 2020 [39].

Each law has been annotated with EuroVoc concepts (labels). EuroVoc is a multi-
lingual, multidisciplinary thesaurus covering the activities of the EU, containing terms in
the 24 EU languages [94]. These concepts are assigned by the Publications Office of the
European Union (OP). EuroVoc has eight levels of concepts, where every document is
assigned one or more labels. The original documents have been assigned with a label of
levels 3 to 8. Chalkidis et al. [23] created three alternative sets of labels per document by
replacing each assigned concept by its ancestor from level 1, 2, or 3, respectively.

The dataset has not undergone an extensive cleaning process. The text of all articles
has been left in its original form without any preprocessing. However, all documents in 22
non-Dutch languages were removed, resulting in 65,000 documents. These documents were
divided by Chalkidis et al. [23] into training, test, and validation sets of 55.000, 5.000, and
5.000 documents, respectively.

Our classification task focused only on the ten most frequent labels from the Level 1
label set. The Level 1 labels, corresponding descriptions, and frequencies in the Dutch
dataset are provided in Appendix Table A.12. This approach was chosen because test runs
showed significant challenges in predicting less frequent labels due to the highly imbalanced
availability of each label, which severely impacted model performance.

4.2.2 Experiment approach

With the introduction of BERT, Devlin et al. [38] proposed an approach for determining
the most optimal parameters for fine-tuning based on a search within a limited range. The
learning rate, length of training, size of training batch and dropout range are all fixed or
can take one of a few possible ranges [2, 38]. While no particular reason has been given for
this approach, it has been widely replicated in studies with BERT derivatives [2]. In our
experiments, we adhere to the guidelines of Devlin et al. [38]. The strategy is determined
based on these guidelines, hardware limitations and training findings of other legal BERT
derivatives [2, 23, 21, 41, 78].

Our experiment is designed to train, validate, and evaluate a multi-label classifica-
tion model using six pre-trained BERT models: BERTje, mBERT, and RobBERT, along
with their further pre-trained counterparts Recht-BERTje, Recht-mBERT and Recht-
RobBERT, respectively. The text data is tokenized using the ‘BertTokenizer’ for BERTje,
mBERT and their counterparts and ‘RoBERTaTokenizer’ for RobBERT and its counter-
part. The sequence length is set to 512, which is the maximum the models support. The
labels are converted to a multi-hot encoding format to support multi-label classification
with dynamically determined optimal thresholds.

The model was trained and validated for five epochs using binary cross-entropy with
logits as the loss function, a learning rate 2e-5, and the AdamW optimizer to prevent
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overfitting. Additionally, a warmup phase of 5,000 steps was applied during training.
These settings were inspired by the validation task of Douka et al. [41], who evaluated
their models on a multi-class classification task with eight highly imbalanced classes. Their
further pre-trained model demonstrated the best performance with a learning rate of 2e-5.
However, they noted only minor differences across other selected learning rates within the
range of the strategy of Devlin et al. [38, 41].

We used the AdamW optimizer for training to prevent overfitting as all legal BERT
implementations consistently used the AdamW optimizer [2, 21, 41, 78]. We opted for
five training epochs because, during preliminary testing, the loss on the fifth epoch was
nearly identical to that of the fourth. In contrast, a significant improvement was observed
between the third and fourth epochs.

To determine which models are best, we looked at the weighted F1-Score. The F1-
Score is the harmonic mean of the precision and recall rates. Precision is the ratio of true
positives to all positives, which minimizes false positives. At the same time, recall is the
ratio of true positives to all correctly classified messages, which reduces false negatives.
The F1-score balances these metrics to evaluate overall performance.

To improve the metrics for all the models, we implemented threshold optimization.
Instead of relying on a fixed decision threshold, the optimal threshold is dynamically de-
termined for each label using the validation dataset after each epoch. It evaluates a range
of possible thresholds (0.25 to 0.75, with a step of 0.05) and selects the threshold that
maximizes the F1 score for each class. This approach balances precision and recall for all
labels individually, ensuring that the model’s predictions align more closely with expected
values.

The same hardware was used during the training phase of this research for this exper-
iment.

4.3 Experiment Results Analysis

In this experiment, we conducted a multi-label classification task using six different variants
of Dutch BERT models to classify legal topics in EU documents. The primary goal was
to compare the newly developed RechtBERT family of models with their original general
counterparts, assessing whether the further pre-trained models, trained explicitly on legal
data, achieve higher accuracy in classifying topics within EU documents. The results of this
experiment are presented in Table 4.1. This section analyzes the results of the performance
of the RechtBERT models compared to the original models.

BERTje Recht- mBERT Recht- RobBERT Recht-
(Scratch) BERTje (Scratch) mBERT (Scratch) RobBERT

wPrecision 0,8358 0,6022 0,8307 0,6535 0,8514 0,7210
wRecall 0,8502 0,7573 0,8484 0,8463 0,8418 0,8099
microF1 0,8374 0,6780 0,8345 0,6923 0,8403 0,7410
macroF1 0,8089 0,5930 0,8064 0,6625 0,8148 0,6970
weightedF1 0,8404 0,6580 0,8364 0,7167 0,8424 0,7537

Table 4.1: Experiment Results: Precision, Recall and F1-Scores

The results presented in Table 4.1 have been analyzed, leading to several key observa-
tions. Regarding performance metrics, legal topic classification can be effectively performed
using Dutch BERT models. The original RobBERT model stands out as the most suitable
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option for this task, achieving a weighted F1 score of 0,8424, closely followed by the original
BERTje model, with a weighted F1 score of 0,8404.

Additionally, it can be concluded that the original models consistently outperform
their further pre-trained counterparts, collectively called the RechtBERT models. The
difference is most shown between BERTje and Recht-BERTje, with BERTje having a
weighted F1 score of 0,8404 compared to Recht-BERTje’s 0,6580. The domain-specific
fine-tuned models exhibit lower weighted precision scores, indicating that the RechtBERT
models often introduce numerous false positives.

In analyzing model-specific trends, it is clear that the original RobBERT outperforms
both the original mBERT and BERTje models. Among the RechtBERT family, Recht-
RobBERT exhibits the best performance. However, other models excel in weighted recall,
with BERTje outperforming RobBERT and Recht-mBERT, surpassing Recht-RobBERT.

The results also show a notable trade-off between precision and recall in the RechtBERT
models. The models show a decent weighted recall, with Recht-mBERT outperforming the
original RobBERT. However, this recall score was accompanied by a significant drop in
weighted precision. This indicates that the models are lenient in classifying something as
positive, capturing more true positives, and often classifying entries incorrectly.

4.4 Discussion

In this study, we researched the use of AI in legaltech by creating domain-specific Dutch
BERT models for use in the legal domain. We introduced a family of Dutch BERT models
called RechtBERT. These models were created by further pre-training three existing generic
BERT models already trained to understand the Dutch language. The pre-training followed
one of the recommended strategies suggested by Chalkidis et al. to enhance BERT models
before fine-tuning them for specific tasks [21]. The training dataset consisted of Dutch
laws and court rulings.

An experiment was conducted to evaluate the performance of the RechtBERT models
compared to the original model from which they were trained. This experiment involved
a multi-label classification task to classify legal topics within a EU dataset. The results of
this task were analyzed, and the findings are presented in Section 4.3. The RechtBERT
models do not show a higher performance than the original models. This section discusses
the implications of this finding.

The RechtBERT models are created to enhance legaltech by using AI. A conducted
literature review showed that many AI applications are built upon the BERT transformer
architecture introduced by Devlin et al. It is claimed that generic BERT models under-
perform in specific domains, including legal. However, the experiments show that generic
Dutch BERT models do not underperform, showing robustness when applied to complex le-
gal classification tasks. Therefore, it can be debated whether the claim of underperforming
is also valid for the Dutch language.

When discussing why the RechtBERT models underperform in comparison to using
generic BERT models out of the box, we need to look at the design choices made. When
comparing the training of our model to other legal BERT models, which have been dis-
cussed in Section 2.3.1, some design choices have been made different to the original pro-
cedure as suggested by Devlin et al. [38] and the results of designing of other monolingual
legal BERT models.

One design choice that distinguishes RechtBERT from other legal BERT models is its
sequence length. Unlike other models, where the architecture’s capacity often determines
sequence length, RechtBERT’s sequence length is based on the length of two sentences in
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the dataset. A minimum of two consecutive sentences is required for the SOP training
task. As analyzed in Section 3.3, the average sentence length in the dataset led us to set
the training sequence length to 100 tokens. This is substantially shorter than the sequence
lengths typically used by other models, which are often 512 or 256 tokens. However, the
shorter sequence length of training tokens limits the model’s ability to train on broader
contextual information, as fewer words are available for interpretation.

Another important factor to consider is the training data used for RechtBERT. Unlike
other models trained on datasets specifically designed for their respective languages, Recht-
BERT was trained on a combination of court rulings and legal texts. However, the dataset
is imbalanced, with court rulings significantly outnumbering legislative laws. While court
rulings address legal matters, they do not represent formal legal texts. This discrepancy
may affect the model’s understanding of legal language. This imbalance could explain why
RechtBERT may be less suitable or effective for specific legal classification tasks.

The experimental setup may have contributed to the observed differences in perfor-
mance. The evaluation was conducted using a new EU dataset, distinct from the dataset
used for training. While this approach allows for a fairer comparison with general-purpose
models, it could put RechtBERT at a disadvantage. The dataset comprises EU legislative
documents, many of which are translations, and it may have a different formulation style
compared to traditional legal texts.

Additionally, the experiment followed the methodology established by Chalkidis [22],
using a sequence length of 512 tokens. Generic models were trained with this sequence
length, but RechtBERT was not, likely negatively impacting its performance. Furthermore,
RechtBERT aims for comprehensive coverage by including all relevant categories. While
this results in more accurate identification of positive labels, it also leads to a higher rate
of false positives. This trade-off may be beneficial for legal classification tasks, where the
priority is to avoid missing critical information.
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Chapter 5

Conclusion & Future work

This chapter presents the general conclusions of the thesis, starting with discussing the
research questions and their answers in Section 5.1. Subsequently in Section 5.3, we discuss
the limitations of our research and recommendations for future work.

5.1 General Conclusions

This thesis introduces RechtBERT, a set of domain-specific legal BERT models to enhance
legaltech. Three generic Dutch BERT models (BERTje [33], RobBERT [36], mBERT
[38]) are further pre-trained on Dutch legal data. The created models are validated by
performing a multi-label legal topic classification task, whereafter the performance of the
models is compared with their original counterparts. The methodology used for this design
research is the Design Science Research Methodology of Peffers et al. [102]. To develop
RechtBERT, we answered six research questions, whereafter the main research problem
can be answered. These questions are listed and discussed in this section.

RQ1: What is the current state of research on the use of AI in legaltech?

A SLR has been conducted to gain a deep understanding of the use of AI in the legal
domain. In total, 94 papers were found and analysed. The research shows a growing interest
in the use of AI in legaltech. Five distinct categories were identified: publication trends,
legal domains, AI applications, AI technologies and benefits, challenges and limitations.

The SLR provides valuable insights into the application of AI in legaltech, offering a
strong foundation for future research in this domain. Beyond establishing a background,
several key findings shaped the direction of our study.

Analysis of identified AI technologies revealed a clear trend in NLP, with the BERT
language model standing out as the most widely used model. It appears in various deriva-
tions, each adapted to specific purposes within the legaltech domain. Moreover, the review
highlighted significant potential for AI applications in areas such as legal search and eDis-
covery, document generation and contract analysis.

Regarding the legal domains explored, many studies offered a general perspective on the
legal field, not specifying specialization in a particular domain. However, most papers focus
on a single domain, concentrating on lawyers and law firms. These findings collectively
formed the basis of our research trajectory.

All findings from the SLR are relevant to answering RQ1 and are detailed in Section
2.1.
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RQ2: Which AI integration opportunities address the challenges faced by legal
professionals?

Experts have gathered input to adapt theoretical findings from the SLR to real-world
applications and legal professionals from a major Dutch law firm have been interviewed.
All insights have been summarized by topics and are represented in Table 2.1, which is
discussed in Section 2.2.

The table shows lawyers identifying that many documents they create have overlap.
However, not all departments use standardized models, as some do not invest in making
these models, while others are reluctant to share their models with colleagues, leaving an
opportunity for AI-powered document generation.

Lawyers recognize the value of published data and can effectively find needed informa-
tion. However, search capability is insufficient when searching through the firm’s private
data, leaving an opportunity for AI-powered legal search.

RQ3: What insights from existing BERT-based models can guide the design
and training of RechtBERT for optimal performance in legal NLP tasks?

The SLR identified the BERT language model and its derivatives as the most widely
used models in legal technology. Section 2.3 further discusses BERT models, providing
elaboration and comparisons of domain-specific legal BERT models alongside generic Dutch
BERT models. The results of this analysis form the foundation for our design choices in
developing the RechtBERT model, including the training techniques and parameters used,
answering RQ3.

Chalkidis et al. [21] outlined three strategies for using BERT in NLP tasks within
the legal domain: (a) using BERT as-is, (b) further pre-training BERT on domain-specific
corpora, and (c) pre-training BERT from scratch using domain-specific corpora. Four
domain-specific legal BERT models have been identified: Legal-BERT for English [21],
JuriBERT for French [41], jurBERT for Romanian [78], and AraLegalBERT for Arabic [2].
Both strategies (b) and (c) for English and Arabic demonstrate significant performance
improvements. However, for French and Romanian, the performance gains are less pro-
nounced. The Romanian model improves slightly, whereas further pre-training for French
does not outperform the original French CamemBERT implementation.

Three generic Dutch BERT models are reviewed: BERTje, RobBERT, and mBERT.
Among these, BERTje and RobBERT are entirely monolingual models designed explicitly
for Dutch. At the same time, mBERT is a multilingual model capable of understanding
Dutch. The models differ in their training objectives: RobBERT is trained solely with the
MLM technique, whereas mBERT employs both MLM and NSP, and BERTje uses SOP,
a successor to NSP.

Besides, the training strategies for all identified models have been listed and used to
determine the training strategy for the RechtBERT models.

RQ4: How can the identified characteristics of BERT models guide the devel-
opment of a legal Dutch BERT model for NLP tasks?

In Chapter 3, the modelling process for the Dutch legal BERT models RechtBERT is
described. Two datasets were used for training: legislative texts from the "Basiswettenbe-
stand" dataset provided by KOOP and court rulings from Rechtspraak.nl. After cleaning,
the combined dataset comprised 43.947.851 sentences. An analysis of sentence length was
conducted to determine the optimal sequence length for training.
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The chapter also discusses the training techniques employed, elaborating on MLM and
SOP. Training parameters were chosen based on insights from other legal BERT mod-
els. The training results are analyzed, focusing on the cross-entropy loss, which revealed
three anomalies: a sharp drop in loss shortly after training initiation, an additional loss
spike when restarting training at the beginning of the unshuffled dataset, and a stable
loss trajectory for the SOP technique. Since all models show the same anomalies, it is
concluded that these issues came from the training configuration or dataset used rather
than architectural differences between the models.

RQ5: What NLP applications can be used to validate the performance of
domain-specific legal Dutch BERT models?

Based on the findings from RQ1 and RQ2, two potential validation tasks were iden-
tified: contract analysis & document generation and legal search. However, these tasks
could not be executed during this research. Document generation was deemed unfeasible
due to a lack of sufficient data. Publicly available data, particularly contracts, is minimal,
and user agreements often prohibit the automated processing of published documents. Ad-
ditionally, the dataset from a single large law firm was insufficient to develop a document
generation application tailored exclusively for that firm. Legal search on private data was
also deemed not feasible due to hardware and data processing limitations.

It was found that other researchers often use classification tasks to validate BERT
models. Therefore, we conducted a legal topic classification task on a mult-label dataset
by Chalkidis et al. [23]. This dataset contains 65.000 legal documents of the EU. Section
4.1 elaborates the discussion on different validation tasks.

RQ6: How does the domain-specific legal Dutch BERT model’s performance
compare to that of generic Dutch BERT models on previously selected tasks?

All our developed models underperform compared to their original counterparts. Sec-
ond, the original Dutch BERT models demonstrate strong performance on this legal classifi-
cation task. Thirdly, the RechtBERT models have low weighted precision scores, indicating
that the models frequently misclassify texts as belonging to certain legal topics when they
do not.

Main research problem: How to design a domain-specific legal Dutch
BERT model that outperforms generic Dutch BERT models so that legal pro-
fessionals can perform tasks more efficiently in the advancement of legaltech
through NLP applications?

Unfortunately, we were unable to design a model that outperformed existing ones.
Developing such a model is challenging due to several limitations, including the availabil-
ity of data and adequate hardware resources for training. Additionally, the impressive
performance of existing general Dutch BERT models is worth noting.

The results from the validation phase suggest that legal Dutch language may not be as
distinct from general Dutch as initially assumed. Given the high performance of general
models, the linguistic differences between the two appear to have less impact than expected.

These findings align with the results of jurBERT [78], where the specialized legal model
showed minimal improvement over the generic language model. In the case of JuriBERT
[41], further pre-training of the BERT model even resulted in worse performance for some
tasks compared to the generic model. However, the JuriBERT model trained from scratch
demonstrated better performance, raising whether similar improvements could be achieved
if RechtBERT were trained from scratch using the same dataset, leaving an opportunity
for future work.
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5.2 Research Contribution

Contribution to science This research contributes to science by addressing a gap in
the literature on the development and use of domain-specific legal Dutch BERT models.
No legal Dutch BERT model has been found in the literature. This study fills that gap
by introducing RechtBERT, a family of Dutch legal BERT models further pre-trained on
existing general Dutch BERT models.

Furthermore, this study compares general monolingual BERT models with domain-
specific BERT models in the Dutch language, contributing to the question of whether
generic BERT models underperform in comparison to domain-specific models.

Besides, the literature review conducted in Section 2.1 of this research shows a grow-
ing interest in the use of AI in legaltech. The findings of this research can serve as a
foundational source for future investigations into the use of AI within the legal domain.

Contribution to practice This research explores several applications for legal BERT
models, which can be used for contract generation and document analysis. It shows that a
significant dataset is needed to fit the model, which is difficult to gather, even for large law
firms. Furthermore, these models can be used for legal searches, but this implementation
has limitations.

Legal BERT models such as RechtBERT have significant potential when the limitations
in this research are lifted. The literature review reveals numerous applications for AI in
legaltech. Some of these implementations have been further examined in this research, but
more applications are possible. The RechtBERT models can be utilised to achieve these
implementations, thereby increasing efficiency in the legal workflow.

5.3 Limitations & Future Work

Limitations This research has several limitations. As discussed earlier in the paper,
finding suitable legal data published in Dutch was challenging. We identified and used three
data sources, all made available from the public domain. Some potential applications of AI
could not be developed due to the lack of valuable training data. Additionally, although
our dataset for developing the RechtBERT models was sufficiently large, it lacked variety in
the types of texts and sources. Gathering other datasets, possibly from private or published
domains, could enhance the performance of the models.

The limitation on available data also affected the tasks that could be used to validate
the RechtBERT models. Within the scope of this research, we could not explore whether
BERT models can be used for document generation and contract analysis. Moreover, the
options for legal search were limited due to hardware and security constraints. Future
research could explore these applications.

Hardware limitations influenced some design choices. Initially, the tokenization process
did not fit in the memory of the GPU, which led to a reduction in sequence length. This
was adjusted to align with the average sentence length, ensuring that only two sentences
were used per training instance. The sequence length is typically fixed, with sentences
being filled or truncated with tokens. This alternative approach may have significantly
impacted the model’s performance.

Another limitation is that the design cycle was completed only once, without the it-
erative process that typically allows for improvements to the artefact, in this case, the
RechtBERT models. We did not modify the training strategy after the validation results
became clear. Since training a model like RechtBERT can take up to five full days, it was
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not feasible to iterate this process frequently. Therefore, it would be beneficial to assess
whether modifying the training strategies could yield better results for the RechtBERT
models.

Future Work Future work could focus on refining the RechtBERT models by optimiz-
ing training parameters and experimenting with varying sequence lengths of tokens to
enhance their performance further. Additionally, retraining the models with a more bal-
anced dataset by incorporating a more significant proportion of actual legal texts, such as
statutes and case law, could improve the models’ contextual understanding.

Another promising direction for future research is developing a new RechtBERT model
trained entirely from scratch. Chalkidis et al. [21] outlined three approaches to adapting
BERT for the legal domain. While our research explored two of these approaches, namely
using BERT out of the box and further pretraining existing BERT models on domain-
specific corpora, the results showed that the first approach had better performance. In-
vestigating the third option, which involves building a domain-specific BERT model from
scratch, would significantly increase the contribution to science.

Lastly, efforts could focus on implementing RechtBERT in real-world legal practices.
While this research did not gather sufficient data to explore direct applications within
law firms or other legal environments, future studies could fill this gap by obtaining rele-
vant datasets and testing RechtBERT in practical scenarios. Such implementations would
validate the model’s effectiveness in real-world settings and increase its contribution to
practice.
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Appendix A

Appendices

A.1 Background

A.1.1 Retrieved literature in SLR

Library Total English Article or conference
Scopus 275 251 179

Web of Science 86 72 67
ScienceDirect* 9 9 8

ACM 6 6 6
IEEE Xplore 3 3 3

JSTOR 1 1 1
LegalIntelligence 0 0 0

Total 380 342 264

Table A.1: Retrieved Literature per Database
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A.1.2 Legaltech

Legal technology describes all applications of innovative technologies in the legal world.
These technologies traditionally carry out tasks by lawyers and other legal professionals[107].
The goal of legaltech is to use technical solutions to improve the provision of legal services.
These solutions aim to enhance efficiency, productivity, cost-effectiveness, and overall client
outcomes [107].

The use of technology in the legal sector is not new. Historically, legal services were
delivered very differently. Before the start of the computer era, lawyers were dependent
on their ability to acquire and consolidate knowledge [4]. This changed in 1976, when
Westlaw and Lexis introduced a computer-assisted tool to perform legal research, marking
a significant shift in the use of legaltech. Lawyers could search through legal materials
using a terminal and, later, a personal computer. Keyword searches enabled lawyers to
access relevant information in extensive libraries rapidly [4].

Another significant shift within the legal profession was made when many materials
were digitalized. As society continued its digital transformation, legal businesses also
needed to evolve. Numerous law firms have made substantial investments in legaltech
solutions to address increasing digitalisation in the legal field. Digitalization had a trans-
formative impact on the organization of legal work [19]. More work is done digitally to get
or maintain a competitive advantage towards other law firms [17].

In recent years, concerns about potential disruption in the legal services market, mainly
due to the rise of artificial intelligence, have been raised [79]. In 2014, experts predicted
that artificial intelligence would eventually surpass many lawyers in providing legal services,
with lawyers remaining essential only in highly specialized areas of law, court appearances,
or service contexts where human relationships are central to quality [79]. However, these
claims, sometimes considered sensationalist, are substantially inaccurate. Recent research
in 2022 by [18] suggests that, particularly among large firms, there is little intention to use
new technologies to disrupt legal practice. Instead, firms are increasing their investments
in new technologies to support and enhance their services rather than disrupting them.

A.1.3 Machine Learning

Supervised learning Supervised learning is an algorithm that trains the model based
on a labelled dataset. The input is associated with the corresponding output or target.
Experts manually label a subset of the learning data, and the algorithm tries to predict
the most probable output for the unlabelled data. Supervised learning is often used for
classification and regression.

Unsupervised learning Unsupervised learning is an algorithm that trains a model
based on an unlabelled dataset. The model must discover patterns and structures in the
data without explicit guidance, making it often less effective than supervised learning.
However, it is frequently used for clustering data and association.

Reinforced learning Reinforced learning is an algorithm involving an agent that learns
to make decisions by interacting with an environment. The model learns when users are
interacting with the model. Due to this interaction, agents receive feedback through re-
wards or penalties. Reinforcement learning is often used for game-playing AI and robotics.
Examples of reinforcement learning algorithms include AlphaZero and Q-learning.
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Deep learning Deep learning is a subbranch of machine learning. A deep learning
algorithm involves training a neural network with multiple hidden layers [96]. A deep
learning algorithm “learns” gradually to understand and make decisions independently. It
aims to mimic the way a human brain processes. It learns from information by using
interconnected layers of nodes, called neurons or units, to identify patterns and features
within complex datasets [26]. Deep neural networks have been demonstrated to outperform
other machine learning algorithms [63]. They are often applied to fields like computer
vision, automatic speech recognition and natural language processing [96].
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A.1.4 Papers on Legal Domain

Legal Domain Papers
Not specified [2], [8], [21], [22], [25], [28], [32], [34], [35], [44], [52], [55], [56],

[58], [60], [69], [70], [71], [75], [86], [89], [91], [95], [98], [99],
[105], [111], [113], [117], [118], [120], [123], [127], [129]

Lawyers & Law firms [1], [3], [4], [5], [6], [7], [9], [11], [12], [15], [16], [29], [30], [31],
[35], [40], [42], [45], [46], [48], [51], [54], [57], [64], [65], [73], [80],
[81], [87], [93], [97], [101], [104], [106], [109], [110], [114], [115],
[119], [122], [126], [128]

Justice & Court [1], [10], [24], [29], [47], [50], [73], [87], [89], [93], [108], [112],
[114], [115], [121]

Clients [10], [14], [47], [67], [90], [115]
Government & Law makers [1], [73], [82], [83], [103], [116]
Others [93]

Table A.2: Legal Domains in Research Papers
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A.1.5 Papers on AI Applications

AI Application Papers
Litigation & Prediction
analysis

[3], [4], [5], [6], [7], [10], [11], [12], [15], [16], [22], [34], [35], [42],
[44], [46], [48], [54], [57], [73], [82], [86], [87], [90], [91], [93], [97],
[101], [104], [109], [111], [113], [114], [115], [122]

eDiscovery [4], [2], [5], [6], [10], [11], [14], [15], [16], [22], [24], [25], [28], [29],
[30], [31], [35], [48], [52], [53], [54], [58], [60], [71], [83], [89], [91],
[93], [95], [97], [111], [117], [119], [120], [123], [127], [128], [129]

Legal search [1], [4], [5], [6], [7], [11], [12], [15], [16], [21], [24], [25], [28], [29],
[30], [48], [51], [53], [60], [91], [95], [97], [98], [111], [114], [115],
[119], [123], [128]

Document generation [3], [4], [11], [12], [16], [24], [30], [45], [50], [52], [56], [60], [65],
[67], [89], [91], [98], [108], [111], [113], [114], [115]

Contract analysis [1], [5], [6], [7], [11], [12], [15], [24], [30], [45], [48], [54], [60], [86],
[95]

Due diligence reviews [5], [6], [7], [11], [15], [24], [40], [113], [114]
Dispute resolution [5], [6], [34], [90], [97], [121]
Not specified [32], [55], [70], [103], [116]
Others [6], [7], [8], [10], [12], [42], [54], [69], [80], [82], [83], [87], [90],

[92], [93], [104], [110], [126]

Table A.3: AI Applications in Research Papers
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A.1.6 Papers on ML technologies

Supervised algorithm Descriptive papers Non-Descriptive papers
Support Vector Machines (SVM) [32], [44], [113] [2], [22], [28], [53], [58], [83],

[90], [97]
Logistic Regression (LR) [32], [44], [113] [28], [58], [83]
Decision Trees (DT) [32], [44], [113] [58], [83]
Random Forest (RF) [32], [44], [113] [28], [58], [83]
K-Nearest Neighbors (KNN) [32], [44], [28], [83]
Naive Bayes (NB) [32], [44], [113] [14], [16], [28], [83], [122]
Gradient Boosting (GB) [44] [83]
Conditional Random Fields (CRF) [71], [89]
General [5], [6], [35], [54] [52], [55]
Other [32], [44]

Table A.4: Supervised Machine Learning Algorithms present in Research Papers
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Unsupervised algorithm Descriptive papers Non-Descriptive papers
k-means [32]
Latent Dirichlet Allocation (LDA) [44], [112] [65], [101]
Latent Semantic Indexing (LSI) [65]
Correlated Topic Model (CTM) [120]
Global Vectors for Word Represen-
tation (GloVe)

[44]

Other [32]

Table A.5: Unsupervised Machine Learning Algorithms present in Research Pa-
pers
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Deep Learning algorithm Descriptive papers Non-Descriptive papers
Artificial Neural Network (ANN) [44] [42]
Convolutional Neural Network
(CNN)

[44], [112] [58], [101], [119]

Recurrent Neural Network (RNN) [44] [57], [101], [123]
Capsule Networks (CapsNet) [101]
Gated Recurrent Unit (GRU) [44] [57]
Multilayer Perceptron (MLP) [44] [119]
Long Short-Term Memory (LSTM) [44], [112] [57]
Bidirectional Long Short-Term
Memory (BiLSTM)

[44] [71], [89], [123]

Markov Logic Network (MLN) [44]
General [48], [104], [113] [40]

Table A.6: Deep Learning Algorithms present in Research Papers
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A.1.7 Papers on NLP technologies

Technique Descriptive papers Non-Descriptive papers
BERT [44], [112] [2], [21], [22], [31], [57], [90],

[120], [123], [129]
GPT [22]
Transformer encoder [57]
YARGY [56]

Table A.7: Families of Large Language Models identified in Literature
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Technique Descriptive papers Non-Descriptive papers
BERT [44], [112] [2], [21], [22], [31], [57], [90],

[120], [123], [129]
AraLegal-BERT [2]
AraBERTv2-Large [2]
ARBERT [2]
BART [22]
BERTopic [120]
BERTimbau [120]
BERTikal [120]
BigBird [22]
BiMPM [123]
CamemBERT [44]
CaseLaw-BERT [22]
DeBERTa [22]
DistilBERT [57]
FlauBERT [44]
ftBERT [44]
LegalBERT [44] [21], [22]
LegalBERT-SMALL [21]
Longformer [22]
mBERT [2]
MiniLM [31]
ooBERT [44]
RoBERT [44]
RoBERTa [22], [31]
XLM-RoBERTa [90]
Sentence-BERT [57]

Table A.8: Types of BERT identified in Literature
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A.2 Interview Guideline

A.2.1 Structure

Topic The use of artificial intelligence within legal technology

Purpose

1. To gain insight into work processes (what do people do in a day?) and therein
potential AI applications.

2. Gain insight into which repetitive tasks are performed and which of these require
labour power

A.2.2 Introduction

Introducing

• Thanks for the time made available

• Introduction

• Explaining why this interview is being conducted (Purpose of study)

• The place of this interview in the study

Practical information

• Voluntary, anonymous and non-binding

• Asking if interview can be recorded

A.2.3 Questions

• Daily Work and Potential AI Applications:

1. Can you tell us about your daily work and the nature of the tasks you perform?

2. Do you see any areas within your work where AI could be valuable? If so, which
specific tasks or processes?

• Repetitive Work Processes and Labour-intensive Tasks:

1. Are there any work processes that you experience as repetitive or involve a lot
of labour hours?

2. Could you give specific examples of such tasks or processes?

• Bottlenecks and Inefficiencies in Work Area:

1. Do you have any general insights about possible bottlenecks or inefficiencies
within your work area?

2. Are there any specific challenges that you think AI solutions could help with?

• Document Use and Automation Capabilities:
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1. What types of documents do you use in your work and to what extent are they
proprietary or publicly accessible?

2. Do you see opportunities for automation or use of AI in managing, analysing,
or processing these documents?

• Personal Vision on AI within [Company]:

1. What is your personal vision for the use of AI within our organisation?

2. Do you see any specific areas where AI can contribute to our growth or effi-
ciency?

• Personal experience with AI tools

1. Have you personally used AI tools before, like ChatGPT or DeepL?

A.2.4 Closing

• Thanks participants for participation

• Stop recording
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A.3 Interview results

All four respondents work as fee-earners in a law firm. Their daily tasks include advising
clients on the law, drawing up contracts, documents, and notary acts. For example, Lawyer
3 advises and informs companies on employment law related to court filings, the Dutch
Employee Insurance Administration Agency (UWV), or reorganizations. Lawyer 2 often
drafts and translates documents into English or German.

Their daily work involves repetitive and labor-intensive work. According to Lawyer 1,
most drafted documents or contracts are about 10% to 15% unique, with the rest being
similar to other documents. Lawyer 3 supports this claim, adding that large parts of legal
documents are the same, with subtle differences based on the document’s purpose and
which party has drafted it. Lawyer 3 claims that for every use case, there is a model or an
example document to use. Lawyer 4 believes that work is not repetitive, but acknowledges
that drafted documents have much overlap, and his department heavily relies on automated
models, while the other lawyers’ departments do not. The other lawyers all mentioned that
their departments do not have automated models in the system. Lawyer 1 mentioned that
templates and automated models are not developed for his department as this development
takes time, and people do not invest this time to create proper models. Lawyer 3 said that
everyone uses his own created templates and guidelines, as everyone has his own style.
Lawyer 2 feels that colleagues are hesitant to share their templates from a competitive
point of view.

Much value is connected to blogs and published documents of experienced colleagues,
according to Lawyer 1. The firm has licenses for these articles and can access them through
LegalIntelligence. According to Lawyer 2, LegalIntelligence is used for information, but
its searching algorithms and interface only sometimes give precisely the results you want.
Lawyer 3 mentioned that he is looking for court rulings on Google and then searches
them in LegalIntelligence. This lawyer participated in a test with an AI-powered search
for a publisher. He mentioned that this software provided a decision tree to see how the
algorithm came to its answer. You usually have many results but cannot find what you
are looking for. According to Lawyer 2, searching the firm’s legal files is even harder since
the IT solution does not allow a thorough search through documents, only the document
filename and subject title of e-mails. Lawyer 4 supports this claim, calling the search
method inefficient and time-consuming.

The firm also often works on translating legal documents for clients. Often, more
and more clients are international, and German customers are not uncommon. Therefore,
translating is repetitive, and the interviewed lawyers think AI tools can support this.
Lawyer 2 mentioned that translating documents is often done without premium translating
tools since the firm needs licenses for these tools. DeepL is a tool often used by many
employees, according to Lawyer 2. Lawyer 4 mentioned that he uses ChatGPT to translate
large documents. He finds the benefit of this system is that he can ask to use terms
consistently. DeepL is also tried but uses many synonyms, which he finds not preferable
for legal documents. Lawyer 2 mentioned that it is hard to charge for translations due
to the upcoming translation tools. How do you charge for things? Do you charge per
translation or hour?

When looking at the lawyers’ experience and personal vision of AI, it can be noted
that only some have the same vision of AI. Lawyer 1 mentioned that he did not try AI
himself but does not understand why everyone is so hyped about the evolution of AI.
Lawyer 3 thinks the innovation is not going fast enough and believes the firm should take
action immediately. Lawyer 2 mentioned that the firm is reserved to use new IT. Previous
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IT project implementations did not always go well, and there are considerable privacy
concerns regarding the use of AI tools. Lawyer 1 confirms the privacy statement of Lawyer
2. Lawyer 3 mentions that when AI is implemented, it should start small with a few
lawyers since he believes that it first needs to be proved on a small scale. It will only work
when other employees are convinced of its needs and values, which will take time.
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A.4 Loss Results training models

A.4.1 BERTje

Table A.9: Cross-Entropy Loss BERTje

STEP MLM SOP TOTAL
0 11,1670 0,7027 11,8697

31250 0,7043 0,6934 1,3977
62500 0,9855 0,6932 1,6787
93750 1,2833 0,6932 1,9765

125000 1,3610 0,6932 2,0542
156250 1,5306 0,6931 2,2237
187500 1,3801 0,6931 2,0732
218750 1,2326 0,6931 1,9257
250000 1,2021 0,6931 1,8952
281250 1,1996 0,6931 1,8927
312500 1,1881 0,6931 1,8812
343750 1,1874 0,6931 1,8805
375000 1,1799 0,6931 1,8730
406250 1,1731 0,6931 1,8662
437500 1,1704 0,6931 1,8635
468750 1,1729 0,6931 1,8660
500000 1,1682 0,6931 1,8613
531250 1,1540 0,6931 1,8471
562500 1,1518 0,6931 1,8449
593750 1,1551 0,6931 1,8482
625000 1,1519 0,6931 1,8450
656250 1,1549 0,6931 1,8480
687500 1,1505 0,6931 1,8436
718750 1,1482 0,6931 1,8413
750000 1,1445 0,6931 1,8376
781250 1,1278 0,6931 1,8209
812500 1,1251 0,6931 1,8182
843750 1,1365 0,6931 1,8296
875000 1,1318 0,6931 1,8249
906250 1,1198 0,6931 1,8129
937500 1,1181 0,6931 1,8112
968750 1,1157 0,6931 1,8088

1000000 1,1132 0,6931 1,8063
1031250 1,1255 0,6931 1,8186
1062500 1,1206 0,6931 1,8137
1093750 1,1190 0,6931 1,8121
1125000 1,1157 0,6931 1,8088
1156250 1,1025 0,6931 1,7956
1187500 1,1010 0,6931 1,7941
1218750 1,1003 0,6931 1,7934
1250000 1,0974 0,6931 1,7905

Continued on next page
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Table A.9: Cross-Entropy Loss BERTje (continued)

STEP MLM SOP TOTAL
1281250 1,0936 0,6931 1,7867
1312500 1,0912 0,6931 1,7843
1343750 1,1255 0,6931 1,8186
1375000 1,1186 0,6931 1,8117
1406250 1,0798 0,6931 1,7729
1412691 1,0767 0,6931 1,7698
1443941 1,1626 0,6931 1,8557
1475191 1,0884 0,6931 1,7815
1506441 1,1832 0,6931 1,8763
1537691 1,1375 0,6931 1,8306
1568941 1,2738 0,6931 1,9669
1600191 1,2077 0,6931 1,9008
1631441 1,1539 0,6931 1,8470
1662691 1,1524 0,6931 1,8455
1693941 1,1611 0,6931 1,8542
1725191 1,1568 0,6931 1,8499
1756441 1,1587 0,6931 1,8518
1787691 1,1553 0,6931 1,8484
1818941 1,1503 0,6931 1,8434
1850191 1,1489 0,6931 1,8420
1881441 1,1517 0,6931 1,8448
1912691 1,1486 0,6931 1,8417
1943941 1,1355 0,6931 1,8286
1975191 1,1343 0,6931 1,8274
2006441 1,1374 0,6931 1,8305
2037691 1,1348 0,6931 1,8279
2068941 1,1389 0,6931 1,8320
2100191 1,1354 0,6931 1,8285
2131441 1,1339 0,6931 1,8270
2162691 1,1309 0,6931 1,8240
2193941 1,1153 0,6931 1,8084
2225191 1,1131 0,6931 1,8062
2256441 1,1138 0,6931 1,8069
2287691 1,1115 0,6931 1,8046
2318941 1,1247 0,6931 1,8178
2350191 1,1205 0,6931 1,8136
2381441 1,1090 0,6931 1,8021
2412691 1,1075 0,6931 1,8006
2443941 1,1055 0,6931 1,7986
2475191 1,1034 0,6931 1,7965
2506441 1,1160 0,6931 1,8091
2537691 1,1113 0,6931 1,8044
2568941 1,1099 0,6931 1,8030
2600191 1,1068 0,6931 1,7999
2631441 1,0939 0,6931 1,7870

Continued on next page

63



Table A.9: Cross-Entropy Loss BERTje (continued)

STEP MLM SOP TOTAL
2662691 1,0921 0,6931 1,7852
2693941 1,0879 0,6931 1,7810

A.4.2 mBERT

Table A.10: Cross-Entropy Loss mBERT

STEP MLM SOP TOTAL
0 10,595 0,7027 11,2977

31250 0,7941 0,6934 1,4875
62500 0,7889 0,6932 1,4821
93750 0,9122 0,6932 1,6054

125000 0,9142 0,6932 1,6074
156250 1,0045 0,6931 1,6976
187500 0,9630 0,6931 1,6561
218750 0,9178 0,6931 1,6109
250000 0,9101 0,6931 1,6032
281250 0,9215 0,6931 1,6146
312500 0,9148 0,6931 1,6079
343750 0,9142 0,6931 1,6073
375000 0,9093 0,6931 1,6024
406250 0,9090 0,6931 1,6021
437500 0,9048 0,6931 1,5979
468750 0,9125 0,6931 1,6056
500000 0,9075 0,6931 1,6006
531250 0,8959 0,6931 1,5890
562500 0,8928 0,6931 1,5859
593750 0,8948 0,6931 1,5879
625000 0,8912 0,6931 1,5843
656250 0,8983 0,6931 1,5914
687500 0,8935 0,6931 1,5866
718750 0,8926 0,6931 1,5857
750000 0,8889 0,6931 1,5820
781250 0,8758 0,6931 1,5689
812500 0,8727 0,6931 1,5658
843750 0,8735 0,6931 1,5666
875000 0,8695 0,6931 1,5626
906250 0,8828 0,6931 1,5759
937500 0,8782 0,6931 1,5713
968750 0,8701 0,6931 1,5632

1000000 0,8679 0,6931 1,5610
1031250 0,8659 0,6931 1,5590
1062500 0,8628 0,6931 1,5559
1093750 0,8757 0,6931 1,5688
1125000 0,8702 0,6931 1,5633

Continued on next page
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Table A.10: Cross-Entropy Loss mBERT (continued)

STEP MLM SOP TOTAL
1156250 0,8815 0,6931 1,5746
1187500 0,8769 0,6931 1,5700
1218750 0,8535 0,6931 1,5466
1250000 0,8504 0,6931 1,5435
1281250 0,8537 0,6931 1,5468
1312500 0,8509 0,6931 1,5440
1343750 0,8492 0,6931 1,5423
1350191 0,8463 0,6931 1,5394
1381441 0,7941 0,6931 1,4872
1412691 0,7890 0,6931 1,4821
1443941 0,9125 0,6931 1,6056
1475191 0,9144 0,6931 1,6075
1506441 1,0043 0,6931 1,6974
1537691 0,9629 0,6931 1,6560
1568941 0,9177 0,6931 1,6108
1600191 0,9101 0,6931 1,6032
1631441 0,9211 0,6931 1,6142
1662691 0,9140 0,6931 1,6071
1693941 0,9219 0,6931 1,6150
1725191 0,9083 0,6931 1,6014
1756441 0,9088 0,6931 1,6019
1787691 0,9049 0,6931 1,5980
1818941 0,9123 0,6931 1,6054
1850191 0,9078 0,6931 1,6009
1881441 0,8960 0,6931 1,5891
1912691 0,8930 0,6931 1,5861
1943941 0,8948 0,6931 1,5879
1975191 0,8912 0,6931 1,5843
2006441 0,8983 0,6931 1,5914
2037691 0,8933 0,6931 1,5864
2068941 0,8925 0,6931 1,5856
2100191 0,8889 0,6931 1,5820
2131441 0,8750 0,6931 1,5681
2162691 0,8719 0,6931 1,5650
2193941 0,8728 0,6931 1,5659
2225191 0,8684 0,6931 1,5615
2256441 0,8820 0,6931 1,5751
2287691 0,8744 0,6931 1,5675
2318941 0,8696 0,6931 1,5627
2350191 0,8672 0,6931 1,5603
2381441 0,8657 0,6931 1,5588
2412691 0,8624 0,6931 1,5555
2443941 0,8753 0,6931 1,5684
2475191 0,8699 0,6931 1,5630
2506441 0,8813 0,6931 1,5744

Continued on next page
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Table A.10: Cross-Entropy Loss mBERT (continued)

STEP MLM SOP TOTAL
2537691 0,8765 0,6931 1,5696
2568941 0,8531 0,6931 1,5462
2600191 0,8502 0,6931 1,5433
2631441 0,8535 0,6931 1,5466
2662691 0,8507 0,6931 1,5438
2693941 0,8488 0,6931 1,5419
2725191 0,8461 0,6931 1,5392
2756441 0,8401 0,6931 1,5332
2762882 0,8344 0,6931 1,5275
2794132 0,8303 0,6931 1,5234
2825382 0,8326 0,6931 1,5257

A.4.3 RobBERT

Table A.11: Cross-Entropy Loss RobBERT

STEP MLM
0 12,6422

31250 1,43
62500 2,2659
93750 2,1911
125000 1,8776
156250 1,851
187500 1,6049
218750 1,4242
250000 1,3854
281250 1,3902
312500 1,3827
343750 1,3813
375000 1,3752
406250 1,3678
437500 1,3645
468750 1,3702
500000 1,3667
531250 1,3488
562500 1,3477
593750 1,3486
625000 1,3457
656250 1,3522
687500 1,3488
718750 1,3467
750000 1,3441
781250 1,3217
812500 1,3195
Continued on next page
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Table A.11: Cross-Entropy Loss RobBERT (continued)

STEP MLM
843750 1,3198
875000 1,3171
906250 1,3359
937500 1,3322
968750 1,3159
1000000 1,3147
1031250 1,3117
1062500 1,3097
1093750 1,3266
1125000 1,3213
1156250 1,3249
1187500 1,3222
1218750 1,2962
1250000 1,295
1281250 1,2948
1312500 1,2927
1343750 1,2891
1375000 1,2869
1406250 1,2715
1412691 1,2685
1443941 1,3937
1475191 1,3353
1506441 1,4628
1537691 1,4078
1568941 1,5321
1600191 1,444
1631441 1,3657
1662691 1,3616
1693941 1,3728
1725191 1,3677
1756441 1,3686
1787691 1,3638
1818941 1,3572
1850191 1,355
1881441 1,3603
1912691 1,3572
1943941 1,3397
1975191 1,3389
2006441 1,3403
2037691 1,3374
2068941 1,3436
2100191 1,34
2131441 1,3382
2162691 1,3354
Continued on next page
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Table A.11: Cross-Entropy Loss RobBERT (continued)

STEP MLM
2193941 1,3135
2225191 1,3111
2256441 1,3114
2287691 1,3084
2318941 1,3275
2350191 1,3233
2381441 1,3075
2412691 1,3061
2443941 1,3035
2475191 1,3016
2506441 1,3182
2537691 1,3129
2568941 1,3151
2600191 1,312
2631441 1,288
2662691 1,2869
2693941 1,2867
2725191 1,2846
2756441 1,2813
2787691 1,2794
2818941 1,2638
2825382 1,2608
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A.5 Validation dataset

Eurovoc ID # TRAIN # TEST # EVAL Description (NL)
100142 2151 335 408 politiek
100143 8444 1086 944 internationale betrekkingen
100144 13519 1347 1499 EUROPESE UNIE
100145 2233 531 571 recht
100146 7065 444 478 economie
100147 30222 2769 2690 economie, verkeer en handelsverkeer
100148 8803 974 1211 financiën
100149 6056 774 778 sociale vraagstukken
100150 3640 513 469 opvoeding, onderwijs en communicatie
100151 877 57 65 wetenschappen
100152 5065 394 445 onderneming en concurrentie
100153 1926 164 203 werkgelegenheid en arbeid
100154 3317 600 512 transport
100155 3096 610 515 milieu
100156 19431 1960 2061 landbouw, bosbouw, en visserij
100157 26931 1641 2013 landbouwvoedingsmiddelen
100158 4175 622 578 productie, technologie en onderzoek
100159 1122 185 154 energie
100160 6150 653 568 industrie
100161 22975 2208 2082 geografie
100162 541 102 69 internationale organisaties

Table A.12: Number of EUROVOC IDs and Descriptions for NL monolingual
part of MultiEURLEX dataset
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ID Label Train Count Validation Count Test Count
100143 4 8444 944 1086
100144 6 13519 1499 1347
100146 9 7065 478 444
100147 3 30222 2690 2769
100148 2 8803 1211 974
100149 0 6056 778 774
100156 5 19431 2061 1960
100157 7 26931 2013 1641
100160 1 6150 568 653
100161 8 22975 2082 2208

Table A.13: Label counts in train, validation, and test datasets.
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