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Abstract—Emergency departments (EDs) play a critical role
in the healthcare system but face challenges in patient outcomes
and operational efficiency. The absence of a standardized frame-
work for data quality and key performance indicators (KPIs)
prevents the identification of inefficiencies and benchmarking
of ED performance. Additionally, process mining insights often
lack validation from domain expertise, limiting their practical
applicability to real healthcare settings. This research adopts
the CRISP-DM framework to address these challenges using the
MIMIC-IV ED datasets. The study focuses on improving data
quality using the Observational Medical Outcomes Partnership
(OMOP) Common Data Model (CDM), standardizing KPIs for
performance evaluation and integrating domain expertise to val-
idate process mining insights across developed, underdeveloped
and developing countries. The study follows a structured Extract-
Transform-Load(ETL) process to prepare and standardize ED
data for process mining. Process discovery techniques are applied
to derive KPIs such as rework rate, average processing time,
case resolution rate, and patient throughput. Process discovery
is performed using a power automate tool by Microsoft. Trend
analysis to further explore seasonal impacts, arrival processes,
chief complaints and patient disposition. Domain expertise is
integrated to validate these findings and align them with clinical
practices globally. This study contributes to improving opera-
tional efficiency, optimizing workflows and enhancing patient
outcomes in emergency departments worldwide.

Index Terms—Healthcare, data standardisation, data quality,
domain expertise, MIMIC IV ED dataset, ETL, key performance
indicators, OMOP Common Data Model (CDM), patient out-
comes

I. INTRODUCTION

In the post pandemic world, the healthcare industry has
recognized the importance of optimizing operational efficiency
and improving patient outcomes. Focusing on Emergency
Departments (EDs) that has dynamic and complex processes,
several challenges require attention and improvements. This
has led to potential research and implementation of process
mining techniques in the healthcare industry. EDs are a critical
area where process mining can significantly yield benefits as
they require effective management to ensure patient safety and
satisfaction. The key challenges identified in this research are
data quality and integration, the assessment of performance

metrics and the essential involvement of domain expertise to
ensure processes are accurate, actionable and reliable. High-
quality data and robust performance metrics are critical to
accurately evaluate healthcare processes in emergency depart-
ments [3]. However, process mining in healthcare is funda-
mentally challenged by the nature of data generation within
healthcare system [36]. Data within these systems is often in-
complete, erroneous and fragmented due to varied information
systems for data collection. Patient data is typically distributed
across multiple systems, such as electronic health records
(EHRs), laboratory database, radiology and other specialized
departments, each with its own data format and standards. This
fragementation leads to inconsistencies in the data and affects
the accuracy of process mining analyses. The lack of data
synergies across systems creates further challenges, especially
when synchronizing data across departments to provide a
comprehensive analysis [23].

A critical aspect of process mining in healthcare is un-
derstanding, assessing, and benchmarking of key performance
indicators (KPIs). KPIs directly impacting patient satisfaction
include waiting time, length of stay and resource utilization.
Benchmarking these factors against best practices or other
departments and hospitals. This process benefits from domain
expertise to validate the results, ensuring that the insights
gained are practical and relevant real world context. Validation
from domain experts enhances the credibility of the findings
and supports the implementation of evidence based research.
Expert validation is crucial in data quality and integration
efforts. The involvement of healthcare professionals and ad-
ministrative staff provide invaluable insights into realities of
ED operations [35].

To address these challenges, this study implements the
CRISP-DM (Cross Industry Standard Process for Data Min-
ing) framework, providing a structured approach to process
mining in healthcare. Key phases of the framework such
as business understanding, data understanding, data prepa-
ration, modeling, and evaluation are applied using MIMIC
IV ED dataset. This dataset contains de-identified health
records of ED patients. The dataset undergoes through Extract-



Transform-Load (ETL) process to prepare and standardise ED
data to OMOP CDM standards Figure 1. Dataset includes
information on ED stay, Diagnosis, and Triage are essential
to map the patient journey. Using Microsoft power automated
tool Process mining techniques are applied to discover the
process within the given dataset and derive necessary KPIs
that are relevant for operational efficiency of ED management.
Trend analysis further explores seasonal impacts, arrival pro-
cess, cheif complaints and patient disposition to understand
overall ED flow and bottlenecks. Domain expertise opinions
are collected with real time interviews across developed,
underdeveloped and developing countries.

Fig. 1: OMOP CDM overview. Source: OHDSI Data Standardization.

Through this information, the study aims to improve data
quality, and performance assessment in ED operations.The
framework aims to also bridge the gap between data-driven
insights and actionable improvements, ultimately enhancing
ED performance and patient care globally.

section I provides a detail overview of the research paper
section II, elaborates on research focus, detailing the inclusion
and exclusion criteria, critical appraisal, and data extraction
process. section III, provides an overview of the proposed
research questions for this study. section IV, explains the
phases of CRISP-DM methodology, introducing the business
and data understanding of the MIMIC IV ED dataset. This
section also covers data preparation, including the conversion
to the OMOP CDM format is provided using extraction, trans-
formation and loading (ETL) process. section V, describes the
modeling phase, which identifies bottlenecks through seasonal
trend analysis, arrival process, admission and stay process,
and chief complaint management. Additionally, this section
proposes KPIs such as case resolution rate, rework rate, patient
throughput, average processing time, and seasonal impacts
that is essential for validating the process mining analysis.
section VI, discusses the validation of process mining analysis
and insights gathered through domain expertise in developed,
underdeveloped and developing countries. Finally, section VII
addresses challenges, limitations encountered during data
cleaning process, KPI formulation and result validation, while
section VIII, summarizes the research findings and outlines
future research work.

II. LITERATURE RESEARCH

This section defines the methodological framework for de-
riving the research question (RQ) elaborated in the preceding
sections. The methodology describes the specified criteria for
database and article selection, as well as the approach to
formulating research questions following the guidelines [20].
The main focus of the literature review is as follows:

1) Main focus 1: Data preparation and data quality improv-
ing techniques.

2) Main focus 2: Identification of key performance in-
dicators (KPIs) for measuring outcomes in healthcare
departments through process mining

3) Main focus 3: The role and impact of domain expertise,
including the integration of expert input in the analysis.

This approach ensures that main focus points align with the
study’s goal of improving ED operational function by focusing
on data quality, establishing relevant KPIs and leveraging the
importance of domain expertise.

A. Search strategy

Using the search strategy presented by [20], the re-
sources to formulate the research question were selected
from PubMed and Scopus databases; we employed boolean
operators (AND, OR) to combine keywords related to pro-
cess mining, healthcare, data quality, domain expertise, key
performance indicators. The keyword search and the limita-
tions were applied as shown in Table I, which shows the
process of collecting research studies for the study review.

TABLE I: Database Limitations Criteria

Key words
”Process AND mining AND healthcare AND data AND quality”

OR ”Process AND mining AND healthcare AND performance AND metrics”

OR ”Process AND mining AND healthcare AND domain AND expertise”.

Source Limitations Only Journal and conferences
Language English
Document Type Article, conference papers, review papers
Publication Date >= 2015

1) Inclusion and exclusion criteria: Inclusion criteria en-
sure and specify the characteristics that publications must
posses based on the provided keywords and concepts, the
following criteria were used:

• IC1 Relevance to Healthcare: Publications must address
topics related to healthcare and discuss methodologies,
techniques or applications of process mining in health-
care. Additionally address concepts like KPI’s, data qual-
ity and domain expertise

• IC2 Publication Date: Only publications published after
2015 are included to ensure relevance to recent advances
and developments in the field.

• IC3 Case Studies: Publications presenting empirical case
studies, real-world applications, or practical implementa-
tions of process mining techniques in healthcare settings
are included.

https://www.ohdsi.org/data-standardization/


• IC4 Study Types: Accepted study types include original
research articles, case studies, review articles, systematic
reviews, and meta-analyses.

• IC5 Language : Publications must be available in English.
• IC6 Publication Type: Both journal articles and confer-

ence proceedings are considered.
Exclusion criteria are specified characteristics that would dis-
qualify publications if they are not of relevance;

• EC1 Lack of Direct Relevance: Publications that lack
direct relevance to the research question. Studies that
are unrelated to process mining or healthcare or lack
applicability.

• EC2 Limited Discussion of Data Quality: Exclude papers
without data quality without substantial analysis.

• EC3 Publication Types: Exclude editorials, opinions, let-
ters, or commentaries.

• EC4 Publication Date: Publications published before
2015 to focus on recent developments in the field as
the state-of-the-art literature in [30] covers the past tech-
niques and methods.

B. Critical appraisal of collected studies

A critical appraisal was conducted to evaluate the quality of
selected papers in relation to the research question outlined in
section III. The quality of each paper is evaluated based on its
alignment with and contribution to addressing these research
questions. The quality scores can be seen in Appendix C

1) Relevance
• Appraisal related to main focus point 1

– Data quality considerations: Does the paper
address data quality issues such as data consis-
tency?
Discusses data quality assessment methods and
highlight the importance of standard data mod-
els?

– Does the paper address pre and post-processing
data interpretation? Highlights the data interpre-
tation process and the methodologies employed
for deriving insights from the data.

• Appraisal related to main focus point 2
– KPI definition and Evaluation: Does the paper

address KPI definition and calculations to mea-
sure patient outcomes? Does it propose evalua-
tion methods for assessing the quality of process
models derived from event logs?

• Appraisal related to main focus point 3
– Expert Validation: Does the paper address ex-

pert validation derived from process mining? To
what degree is the domain expertise acknowl-
edged and utilized to enhance the interpretation
and application of findings?

2) Quality: Assess each study’s methodology as shown in
Appendix B, such as data types framework, appropriate
methods for data collection and analysis, KPIs metrics
and domain expertise involvement.

3) Validity: Ensure that conclusions are well supported by
data and findings are applicable.

4) Contribution: Assess study’s impact on the field re-
search, if it provides novel insights, develops new frame-
works, or identifies trends relevant to process mining in
healthcare.

For the studies, we use the rating from 0 to 4, where each
quality criterion holds 1 point. The papers were qualified
it is supporting the arguments that are defined, and if the
minimum score was 1, the reviews were included. Appendix C
ensures that study’s meet the baseline quality standards and are
relevant to the research questions.

C. Execution of the data extraction process and synthesis
strategy

In Appendix 11, provides an overview of the study review.
To begin 95 papers were picked for review from the Scopus
and PubMed databases. Using Covidence, duplicated research
was removed automatically, resulting in 90 papers. These
papers were screened to based on inclusion and exclusion
criteria to ensure each study was relevant to main focus points.
The remaining 40 studies were further evaluated for eligibility,
using questions such as i) Is the study related to process
mining in healthcare? ii) Is the study directly addressing
data assessment or quality issues relevant to research question
RQ1? iii) Is the study related to one or all research questions,
such as data quality, domain expertise, and/or performance?
In total, 22 papers were qualified to be included in study
review. The distribution of papers collected from 2015 to 2023
reflecting recent advancements in healthcare processes.
Summarizing and synthesizing the literature review findings as
shown in Appendix B, gaps and key focus areas such as data
quality, KPIs and the role of domain expertise are highlighted.
Various studies emphasize the importance of maintaining high
data quality, such as completeness, accuracy, relevance and
consistency. This research sites [32] anonymizing the data
correctly leads to meaningful data utilization and provides ro-
bustness to perform research. [42] addresses the challenges of
extracting and syncing the data from various Electronic Health
Records (EHRs) by introducing tools such as Ste package to
support data extraction and event log generation.[19] addresses
the use of the OMOP Common Data Model (CDM) for process
mining in healthcare. CDM has been proven to be valuable in
the healthcare sector; however, it needs to be supplemented
with data sources for outpatient and emergency room pro-
cess. [12] uses Adoption Readiness Assessment and Maturity
Model (RAMM) to improve data management in healthcare
sectors. This framework helps in assessing organization’s
data management maturity and recommends improvements. In
terms of key performance metrics [21] suggests using QUAD
metrics (Fitness, Precision, Simplicity and Generalization) as a
universal standard for evaluation process models in healthcare.
In case studies presented in [2] from Egyptian healthcare fa-
cilities, demonstrating the impact of implementing bottleneck
detection to improve outpatient clinic management used the
analysis of event logs and the need for domain expertise.



Fig. 2: CRISP DM Framework. Source: ScienceDirect.

[7] also identifies the process improvement opportunities, and
stresses the inputs of domain expertise a crucial step in
interpreting and applying process mining for effective results.
Finally, studies like [18] outlines difficulties such as limited
access to patient data due to confidentiality, data quality
issues like MIMIC-III and the complexity of analyzing patient
care processes. These challenges highlight the need for data
preprocessing to avoid incomplete analyses.

III. RESEARCH QUESTIONS

The following research questions were formulated based on
the gaps identified during the literature review.

1) What frameworks and methodologies can ensure data
accuracy, completeness and consistency, to enhance pro-
cess mining analyses?

2) Which KPIs can be derived to identify bottelnecks, eval-
uate operational efficiency and patient outcome using
process mining techniques?

3) Can domain expertise across globe validate process
mining insights through real world experiences?

IV. METHODOLOGIES

In this section, framework for organizing and structuring
the research are outlined. [39], explains CRISP-DM (Cross
Industry Standard Process for Data Mining) has shown in
Figure 2 is implemented.
CRISP-DM is an iterative, structured, and flexible framework
that makes it an ideal choice for conducting process min-
ing in healthcare, especially in emergency care. It addresses
challenges of healthcare data, aligns technical and clinical

objectives that allow for iterative improvements of models,
ensuring findings can be applied effectively in real-world
settings. Using CRISP-DM the research ensures a thorough,
repeatable and scalable approach to improving the healthcare
process. The six phases are described in the following steps:

1) Business Understanding : This in an initial phase that
summaries the research question as shown in section II
and provides motivation of the research objectives from
a business perspective in subsection IV-A.

2) Data Understanding: Second phase, relevant data is
collected to gain insights and understanding the data
characteristics, quality, missing values, or pattern that
is useful for the research analysis, as mentioned in
subsection IV-B that answers research question 1.

3) Data Preparation: The third phase involves data cleaning,
transformation and one the most time consuming as it
is the implementation phase of the OMOP CDM format
to answer research question 1.

4) Modeling: The fourth phase involves selecting suitable
modeling techniques for the prepared data, as mentioned
in section V. This phase also includes finding tuning
model parameters, evaluating the best model and ap-
proaches providing solution for research question 2.

5) Evaluation: The fifth phase focuses on assessing the
model against business objectives defined in the as men-
tioned in section III. This phase also involves ensuring
the required standards that will provide meaningful in-
sights when deployed in section VI and answers research
question 3.

https://www.sciencedirect.com/science/article/abs/pii/S0169023X22000258


TABLE II: Summary Of Key Aspects Of The MIMIC-IV Emergency Department Dataset

Aspect Details

Data Source Beth Israel Deaconess Medical Center’s Emergency Department (ED)
Number of Patients Approximately 80,000 unique ED visits (varies with data updates)
Number of Visits Over 100,000 ED visits
Time Span Data from 2008 to 2019 (for MIMIC-IV)

Data Types

- Patient Demographics: Age, sex, race, etc.
- Visit Information: Triage notes,
admission times
- Clinical Data: Vital signs, laboratory results
- Diagnoses: ICD-9/ICD-10 codes
- Procedures: Documented procedures and interventions

Diagnosis Codes ICD-9 and ICD-10 codes
Vital Signs Heart rate, blood pressure, temperature, respiratory rate, oxygen saturation, etc.
Laboratory Results Blood tests (e.g., CBC, BMP), urine tests, and other relevant diagnostics
Clinical Notes Free-text notes from triage, physician assessments, and discharge summaries
Admission Details Time and date of admission, discharge details, and transfer information

Common Conditions

- Sepsis
- Chest pain
- Respiratory distress
- Abdominal pain
- Head trauma

Procedures Recorded Common ED procedures (e.g., intubation, central line placement, wound suturing)
Data Frequency Varies: vital signs recorded at intervals (e.g., every hour), lab results based on tests ordered
Access and Use Publicly available with data use agreements; requires adherence to ethical guidelines and IRB approvals

A. Business Understanding

By leveraging domain expertise and addressing real chal-
lenges in the healthcare sector, as identified through the
literature review in section II, this research aims to tackle the
dynamic nature of Emergency Department (ED) operations,
which are influenced by factors various factors. The primary
objective is to enhance data understanding and quality by
mapping to OMOP CDM vocabularies as shown in Figure 1.

The second research question evolves on bottleneck identi-
fication, patient flow efficiency, and standardise KPIs to assess
process mining on healthcare outcomes [29, 1]. The final ques-
tion emphasizes on the role of domain expertise in validating
data mapping outcomes and process mining results, bridging
gaps between data-driven insights and practical improvements
in emergency departments [24, 6].

B. Data Understanding and Preparation

This section addresses first research question detailing the
type of dataset selected, and providing an overview. To en-
hance data quality and consistency, framework such as OMOP
CDM has been applied. The implementation leverages Extract,
Transform and Load process to structure the data and align
with CDM standards.

1) Data Understanding: One of the main focus of this
research is to leverage process mining implementation to
identify bottlenecks and optimize patient outcomes in the ED,
making data selection and understanding essential.

The [17] MIMIC-IV ED dataset is a collection of de-
identified health records from the emergency department of
Beth Israel Deaconess Medical Center. The dataset includes

information such as patient demographics, vital signs, labo-
ratory test results, procedures, medications and patient out-
comes as shown in Table II. This records provide insights
into ED operations, patient flow, and diagnosis, making the
dataset highly valuable for studies in process optimization and
healthcare quality improvement.

MIMIC-IV ED consists of edstays, diagnosis, triage infor-
mation,has the vital signs, medication taken prior to ED stay
and medication dispensed during ED stay as shown in Fig-
ure 3. The goal of this research is to focus on patient journey
using edstays, diagnosis and triage which has information of
start and end times, by determining severity of the diagnosis.
Understanding the key variables in the dataset can provide
critical insights into the nature of data and its characteristics,
which is fundamental for analysis.

Fig. 3: MIMIC IV ED Data Structure.



• ED STAYS Dataset: The ED STAYS overview pro-
vides key metrics such as number of records, unique
patients, average and median length of stays, and the
most common patient disposition as shown in Table III.
Understanding the distribution of length of stay as shown
in Figure 4, arrival patterns, and patient demographics is
critical for assessing patient flow and resource utilization
in the ED. The average length of stay (LOS) according to
the figure is 7 hours, which explains that many cases are
dismissed, sent home or transfered to another department
for further diagnosis.

TABLE III: EDSTAYS Overview

Metric EDSTAYS Overview

Number of Records 425,087
Number of Unique Patients 205,504
Average Length of Stay (hours) 7.16
Median Length of Stay (hours) 5.47
Most Common Disposition HOME

Fig. 4: ED STAYS Length Of Stay Distribution.

• DIAGNOSIS overview summarizes International Classifi-
cation of Diseases (ICD) codes and description assigned
to patients during the ED visit as shown in Table IV.
This data helps in understanding the prevalence of various
conditions treated in the ED; identifying the common and
critical health issues enables, as shown in Figure 6, with
the top 10 diagnosis correlate with patient outcomes.

TABLE IV: DIAGNOSIS Overview

Metric DIAGNOSIS
Overview

Number of Records 899,050
Number of Unique Diagnoses 13,178
Top Diagnosis HYPERTENSION
Most Common Diagnosis Count 26,816

Fig. 5: Triage Acuity Level.

• TRIAGE is the preliminary assessment of patients to
determine the urgency of their needs for treatment. The
overview showcases the initial assessment made with the
scale of 1-5. when patients arrive in the ED, such as the
most common triage acuity level as shown in Figure 5,
is 3.0, a large percentage of medium severity of issues
that arrives. The second largest severity is 4.0 and above
which can lead to transfer or admitting in the hospital.
This helps in understanding severity of their conditions,
and to plan the patient journey using Table V.

TABLE V: TRIAGE Overview

Metric TRIAGE Overview

Number of Records 425,087
Number of Unique Patients 205,504
Most Common Triage Acuity Level 3.0
Average Heart Rate 85.08
Median Systolic Blood Pressure 133.0
Median Respiratory Rate 18.0
Median Temperature 98.0

2) Data Preparation: In CRISP-DM methodology, data
preparation phase involves transforming data to be ready
for modeling. Data is mapped to the Observational Medical
Outcomes Partnerships (OMOP) Common Data Model (CDM)
vocabularies, to ensure data consistency, interoperability, and
standardization [34]. The OMOP CDM is a standardized data
model designed to provide analysis and share observational
outcomes of healthcare data across various domains, such
as patient demographics, observations, drug exposure, proce-
dures, and diagnoses. The OMOP CDM with Figure 1, consists
predefined schema that act as a representation of healthcare
data and vocabularies that is used to standardize terms across
different datasets.



Fig. 6: Top 10 Diagnosis.

TABLE VI: Mapping of MIMIC-IV Emergency Department Data to OMOP CDM Format

MIMIC-IV
Table

MIMIC-IV Column OMOP CDM Table OMOP CDM Field Mapped Concept

edstays subject id visit occurrence person id Person Identifier
edstays hadm id visit occurrence visit occurrence id Visit Identifier
edstays intime visit occurrence start datetime Visit Start Time
edstays outtime visit occurrence end datetime Visit End Time
edstays admittime visit occurrence admitting source concept id Admitting Source Concept
edstays dischtime visit occurrence discharge to concept id Discharge Disposition Concept
diagnosis subject id condition occurrence person id Person Identifier
diagnosis hadm id condition occurrence visit occurrence id Visit Identifier
diagnosis icd code condition occurrence condition source value Condition Source Value (ICD

Code)
diagnosis icd code (mapped) condition occurrence condition concept id Condition Concept ID (Standard

Concept)
diagnosis charttime condition occurrence condition start datetime Condition Start Time
diagnosis seq num condition occurrence condition type concept id Condition Type Concept

(Priority)
triage subject id observation person id Person Identifier
triage hadm id observation visit occurrence id Visit Identifier
triage level observation observation concept id Triage Level Concept
triage charttime observation observation datetime Observation Time (Triage Time)
triage hr, bp, etc. measurement measurement concept id Measurement Concept (e.g.,

Heart Rate)
triage value measurement value as number Measurement Value
triage unit measurement unit concept id Measurement Unit Concept

The aim of mapping MIMIC-IV ED datasets (EDSTAYS,
DIAGNOSIS and TRIAGE) to the appropriate tables and
fields is to standardize data for analysis, the mappings are
shown in Table VI, and Figure 7. The OMOP CDM mapping
process is performed by executing custom Python scripts using
Extraction-Transformation and Loading (ETL):

1) Extraction : Relevant data was extracted from the
MIMIC-IV ED tables using Python script. These scripts
are designed to extract fields necessary for mapping
to OMOP CDM concepts, i.e., diagnosis codes, visit
identifiers, patient demographics, timestamps, vital signs
and initial assessment information.

2) Transformation: All timestamps were converted to
OMOP CDM’s datetime format using Python’s datetime
library.

• ED Stays: ED visit data mapped to visit occurrence
table in the OMOP CDM, key elements are visit
start and end time, visit type, patient id and move-
ments within ED.

• Diagnosis: ICD codes in diagnosis are mapped in
condition occurrence , OHDSI Athena Vocabulary
System [33] enabling diagnosis codes mapping from
MIMIC IV to the OMOP CDM standard vocabular-
ies such as (ICD 9, ICD 10, SNOMED).



Fig. 7: Data Preparation And Mapping

• Triage: Measurements of triage assessments were
mapped to observation entries, chief complaints to
measurements and observation table.

3) Loading: Transformed data was loaded into correspond-
ing the OMOP tables (condition occurrence,visit oc-
currence, measurement, observation) to ensure consis-
tency across tables, and standard representation. Loading
process includes mappping between tables to preserve
integrity for patient ID, diagnoses and timestamps.

4) Data quality checks : Python scripts were used to
ensure no critical data fields were missing after the ETL
process, particularly for key identifiers and timestamps.
Data was also validated for consistency using Python
ensuring all the diagnosis codes are mapped to OMOP
concept IDs.

V. PROCESS MODELING

In this section, we identify and analyze the bottlenecks
within the healthcare processes using Power Automate tool by
Microsoft. Process mining implementation helps identifying
and, proposes standard KPIs to monitor operations and ensure
the best possible care in a timely manner.

• Seasonal Trend Analysis: It is a method used to identify
fluctuations in data that occur at regular intervals with
months, quarters or years. The trends are driven by ex-
ternal, time stamps such as weather and holiday periods.
As shown in Figure 8, the seasonal trends in patient
arrival and disposition outcomes in ED show significant

Fig. 8: Seasonal Trends Using Arrival And Disposition.

fluctuations throughout the year. Patient arrivals peak in
winter, especially in the month of January, with a dip
that is followed by early spring (February and March).
Volumes stabilize over the summer with a slight rise
in December, due to possible seasonal illnesses like flu.
Disposition outcomes such as admissions, discharges, and
transfers, reflect these trends, although admission rates
remain consistent.

• Arrival process : The process to identify the mode of
transport opted by patients. As shown in Appendix 12,
’Ambulance’ and ’Walk In’ nodes have high rework and
self-loop counts that show inefficiencies in the initial
patient intake process. The ’Unknown’ node also exhibits
significant looping, suggesting unclear pathways that may
lead to delays in patient management. These patterns
highlight the requirement for streamlined processes to
enhance patient flow and reduce bottlenecks in the intake
phase.

• Admission and Stay (Disposition) process : The journey
of patients tracked post triage phase. Appendix 13, shows
that the ’Admitted’, node, acts as a central part of patient
flow within the facility, indicating a high volume of cases
with frequent rework. This points to bottlenecks resources
that is leading to delays in patient care progression.
Nodes related to ’Transferred’ and ’Eloped’ show steady
inflows and outflows, raising concerns about potential
inefficiencies in patient management.

• Cheif Complaint Management : Nodes with common
complaints such as ’ETOH’ (alcohol abuse),’s/p Fall’ and
’Abd Pain’ exhibit high rework and self-loop rates as
shown in Appendix 14. The ’ETOH’ node demonstrates
a rework rate of 94% with 68% of cases involving self-
loops, suggesting that these cases are frequently revisited
without resolution. Nodes with ’SI’ (Suicidal intentions)
and ’Altered Mental Status’ where the complexity of
these cases leads to multiple interactions and extended
patient stays, indicating bottlenecks in these conditions.



To provide solution for research question 2, KPIs are derived
by combining lean management, process mining methodolo-
gies and domain specific practices in healthcare performance
evaluation . The chosen KPIs measure critical aspects of
patient care that directly impact both efficiency and effective
care in time as shown in Table VII.

• Rework Rate: measures the frequency of cases requiring
reprocessing, indicating potential bottlenecks. Current
rework rate is between 75% to 94%. Below 10% is
recommend according to lean management principles
which emphasize minimal waste, enhance efficiencies and
improving process flow [44, 25]

• Average Processing Time: Reducing patient time spent
in each stage is critical for improving throughput and
patient outcomes. [41, 15] The target of a 20% to 30%
reduction is suggested according to lean principles to
achieve optimal processing times.

• Patient Throughput: This is to measure how many pa-
tients a healthcare facility can effectively process. Main-
taining or increasing throughput is essential, especially in
emergency departments. [26, 14] Optimizing throughput
is vital for balancing demand and capacity in healthcare
which can lead to better resource utilization.

• Case Resolution Rate: [4, 10] If 90% of the cases
are handled correctly the first time, reducing delays and
improving patient satisfaction can be indicators of an
effective process in healthcare unit. The case resolution
reflects the percentage of cases needing rework or looping
back. In this research, often below 70% are in complex
cases.

VI. RESULT EVALUATION

The key findings from developed and developing/non-
developed countries reveal significant differences in ED man-
agement, that are related to the specific key performance
indicators as a part of the result validated by the domain
expertise from countries such as Spain, India, Argentina,
Ecuador and South Africa as shown in Figure 9 and Table VIII.
The validated results also confirm that our findings using
MIMIC IV ED dataset is closely align with the real time
functioning of the healthcare landscape. This proves that our
studies can be implemented under the guidance of domain
expertise.

• Rework rate and Average processing time : As men-
tioned in previous sections of dataset overview, MIMIC
IV ED sheds light on the structured, standardized pro-
cesses, especially for common conditions like sepsis that
leads to lower rework rates and improved efficiency in
patient management.Developed countries have structured
workflow and reduced rework rates when compared to
developing/non developed countries that lack structure
and are less standardized, facing higher rework rates.

• Patient Throughput : The dataset demonstrates high
patient throughput is associated with optimizing staffing
and resource management, especially during peak hours.
Use of triage and resource allocations can reduce wait

Fig. 9: Result Validation Responses

times. Developed countries align with findings of the
dataset by maintaining higher throughput and resource
management using triage systems such as the Manchester
and Australian triage systems. However, developing/non
developed countries are impacted by overcrowding and
limited staffing without the use of protocols or triage
usage.

• Case Resolution Rate : MIMIC IV ED and devel-
oped countries shows higher case resolution rates with
well document, repeatable workflows and use the digital
records such as ICD codes for diagnoses and treatments.
developing/non developed countries showcase less struc-
tured and reliance on digital records, and face challenges
in meeting higher resolution rates.

• Seasonal impact on ED performance : Seasonal data
trends in the dataset show that patient flow and case
types fluctuate with seasons as winter approaches higher
respiratory cases are checked in and in summer, higher
rates of strokes due to local tourism. Developing countries
face significant pressure on EDs during the seasonal
fluctuations with complaints of fever, respiratory illness,
esophageal gastric/heart attack, infection; the lack of
strategies and workflow lead to longer processing time
and patient flow.

• Patient Journey: Patients in developed countries gen-
erally benefit from more efficient triage, fast diagnosis
such as CT scans, MRI and lab tests, with quick results.
Defined treatment options, and streamlined processes for
discharge with disposition process (discharge, admission,
or transfer) often supported by electronic systems. In
contrast, developing/non-developed countries usually en-
counter limited access to diagnosis which in many case
might need transfer to other departments or facilities for
testing, results can take longer. Treatments are delayed
due to constraints, such as limited medication stocks,
patients may need to undergo long waiting times with
big crowds and variability in critical care resources. This
cause delay in the decision making process of disposition
and leading to chaos in assigning proper care.



TABLE VII: Key Performance Indicators (KPIs) with Current Outcomes and Proposed Targets

KPI Description Current Outcome Proposed Target

Rework Rate
Measures the frequency of cases that re-
quire rework at each process stage. A
higher rate indicates inefficiencies.

Ranges from 75% to 94%
across nodes Below 10%

Average Processing Time
Monitors the time patients spend in each
process stage, with a focus on reducing
delays.

Based on the LOS data, the
average is 7 hours Reduction by 20%

Patient Throughput
Counts the number of patients processed by
each node, ensuring that resources match
demand.

Varies by node; critical
nodes often exceed capac-
ity

Maintain or Increase

Case Resolution Rate
Evaluates the percentage of cases resolved
without needing rework or looping, indi-
cating process efficiency.

Varies significantly; often
below 70% in complex
cases

Above 90%

TABLE VIII: Comparison of KPI Performance between Developed and Developing Countries

KPI’s and Trends Developed Countries Developing Countries KPI Correlation

Rework Rate & Average Processing
Time

Structured workflows,
standardized protocols,
lower rework rates,
shorter processing
times.

Higher rework rates
due to lack of
structured workflows,
longer processing
times.

Developed countries likely meet rework
rate ¡10% and reduced processing times;
Developing countries need workflow stan-
dardization and EHR integration for im-
provement.

Patient Throughput

Efficient throughput
due to better staffing
ratios and resource
utilization.

Throughput affected
by overcrowding,
inadequate staffing,
and inconsistent arrival
methods.

Developed countries meet high throughput
KPIs; Developing countries need strategies
to balance demand and optimize patient
flow.

Case Resolution Rate

High case resolution
rate due to structured
workflows and fewer
interruptions.

Lower resolution rates
due to long wait times,
poor workflow, and
lack of digital tools.

Developed countries approach 90% resolu-
tion rate; Developing countries need work-
flow and digital system improvements.

Seasonal Impact on ED Performance

Seasonal trends man-
aged through standard-
ized processes, mini-
mizing delays.

Seasonal fluctuations
create pressure due to
lack of preemptive
strategies and
workflows.

Developed countries manage processing
time efficiently; Developing countries need
better forecasting and standard workflows.

Patient Journey

Smooth, rapid diagno-
sis and treatment due to
triage and digital data
collection.

Resource constraints
due to lack of structure
and planning in
healthcare processes.

-NA-

VII. DISCUSSION AND LIMITATIONS

During the data cleaning process, several challenges with
data quality and cleaning occurred. Inconsistent data entry,
missing data, data anomalies and outliers, and standardiza-
tion of ICD codes to OMOP CDM format to define KPIs
were challenging. Data quality issues were seen in devel-
oped and developing/non-developed countries but are more
pronounced in settings with less standardized data collection
processes. Results clearly state there is significant variation in
ED performance and process efficiencies between developed

and developing/non developed countries. Developed countries
showcase structured workflows, better resource allocation and
use of digital tools that contributes patient care, lower rework
rates and improved case resolution rates that align with key
performance indicators (KPIs). Whereas results of developing
countries present challenges like overcrowding, insufficient
staffing, and fragmented workflows leading to higher rework
rates and lower case resolution rates. The lack of digital tools
and standardized protocols further complicate data harmo-
nization contributing to delays in achieving accurate KPIs.



Fig. 10: Research Overview.

Temporal variability such as seasonal trends also impact ED
performance with all the types of countries that are noted to
be fluctuating in patient arrival. However, developed countries
have an efficient seasonal management and protocols to handle
the variability. Enhancing data standardization can be crucial
for developing countries to support data consistency and
interoperability across systems. Implementation of frameworks
like OMOP CDM can help with standardization’s across
globe by providing uniform medical codes and protocols to
manage healthcare organizations. Involve domain expertise in
validation for enhancing workflows by using there expertise in
validating data quality, and practical feasible clinical settings.

VIII. CONCLUSION AND FUTURE WORK

As shown in Figure 10, the study highlights value of process
mining in healthcare to improve overall performance of an
ED. The research applies the CRISP-DM framework with
six phases - Business understanding, Data Understanding,
Data Preparation, Modeling and Evaluation to ensure a
structured approach. The study focuses on three key research
questions: Data quality, KPIs and the role of domain ex-
epertise. MIMIC IV ED dataset was mapped to OMOP CDM
framework to ensure data quality, accuracy and completeness.
This was performed using the process of data extraction,
transformation, and loading (ETL). Process mining techniques
using power automate by Microsoft was used for process
discovery to analyse critical workflows like arrival process,
seasonal trends, chief complaints, and patient disposition.
Using the process analysis and lean management principles

KPIs such as rework rate, process time, case resolution and
patient through were derived to align with the healthcare
workflows. Result validation was performed by the domain
expertise in countries like Spain, India, Argentina, Ecuador
and South Africa. This offered valuable insights into the chal-
lenges faced in real world scenarios in the ED of developed,
and developing/non developed countries. The study makes
valuable contributions by demonstrating how clean data and
domain expertise can enhance ED management. Additionally,
highlighting the importance of frameworks like OMOP CDM
to improve data standardisation and interoperability across
global healthcare systems.
Healthcare organizations can benefit from implementing ad-
vanced process mining techniques such as conformance check-
ing and should be established as best practices. Studies can be
further explored to analyze trends in Emergency cases due to
race, gender and landscape/geographic regions, as these factors
can influence overall emergency care setup. Domain expertise
have their specialists and skills based on the population they
serve, as these are shaped by demographics and environmental
factors. With increasing globalization and movement of immi-
grants across continents, healthcare systems need to evolve the
disease patterns, and consider genetic factors that may arise
in diverse populations. By addressing these regional factors,
healthcare organizations can be better prepared for the varying
needs of their population and enhance the emergency care
experience by ensuring their staff is equipped with expertise
required to manage complex and evolving healthcare needs.



APPENDIX A
LITERATURE & PROCESS DISCOVERY VISUALIZATIONS

Fig. 11: PRISMA Flow Diagram.



Fig. 12: Arrival Process Discovery.



Fig. 13: Disposition Process Discovery.

Fig. 14: Chief Complaints Process Discovery.



APPENDIX B
STUDY OVERVIEW

Research Question Tool Methodology Experiment settings References

RQ1 ProM L* lifecycle model for data quality assessment Reconstruction of the MIMIC-III dataset into a relational
database in PostgresSQL, which included downloading 26
csv files and importing the data into the PostgreSQL
database.

[32]

RQ1 Common Data Model (CDM) process discovery, conformance checking, performance
analysis, and patient journey analysis

Dataset collect from various sources, Korean tertiary hos-
pital, including Total Laparoscopic Hysterectomy (TLH),
Total Hip Replacement (THR), Coronary Bypass (CB),
Transcatheter Aortic Valve Implantation (TAVI), and Pan-
creaticoduodenectomy (PD)

[19]

RQ1 Data Management Maturity Model (D3M& Care Pathway
Data Quality Framework (CP-DQF) for formal assessments

Care Pathway Data Quality Framework (CP-DQF) devel-
oped by Fox et al. EDQ improvement. Readiness Assess-
ment and Maturity Model (RAMM) to develop organiza-
tional change management

Assessing event data quality (EDQ) in healthcare organiza-
tions and care pathway data quality

[12]

RQ1 & RQ3 None Data-Driven Process Simulation (DDPS) for healthcare
capacity management

The study utilized two years of process execution data, from
March 2017 to March 2019, extracted from the hospital’s
Radiology Information System (RIS) to build the simulation
model. Additionally, a validation dataset from March 2019
to March 2020 was used to validate the model.

[16]

RQ1 None Fluxicon’s Disco process mining tool The dataset comprised anonymized data from 708 patient
stays over a one-year period, with a total of 185,496 single
data items

[43]

RQ2 , RQ3 None Process Performance Measurement, Framework for Process
Performance Indicators (PPIs), Performance Analysis

The study utilized real-life clinical event logs collected
from a tertiary hospital in Korea. The event log included
approximately 460,000 events for about 30,000 patients
who visited the emergency room.

[5]

RQ1 ProMLite 1.2 Process Mining Project Methodology (PMPM), CRISP-DM Queensland Ambulance Service (QAS) and Retrieval Ser-
vices Queensland (RSQ) datasets.

[37]

RQ2 None MEG (Mining of Events using Genetic) algorithmevolution-
ary algorithms, genetic algorithms, Petri nets, causal matrix,
workflow nets, tabu search, Monte Carlo optimization, and
MXML legacy classifier

Extraction of event logs from legacy information systems [38]

RQ2 PM4PY and ProFIT toolkits creation and implementation of the QUAD metrics Acquisition of datasets related to the Central Venous
Catheter Process and Sepsis Treatment Careflow

[21]

RQ1 & RQ3 ProM, Inductive visual Miner, and the ProcessProfiler3D The Inductive visual Miner was selected for its suitability
for discovery, conformance, and comparative performance
analyses, as well as its excellent data filtering capabilities
and robustness in dealing with complex models

The Queensland Ambulance Service (QAS), Retrieval Ser-
vices Queensland (RSQ), Emergency Department Collec-
tion (EDC), Queensland Hospital Admitted Patient Collec-
tion (QHAPDC), and Births, Deaths, and Marriages Data
(BDM). The data was linked by Qld Health’s Statistical
Services Branch Data Linkage Unit, resulting in a patient
identifier being added to each record of each individual
source data set

[7]

RQ1 and RQ2 pMineR use of PWL (Pseudo Workflow Language) for conformance
checking, leading to the development of CSL as a more
flexible and principled approach for data gathering and
event log generation.

Real-world data from 12,000 patients of the Gemelli Hos-
pital

[42]

RQ1, RQ2 & RQ3 ProM algorithms include the alpha-algorithm, heuristic miner,
inductive miner, ILP miner, and ETM miner

Patient careflows in the cardiac surgery unit of an Egyptian
hospital.

[27]

RQ1, RQ2 & RQ3 None Process Mining Project Methodology in Healthcare
(PM2HC) in the context of healthcare processes

Unit of the Clinical Analysis Laboratory at the Hospital de
Clı́nicas (ULAC) data collection from the laboratory

[28]

RQ2 Celonis Execution Management System (EMS) platform for
KPI visualization and analysis

The methods discussed in the document involve the inte-
gration of customer journey mapping (CJM) with process
mining to optimize the creation of healthcare indicators.

The data for the experiment is extracted from a Hospi-
tal Information System, specifically from the Emergency
Department’s Electronic Medical Record from a teaching
hospital in Santiago, Chile.

[11]

RQ2 Healthcare 4.0 systems use of statistical process control (SPC) charts and the estab-
lishment of theoretical fundamentals required for survival
analytics to evaluate the performance of unlabelled datasets
in real-time.

The experiment analyses process data from 560 patients,
generating 1450 alerts. The study uses a time window
called the Analysed Post Alert Time-Window (APA), which
is sliced into 24 consecutive blocks of 15-minute time
intervals to determine the genuineness of the generated
alerts.

[31]

RQ1 Arena-Rockwell Automation version 16.20.00 data-driven business process simulation and bottleneck de-
tection in healthcare.

The experiment setup in the document involves the use
of two years of data from the Clinic Information Systems
(CIS) in Egypt, spanning from January 2019 to December
2020, to build a discrete event simulation (DES) model

[2]

RQ1 ProM, Disco, and PALIA Fuzzy Miner, Inductive Visual Miner, and Trace Clustering, Literature review of clinically-relevant case studies in
healthcare process mining from 2016 to 2018

[22]

RQ1 ProM 6.5.1 L* lifecycle model, Performance/Conformance Analysis,
Process Mining Project Methodology (PM2) for data pro-
cessing and extraction

The MIMIC-III dataset for process mining in oncology [18]

RQ1 ProM, DECLARE, DISCO L* life-cycle model, race Clustering, Sequence Analyzer,
Fuzzy Miner, Alpha Miner, Genetic Miner, Heuristic Miner,
and Conformance Checker

Geographical analysis and classification of case studies
have been performed, with a concentration of studies in
Europe and a limited number in North America, Asia,
and Australia. The case studies have been divided and
classified into various medical domains, such as cardiology,
caregiving processes, dentistry, diabetes, intensive care unit,
medication, oncology, radiotherapy, and surgery.

[40]

RQ2 ProM, and jPM software Process remodelling or analyzing gaps in the process.
The ”alpha-algorithm” plug-in within the process mining
software is used to visualize a Petri Net graph and convert
it to a BPMN diagram, providing a process model that
summarizes the sequences of activities followed by most/all
cases in the log.

BPM database and estimated KPI files [13]

APPENDIX C
QUALITY ASSESSMENT

Study Quality Criteria 1 Quality Criteria 2 Quality Criteria 3 Quality Criteria 4 Total Score

[13] 0 0 0 1 1
[40] 0 1 0 0 1
[18] 0 0 1 0 1
[22] 0 1 0 0 1
[2] 0 1 0 0 1
[31] 0 0 0 1 1
[9] 1 1 1 1 4
[11] 0 0 0 1 1
[8] 1 1 1 1 4
[28] 1 1 0 1 3
[27] 1 0 1 1 3
[42] 1 1 0 0 2
[7] 0 1 1 0 2
[21] 0 0 0 1 1
[38] 0 0 0 1 1
[37] 0 1 0 0 1
[5] 1 0 0 1 2
[43] 0 0 1 0 1
[16] 1 1 0 0 2
[12] 0 1 0 0 1
[19] 0 1 0 0 1
[32] 0 1 0 0 1
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Capurro. “Performance analysis of emergency room
episodes through process mining”. In: 16.1 (2019). DOI:
10.3390/ijerph16071274.

[9] Rojas; Munoz-Gama; Sepúlveda; Capurro. “Process
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