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Abstract

This thesis investigates methods to improve the efficiency and performance of deep-learning
for sensor-based Human Activity Recognition on limited-resource edge devices, using the
DeepConvLSTM as a case study. The primary objective is to reduce model size and in-
ference time while maintaining high accuracy. To achieve this, existing techniques such as
quantization, pruning, knowledge distillation, and attention mechanisms were evaluated
for their effectiveness and compatibility when combined. The optimized models, integrat-
ing these techniques, were successfully deployed on the Arduino Nano 33 BLE Sense. This
deployment demonstrates the feasibility of running DeepConvLSTM models enhanced with
knowledge distillation and attention mechanisms on tiny TensorFlow Lite for Microcon-
trollers edge devices.

To further improve efficiency in sensor-based Human Activity Recognition, this thesis
introduced event-driven inference, inspired by Neural Architecture Search and Dynamic
Routing Networks. The event-driven model dynamically selects the most suitable path
for each input sample, significantly improving efficiency while maintaining high accuracy.
By combining event-driven inference with existing optimization techniques, the proposed
models significantly reduce inference time while achieving slightly higher accuracy than
the original models. They only exhibit 7.85% to 35% of the inference time comparing
with the original model, and the size is also largely reduced. These results underscore the
effectiveness of event-driven inference in Human Activity Recognition tasks, showcasing
its potential to greatly enhance efficiency and performance on resource-constrained edge
devices.



Chapter 1

Introduction

With the growing demand for healthcare and sports monitoring, Human Activity Recog-
nition (HAR) using machine learning has seen significant development. Concerns about
privacy, the need for real-time processing, and the rapid advancements in microcontroller
units (MCU) have made the deployment of sensor-based machine learning models on edge
devices an increasingly attractive solution for HAR [11]. The deployment of machine learn-
ing models, particularly deep architectures, on edge devices requires careful consideration
of multiple factors. First, the model must be small enough to fit within the limited memory
of the edge device. Additionally, the model must be computationally efficient to function
effectively on an MCU with limited processing power and energy constraints. Compatibility
issues must also be addressed to ensure smooth deployment and operation.

This thesis explores efficient techniques for the deployment of deep learning models
on edge devices, focusing on optimizing model size and inference efficiency, specifically for
sensor-based HAR tasks. The primary aim is to develop a solution that ensures the model
remains compact and computationally efficient while maintaining satisfactory accuracy, as
well as compatibility with the resource-constrained environments of edge devices.

The models are trained on four distinct sensor-based datasets: Opportunity [5], Sen-
sors [20], Wisdm [17], Pamap2 [18]. Each dataset is characterized by different numbers
of activity classes, sampling rates, noise levels, class imbalances, and feature sets. These
datasets incorporate data from a variety of sensors, including accelerometers, gyroscopes,
and magnetometers, to capture a wide range of motion patterns, and they are commonly
used in the literature for benchmarking studies. The DeepConvLSTM [16] architecture
has been selected as the primary model due to its proven effectiveness in time-series classi-
fication tasks. Additionally, other models, such as LightGBM, are explored as alternative
architectures for benchmarking and comparative analysis.

There are several ways to make machine learning models smaller and more efficient, such
as using quantization [3, 7, 10] and pruning techniques. At the same time, methods like
knowledge distillation [8, 13] and attention mechanism [2, 25] can enhance the performance
of small models. These approaches are especially useful for maintaining accuracy even
when the models are downsized to work on devices with limited resources, such as edge
devices. Moreover, there are techniques like Neural Architecture Search and Dynamic
Routing Networks, which search for the optimal path to find the balance between accuracy
and efficiency.

Quantization has been extensively studied and proven to be an effective technique for
improving the efficiency of machine learning models [3, 7, 10]. However, there is limited
discussion in these literature regarding the compatibility of full integer quantization with
TensorFlow Lite for Microcontrollers (TFLM) and the potential accuracy degradation it
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may cause, often due to issues like overfitting, leaving it as the first research gap to be
solved. In this thesis, the underlying causes of accuracy loss are investigated and addressed.
Specifically, the problem is mitigated by reducing model complexity through approaches
such as feature selection in Section 3.3, ensuring that the optimized models achieve both
efficiency and robust performance.

Knowledge distillation is a well-established technique in which a smaller student model
learns from a larger, more accurate teacher model, effectively improving the performance
of the student model with minimal computational cost [8, 13]. Similarly, attention mecha-
nisms have been shown to significantly improve model performance by enabling the model
to focus on the most critical layers or features [25]. However, many studies have overlooked
the trade-offs in model size and inference time, which are critical for deploying models on
resource-constrained platforms. This thesis will thoroughly test these aspects and address
this second research gap. Moreover, the integration of knowledge distillation, atten-
tion mechanisms, and quantization has not been extensively explored. Additionally, the
combination of these methods has rarely been tested on edge devices, leaving issues of com-
patibility unresolved, such as encountered in [6]. This is marked as the third research
gap in this thesis.

Neural Architecture Search (NAS) and Dynamic Routing Networks (DRN) are ad-
vanced methods used to improve model efficiency by identifying the best inference path
[26, 22, 4]. However, these methods come with challenges. NAS requires significant compu-
tational resources and time during the training phase, as each potential architecture must
be tested and evaluated [24]. DRN, on the other hand, adds extra computational overhead
and increases storage requirements due to the dynamic path selection process [14]. To
address this fourth research gap, building on these concepts, we propose implementing
Event-driven Inference for applications on edge devices. This approach aims to further
reduce inference time by finding the suitable inference path while maintaining a minimal
cost in terms of model size and training effort.

To address these gaps, this thesis thoroughly evaluates the effects of quantization,
pruning, knowledge distillation, and attention mechanisms on model accuracy, size, and
inference time in Chapter 3. The first research gap is addressed in Section 3.3 and
the second research gap is addressed in Section 3.5 and 3.6. Based on the results from
Chapter 3, Chapter 4 proposes a streamlined approach to create an extremely compact
model that maintains high performance with only 3% of the original size. Some layers
of the model are redesigned to ensure compatibility with TFLM. The proposed model is
rigorously tested for overall performance and compatibility with TFLM, validating the
feasibility of combining these optimization techniques. Furthermore, the study demon-
strates the compatibility of attention mechanisms with TFLM and evaluates the interplay
of these methods when used together. After that, the optimized model, based on the Deep-
ConvLSTM architecture, is successfully deployed on the Arduino Nano 33 BLE Sense in
Section 4.3. This achievement underscores the practicality of applying attention mecha-
nisms and other optimization techniques to edge devices, paving the way for efficient and
high-performing models in resource-constrained environments and answering the third re-
search gap.

Event-driven Inference, inspired by Neural Architecture Search (NAS) and Dynamic
Routing Networks (DRN), is designed to improve model efficiency by predefining the in-
ference path for different types of input samples. The approach involves pre-classifying the
input samples based on their primary characteristics. In this thesis, the samples are cate-
gorized into two groups: simple and complex, or momentary and durative. Following this
initial classification, specialized expert networks are employed to accurately predict the
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final label for each sample, optimizing performance and efficiency. This approach reduces
the overhead of dynamically selecting paths during inference and eliminates the need for
complex path searching during training, making it a more practical and efficient solution
for the fourth research gap. In Chapter 5, we deployed and tested the event-driven
models on a Raspberry Pi 5. The results demonstrated significant reductions in inference
time up to 70% with minimal impact on model size. To address the challenges that arise
from the deployment of multiple collaborative models, we redesigned the architecture using
a DeepConvLSTM framework to integrate the event-driven model into a unified system
in Chapter 6. This integration simplifies deployment and ensures compatibility for a wide
range of applications on resource-constrained devices, as well as further reduce the inference
time up to 86.7% and even increase the accuracy.

We have formulated specific research questions to guide the objectives and discoveries
of this thesis. These RQs are designed to clarify the approach and findings while focusing
on practical applications for machine learning techniques on resource-constrained devices.
Figure 1.1 illustrates the organization of this thesis, making the location of the answers to
the RQs.

• RQ1: What is the impact of individual quantization, pruning, knowledge distillation
and attention mechanism on the performance and efficiency of the DeepConvLSTM
model across different HAR datasets?

This is answered in Chapter 3

• RQ2: Is an attention mechanism feasible and suitable for a model deployed on edge
devices with TFLM?

This is answered in Section 4.3

• RQ3: How can we improve performance by combining these individually tested tech-
niques?

This is answered in Section 4.2 and 4.3

• RQ4: Is there a streamlined process to obtain a compact model with minimal adverse
effects on performance, while keeping the model compatible with TFLM?

This is answered in Section 4.1

• RQ5: What effect does an event-driven inference have on the performance, inference
time, and size of the model with different HAR datasets?

This is answered in Chapter 5

• RQ6: Is this event-driven model compatible with devices running TFLM?

This is answered in Section 6.2
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Figure 1.1: Thesis outline, including chapters, keywords, and research questions
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Chapter 2

Datasets and Existing Techniques

2.1 Datasets

In this thesis, we use four different sensor-based datasets: Opportunity [5], Sensors [20],
Wisdm [17], Pamap2 [18]. These datasets differ in several important aspects, including
the number of activity classes, the balance of sample distributions, sampling rates, and the
types, numbers, and placements of sensors. This variation helps improve the generalizabil-
ity of our research, enabling us to evaluate model performance across different scenarios
and activity distributions.

2.1.1 Opportunity

The Opportunity dataset [5] contains real-world daily activity data collected using various
sensors, including accelerometer, gyroscope, and magnetometer. It focuses on body-worn
sensor data to classify 4 locomotion activities and 17 micro activities. In our thesis, we
excluded the dominant null class, which accounts for over 70% of the data. Data was
collected from 4 participants using 5 IMUs placed on the upper body (left/right lower
arms, left/right upper arms, and torso), leading to 15 sensors and 45 features. The dataset
is very challenging to classify due to highly similar movements, such as opening and closing
a door. The sampling rate is 30 Hz.

2.1.2 Sensors

The Sensors dataset [20] includes data for 7 physical activities collected from 10 participants
using 5 IMUs placed on various body positions: right and left jeans pockets, right-side belt,
right upper arm, and right wrist. Data was collected at a sampling rate of 50 Hz, and this
study utilizes all activities with the full set of sensor data at the original sampling rate.

2.1.3 Wisdm

The WISDM dataset [17], a widely used benchmark for sensor-based HAR, was collected
using a 3-axis accelerometer in a smartphone placed in the user’s pocket to record six daily
activities. Data was recorded at a frequency of 20 Hz. Despite its simplicity, the dataset
is highly imbalanced, with "jogging" activity comprising around 40% of the data, while
"upstairs" accounts for only 1%.
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2.1.4 Pamap2

The PAMAP2 dataset [18] contains sensor data from nine participants performing 18 daily
activities, ranging from simple tasks like sitting and walking to complex ones like ironing
and jumping rope. Data were collected using three IMUs (on the dominant wrist, chest,
and ankle) and a heart rate monitor. The IMUs, equipped with accelerometers, gyroscopes,
and magnetometers, recorded at 100 Hz, while there is also a heart rate monitor operated
at 9 Hz, which is not used in this thesis. This study focuses on 12 common activities across
participants, using 27 features from the IMUs to capture detailed movement data.

2.2 Quantization

Quantization is a technique used in deep learning to reduce the size and computational
complexity of models by representing weights and activations with lower precision numer-
ical formats, such as integers instead of floating-point numbers, making the model more
suitable for deployment on resource-constrained devices like mobile phones or edge hard-
ware. There are different types of quantization, including Float16 quantization, dynamic
range quantization, and full integer quantization. Float16 quantization reduces the preci-
sion of weights and activations from 32-bit floating-point to 16-bit floating-point. Dynamic
range quantization quantizes only the weights to 8-bit integers while keeping activations in
their original format, providing faster inference without significant accuracy degradation.
Full integer quantization quantizes both weights and activations to 8-bit integers, maxi-
mizing computational efficiency and memory savings, making it ideal for deployment on
highly resource-constrained hardware.

In this thesis, we primarily focus on full integer quantization, given that many edge
devices utilizing TFLM exclusively support 8-bit integer computations. Extensive research
has demonstrated that full integer quantization generally boosts the efficiency, meanwhile
induces minimal accuracy degradation [3, 7, 10]. While Wu et al. [23] applied full integer
quantization to MobileNet and EfficientNet for tasks such as image classification and voice
detection, observing accuracy drops ranging from -0.56% to -4.79%. To address these
losses, they proposed employing Partial Quantization and Quantization-Aware Training.
However, these techniques are insufficient to mitigate the substantial accuracy degradation
observed in certain models [12, 19].

Krishnamoorthi [12] reported a drastic decline in top-1 accuracy on the ImageNet val-
idation set, from 70.9% to 0.1%, following full integer quantization. Similarly, Sheng et al.
[19] observed a significant drop in MobileNetV1 accuracy on the ImageNet2012 validation
dataset, from 70.50% (float pipeline) to 1.80% (8-bit pipeline). They suggested modifying
layer designs and enhancing batch normalization to address these issues. However, their
experiments were limited to computer vision applications and did not adequately address
similar challenges encountered in sensor-based HAR, as observed in our experiments on
datasets with relatively higher feature dimensions.

To tackle this challenge, we investigated the application of full integer quantization
to simpler models and identified overfitting as a primary cause of accuracy degradation.
This thesis explores methods to reduce model complexity, demonstrating their effectiveness
in mitigating the accuracy loss associated with overfitting during quantization. These
findings offer valuable insights for deploying resource-efficient models on edge devices in
sensor-based HAR tasks with multiple sensor inputs. These observations and solutions are
thoroughly discussed in Section 3.3.
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2.3 Pruning

Pruning helps reduce the size of machine learning models by removing weights that have
little impact on performance. Sparsity refers to the percentage of weights in a model
that are set to zero. Higher sparsity reduces the number of active parameters, making the
model smaller and faster. This process can also make the model simpler and easier to store.
Contoli et al. [6] worked on improving Human Activity Recognition (HAR) models by using
both quantization and pruning on CNN and LSTM architectures. However, they found
that these two methods do not work well together. The main issues were that TensorFlow
Lite only supports limited operations, and it cannot handle the sparse matrices created by
pruning. Moreover, their experiments only used one dataset, UCI-HAR, which limits how
widely their results can apply.

To solve these problems, we explored using quantization with other optimization tech-
niques. This allowed us to create a small yet accurate model that can run on edge devices.
We tested this model on the Arduino Nano 33 BLE Sense with all 4 datasets, as explained
and demonstrated in Chapter 4.

2.4 Knowledge Distillation & Attention Mechanism

Knowledge distillation is a technique for transferring knowledge from a larger, more com-
plex model (teacher) to a smaller, more efficient model (student). By leveraging the
teacher’s output, knowledge distillation enables the student to learn not only the cor-
rect predictions but also the relative probabilities assigned to all classes, which convey
richer information about the underlying data distribution. Two critical hyper-parameters
in knowledge distillation are the temperature and alpha. The temperature controls the
smoothness of the teacher’s output distribution by scaling the logits before applying the
softmax function. Higher temperatures produce softer probability distributions, providing
the student with finer-grained information about the teacher’s confidence across all classes.
The parameter alpha determines the trade-off between the distillation loss, derived from
the teacher’s softened predictions, and the standard loss calculated using the hard labels.
This balance ensures the student effectively learns both the nuanced knowledge from the
teacher and the direct supervision from ground-truth labels.

Attention mechanisms are used to enhance feature representation by adaptively focus-
ing on the most informative components of the input. The Convolutional Block Attention
Module (CBAM) is an efficient and lightweight attention mechanism that combines chan-
nel attention and spatial attention to refine feature maps along two complementary dimen-
sions.Channel attention focuses on identifying the importance of each channel in a feature
map by using global average pooling and max pooling to capture spatial information. The
resulting attention weights adjust the feature map along the channel dimension. Spatial
attention highlights important regions within the feature map by pooling across channels
and generating an attention map through a convolutional layer, which refines the spatial
features.

Knowledge distillation and attention mechanisms have been extensively studied in re-
cent years [8, 13, 25]. Most research has focused on improving model performance, but
they often overlook important factors like model size, inference efficiency, as well as the
compatibility of TFLM, which are critical for deployment on edge devices. For instance,
[9] introduced a dual-attention mechanism to enhance accuracy. However, the increase in
model parameters makes it unsuitable for devices with limited resources. Similarly, [2] pro-
posed the Convolutional Block Attention Module to improve accuracy with a relatively low
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impact on efficiency. Unfortunately, their testing was conducted only on high-performance
CPUs, without considering edge devices. As a result, issues related to compatibility and
challenges in deploying these models on resource-constrained platforms were not identified
or addressed.

To address these unexplored research gaps, we implemented knowledge distillation and
attention mechanisms in the model and evaluated it across four distinct datasets. The
model’s accuracy, size, and inference time were systematically tested and recorded, as
detailed in Section 3.5 and 3.6. Building on these initial results, we applied a combination
of the selected techniques, achieving a model that maintained the original accuracy while
reducing the size to just 3% of the initial model.

To further examine the compatibility of knowledge distillation and attention mecha-
nisms with TFLM, we successfully deployed the model on an Arduino Nano 33 BLE Sense
in Chapter 4. This required specific modifications to the model layers to ensure compati-
bility. The Feature Selecting technique was also implemented to make the model size fit on
Arduino. These experiments not only demonstrated the state-of-the-art advancements in
efficiency and performance optimization but also resolved compatibility issues between at-
tention mechanisms and TFLM. Additionally, the work introduced a streamlined approach
for developing extremely compact models that achieve relatively high performance, paving
the way for practical deployment on resource-constrained edge devices.

2.5 Neural Architecture Search & Dynamic Routing Net-
works

NAS is a method that automates the design of neural network architectures to find a
balance between performance and efficiency [26]. This advanced technique is particularly
useful for creating models that can work well on devices with limited computational power.
However, NAS requires a lot of computational resources and time during its training phase,
as each architecture in the search process needs to be tested and evaluated [24].

DRN is a method used to make neural networks more efficient by simplifying their
structure [22]. DRN works by dividing the network into smaller units called cells. Each
cell is made up of interconnected points called nodes, and these nodes are linked by differ-
ent transformation paths. During operation, the network selects only the paths it needs
[4]. This approach can help reduce unnecessary computations and improve efficiency. How-
ever, the process of selecting paths dynamically adds extra calculations, which can still be
challenging for devices with very limited processing power, like microcontrollers [4]. Addi-
tionally, having multiple paths in the network increases the amount of storage needed and
makes the hardware design more complex [14].

NAS and DRN offer a promising idea for improving inference efficiency on platforms
with limited computational capabilities, but both come with significant challenges. NAS
requires extensive computational resources during the design phase, while DRN introduces
additional overhead during inference due to its dynamic path selection process.

In this thesis, we propose a more practical and feasible technique, introduced in Chap-
ter 5, called event-driven inference. Like DRN, our method dynamically selects inference
paths during operation to optimize efficiency, but it eliminates the computational overhead
by statically defining the model paths during design time, similar to the approach in NAS.

Specifically, we designed a pre-classifier to categorize input samples into simple or com-
plex classes. Simple samples are processed through a lightweight inference path, consisting
of smaller layers, to minimize inference time and energy consumption. Complex samples,
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on the other hand, are directed through a more comprehensive path with additional layers
and filters to maintain high accuracy.

Additionally, drawing inspiration from [21], which focuses on detecting continuous ac-
tions and smoothing output results, we extended our pre-classifier to differentiate between
durative and momentary classes. For durative actions, the model avoids reclassifying each
sample and only performs pre-classification again when the specific durative action stops,
further optimizing efficiency.

In Chapter 6, we discuss integrating this two-layer event-driven structure into a single
model. This integration addresses the complexity issues in deploying multiple collaborating
models in one inference.
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Chapter 3

Background and Initial Results

In this chapter, we present a comprehensive evaluation of the techniques introduced in
Chapter 2 through rigorous experimental analysis. These techniques include quantiza-
tion, pruning, knowledge distillation, and attention mechanisms, each assessed for their
effectiveness in optimizing deep learning models for edge deployment.

We first introduce models with a reduced number of filters and LSTM units as bench-
marks for comparison in Section 3.2. In Section 3.3, we evaluate the performance of
quantization, highlighting its limitations when applied to small models. Additionally, we
illustrate potential challenges associated with full integer quantization. By reducing model
complexity, we successfully improve the accuracy of the full-integer-quantized model from
33% to 98%. In Section 3.4, we examine the impact of pruning across four datasets, con-
cluding its limitations regarding sparsity and dataset specificity. In Section 3.5, we apply
knowledge distillation to the model, observing modest improvements in accuracy, which
demonstrates the potential of this approach to enhance the performance of compact models
suitable for edge devices.

Building upon recent advancements in sensor-based HAR [2], we incorporate an atten-
tion mechanism to further enhance model performance in Section 3.6. While the attention
mechanism does not directly contribute to model size reduction, it is well-documented for
its capability to significantly improve the accuracy of compact models[2], thereby facilitat-
ing efficient deployment in resource-constrained environments.

3.1 Background Information and Implementation Details

The experiments were conducted across three different platforms to evaluate the model’s
performance and feasibility. Initially, training and preliminary testing were carried out
on a laptop equipped with an i9-13900HX processor and an RTX 4080 GPU. This setup
provided a robust environment for developing and validating the model. The second phase
involved deploying the model on a Raspberry Pi 5 to simulate an edge environment. While
the Raspberry Pi 5 is more powerful than typical computationally constrained edge devices,
it was selected for its ease of use and to avoid potential compatibility issues with TFLM.
This phase allowed for the collection of accuracy and inference time data in a controlled
yet edge-like setting. Finally, the model was deployed on the Arduino Nano 33 BLE Sense,
a highly resource-constrained device, to assess the challenges of implementing a complex
model like DeepConvLSTM on such hardware. This final step highlighted the potential
issues developers may encounter, such as memory limitations and processing delays, as
well as the compatibility issues, offering valuable insights for real-world deployment on
tiny devices.
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The experiments were conducted using Python 3.10.0 and TensorFlow 2.10.0. To sim-
plify deployment on the Arduino platform, Edge Impulse [1] was utilized. During perfor-
mance evaluation, including inference time testing, the batch size was fixed at 128 to fully
utilize the testing device’s capabilities.

We segment the data into 1-second time windows and use a split ratio of 60% for
training, 20% for testing, and 20% for validation, ensuring a balanced approach for model
learning, evaluation, and fine-tuning.

3.2 Designing Resource-Efficient Models Using Base Models

We start by introducing the concept of moderate and lite models, which are derived from
the original full-size model by reducing the number of filters and LSTM units. Unlike
compression techniques like quantization and pruning that make the original model smaller,
these lite and moderate models are created simply by decreasing the number of filters, which
results in a smaller model size but comes at the cost of some accuracy loss.

As shown in Table 3.1, the models are named LM, MM, MM+, and OM. OM, the
original model, has 64 filters in each convolutional layer and 128 units in each LSTM layer.
LM, the lite model, has the fewest with 4 filters and 8 LSTM units, while MM and MM+
fall in between these two models.

Conv Layer LSTM Layer

Lightweight Model (LM) 4 filters each layer 8 units each layer
Moderate Model (MM) 8 filters each layer 16 units each layer
Moderate+ Model (MM+) 16 filters each layer 32 units each layer
Original Model (OM) 64 filters each layer 128 units each layer

Table 3.1: Comparison of different model architectures (flipped axis).

The redesigned model structure significantly reduces both model size and inference time
by decreasing the number of filters and LSTM units. Although this simplification may lead
to a drop in accuracy, it is a necessary trade-off to ensure the DeepConvLSTM model can
operate efficiently on edge devices. To address this accuracy loss, additional optimization
techniques, such as knowledge distillation (discussed in Section 3.5) and attention mech-
anisms (discussed in Section 3.6), are applied. The lite and moderate models generated
through this redesign are utilized in subsequent experiments for testing, comparison, and
meeting specific experimental requirements. For instance, the proposed model in Chap-
ter 4 incorporates a combination of techniques and is based on the MM+ architecture.
This choice ensures an optimal balance between accuracy, model size, and inference time,
making it the most effective solution for diverse scenarios. In Chapter 5, the LM model
is specifically utilized for classifying simple samples due to its ability to achieve precise
predictions while maintaining the fastest inference time among all tested models.Although
the redesign of the model structure may seem straightforward, it forms the foundation of
this thesis. This approach ensures a balanced trade-off between accuracy and efficiency,
which is critical for achieving the research objectives

3.3 Quantization

Quantization is a widely adopted technique for deploying machine learning models on edge
devices. There are three primary types of quantization: float16 quantization, dynamic
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range quantization, and full integer quantization. These methods reduce the precision
of model weights and activations to formats such as float16 or int8, thereby significantly
lowering memory requirements while maintaining minimal impact on model accuracy.

Most existing research on quantization lacks sufficient emphasis on the distinctions
between float16 quantization, dynamic range quantization, and full integer quantization,
along with their respective application scenarios. Additionally, the significant accuracy
degradation that can occur with full integer quantization when dealing with complex mod-
els has not been adequately addressed. This thesis aims to bridge this gap by proposing
a viable solution to mitigate the accuracy loss associated with full integer quantization,
especially in scenarios involving complex model architectures.

This thesis focuses primarily on full integer quantization, as many edge devices are
limited to supporting integer-only inference, particularly with TFLM. The complexities and
challenges associated with full integer quantization are discussed in detail, including issues
such as reduced accuracy and compatibility constraints. Techniques such as quantization-
aware training are proposed as potential solutions to mitigate these challenges [15].

Interestingly, in the experiments conducted, some quantized models demonstrated
slightly higher accuracy compared to their original counterparts. This unexpected phe-
nomenon is also observed in some previous literatures [7], with potential explanations such
as regularization effects or overfitting in the original models.

The accuracy and model size are depicted in Figure 3.1 and 3.2. With respect to ac-
curacy, both float16 quantization and dynamic range quantization maintain performance
levels comparable to the original model. However, in the Opportunity and Sensors datasets,
full integer quantization resulted in a significant decline in accuracy. As explained in Chap-
ter 2.1, the Opportunity and Sensors datasets each have 45 feature dimensions, while the
Wisdm dataset has 3 and Pamap2 has 27. Higher feature dimensions often make the
model’s structure and feature distribution more complex. Full integer quantization works
by converting floating-point parameters and intermediate results into integer values. How-
ever, when the data has many features or uneven distributions, it becomes harder to create
a quantization strategy that fits all features and network layers. This difficulty can cause
some features to lose critical information during quantization, which introduces errors.
These quantization errors are particularly problematic in models with high-dimensional
feature spaces because the errors can accumulate and negatively affect classification accu-
racy. For example, the Sensors dataset may have complex raw feature ranges, distributions,
and correlations, which makes it prone to greater errors during full integer quantization.
Additionally, certain tasks in Sensors may depend heavily on accurately representing key
features. If these important features lose information during quantization, the model’s
overall performance can suffer significantly. The solution of this accuracy drop will further
be explain in this section.

Regarding model size, as shown in Figure 3.2, the results align with theoretical expec-
tations: float16 quantization reduces the model size by approximately half, while dynamic
range quantization and full integer quantization achieve reductions to around one-fourth
of the original size. Nonetheless, it is important to note that this reduction effect does
not always hold consistently for models that are already highly compact. For example, if
the number of filters and LSTM layers is reduced to one-sixteenth of the original model,
applying quantization may not yield the anticipated reduction of one-half or one-fourth.
This phenomenon, as illustrated in Figure 3.3, is likely attributable to fixed overheads,
including the network architecture and quantization metadata. Consequently, the benefits
of quantization are less pronounced for models that are already highly compact.

Regarding inference time, the results are presented in Figure 3.4. The data is expressed
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Figure 3.1: Accuracy of DeepConvLSTM with quantization

Figure 3.2: Size of DeepConvLSTM with quantization

as percentages, with the original model set as the baseline at 100%. This approach was
chosen because the inference times vary significantly across different datasets, and using
percentages more effectively illustrates the differences of inference time between quantized
and unquantized models. For the detailed number of inference time, they are recorded in
Appendix 1 and 2.

From the testing, we observed that Float16 quantization has minimal impact on in-
ference time. In contrast, both dynamic range quantization and full integer quantization
reduce inference time by approximately 50% across all four datasets. This significant re-
duction in inference time highlights quantization as an ideal solution for enabling real-time
performance of models on devices with limited computational resources.

The DeepConvLSTM model is built with a combination of convolutional and LSTM
layers, which makes its structure relatively complex. As discussed before this this sec-
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Figure 3.3: Size of LM with quantization

Figure 3.4: Time difference of DeepConvLSTM with quantization

tion, when working with datasets that have many features and large parameter scales, like
Opportunity and Sensors, quantization errors can accumulate as the data moves through
the network. This is because the quantization process, which converts floating-point num-
bers into 8-bit integers, can lose important details. If the model has redundant features
or weights that are unevenly distributed, these errors can grow layer by layer, eventually
causing the model’s performance to drop noticeably. To address the accuracy degrada-
tion associated with full integer quantization caused by overfitting, several approaches
were investigated. The most effective methods involved reducing the number of filters,
LSTM layers, and the dimensionality of input features, as named as MM and LM model
in Section 3.2. As depicted in Figure 3.5, reducing the number of filters and LSTM lay-
ers initially led to improved accuracy across both datasets, largely due to the mitigation
of overfitting. However, further reductions in model complexity eventually resulted in a
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decline in accuracy, indicative of underfitting.

Figure 3.5: Accuracy of size-reduced model with quantization

Reducing the number of features can significantly improve the accuracy of full-integer-
quantized models to an acceptable level. As discussed in Section 2.1, the Opportunity and
Sensors datasets include accelerometer, gyroscope, and magnetometer data collected from
five different positions, resulting in a total of 15 sensors and 45 features. In contrast, the
Wisdm and Pamap2 datasets have fewer features, with Wisdm containing 3 features and
Pamap2 containing 27 features. Given that the Opportunity and Sensors datasets contain
more features compared to Wisdm and Pamap2, the models trained on these datasets
may suffer from feature redundancy, which can accumulate the accuracy loss resulting
from full integer quantization. As illustrated in Figure 3.6, the accuracy of the quantized
model actually improves when fewer features are used during training. By evaluating
feature importance using SHAP values, the most important half of the features—those
contributing to 90% of the total SHAP value—were selected for model training. The results
demonstrate that, for both the Opportunity and Sensors datasets, the quantized model
trained with fewer features performs significantly better in terms of accuracy, approaching
the performance of the original model.

Addressing the accuracy issues associated with full integer quantization is crucial, as it
is the only supported quantization format for ultra-constrained edge devices, such as the
Arduino Nano, which only supports inference with int8. Optimizing feature selection is
therefore key to achieving acceptable performance on these devices.

3.4 Pruning

Figure 3.7 and 3.8 illustrate that pruning has minimal impact on model accuracy when
sparsity levels range from 0% to 90%. However, pruning is not always an efficient approach
for reducing model size. In our research, pruning significantly decreased model size in the
PAMAP2 dataset, while in the Sensors dataset, the model size remained largely unchanged,
suggesting that there were few redundant weights in the latter model. It is also important
to note that the size comparison was conducted using gzip format, as zero values in h5 and
TFLite files continue to occupy memory, resulting in no change in file size before and after
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Figure 3.6: Accuracy of feature-selected model with quantization

pruning. Because of that limitation, we did not directly compare the size of pruned model
and quantized model, while in most of the datasets we tested, quantization performs better
than pruning in reducing the model size, except Pamap2. Figure 3.9 shows the inference
time differences for the evaluated datasets. Instead of comparing the absolute values, we
focus on the time differences to highlight changes across datasets, as the absolute inference
times vary significantly. From the results, it is clear that pruning has minimal impact
on inference time, with no consistent trend observed. This outcome suggests that pruning
does not significantly affect inference time, primarily because hardware without specialized
support for sparse matrix operations still processes the zero values introduced by pruning.

Figure 3.7: Accuracy of pruned model

3.5 Knowledge Distillation

Knowledge distillation (KD) is another widely-used technique for training compact models.
It is effective in enhancing model accuracy without increasing model size or inference time,
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Figure 3.8: Size of pruned model

Figure 3.9: Inference time of pruned model

making it particularly useful for edge deployment. In our experiments, the optimal student
model was identified through a grid search, varying both the temperature and the alpha
value to achieve the best performance. In the testing, the original full-size model serves
as the teacher, while a MM+ is trained as the student. As discussed in Section 3.3,
quantization has limitations when it comes to reducing the size of already small models,
such as the LM. Therefore, in this thesis, we chose the MM+ as the student model. The
MM+ is large enough that quantization can still significantly reduce its size, making it a
better choice for combining with quantization techniques.

Figure 3.10, 3.11, and 3.12 illustrate the accuracy, model size, and inference time of the
student model with and without the application of knowledge distillation, respectively. The
MM+ KD model achieves similar accuracy to the OM teacher model in the Opportunity,
Sensors, and Pamap2 datasets, while also showing a 0.7% improvement in the Wisdm
dataset. Regarding model size and inference time, KD does not introduce any changes.
Minor variations in inference time were observed, likely due to measurement errors. This
demonstrates the effectiveness of knowledge distillation in transferring knowledge from the
teacher to the student model. The student model benefits from the higher-level abstractions
learned by the teacher without additional computational costs.

17



Figure 3.10: Accuracy of KD model

Figure 3.11: Size of KD model

3.6 Attention

Attention mechanisms are effective in enhancing model performance by prioritizing the
most relevant components of the input. By assigning varying importance to different ele-
ments, attention allows models to focus on the most crucial information, thereby improving
their capacity to capture complex relationships and effectively manage long-range depen-
dencies. Originally popularized by the Transformer architecture, attention mechanisms
have since been widely adopted across various domains, including image recognition and
time series analysis. A recent work [2] extended the application of Convolutional Block
Attention Module (CBAM) to new fields such as sensor-based HAR, demonstrating its
effectiveness in sensor-based machine learning tasks.

In this thesis, attention mechanism is used to recover the accuracy lost due to reducing
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Figure 3.12: Inference time of KD model

filters and applying quantization. As shown in Figure 3.13, the attention mechanism im-
proves accuracy across all four datasets. More importantly for edge computing, attention
mechanisms have minimal impact on model size and inference time, as demonstrated in
Figures 3.14 and 3.15. These results suggest that attention mechanisms can effectively
highlight the most important features while reducing the impact of less relevant ones. Al-
though attention mechanisms introduce some computational overhead, the increase is rela-
tively small, making them well-suited for resource-constrained environments. This balance
between improving performance and maintaining efficiency makes attention mechanisms
an essential component for sensor-based HAR models.Attention mechanisms play a cru-
cial role in this thesis and are applied across multiple models to enhance performance. In
Chapter 4, attention is utilized on a quantized MM+ model to mitigate the accuracy loss
caused by full integer quantization and structural redesign. Furthermore, in Chapter 6,
attention significantly improves the accuracy of the model with feature selection, bringing
its performance to levels comparable to or even exceeding that of the OM.

Previous research [2] demonstrated that attention has promising improvements in model
accuracy. The interplay between attention mechanisms and other model optimization tech-
niques, such as quantization and knowledge distillation, remains unexplored. This thesis
addresses this research gap in Chapter 4 by evaluating the combined effects of attention,
quantization, and distillation on lightweight models, thereby assessing their synergistic
potential for enhancing performance while maintaining a compact model size.

Besides that, in previous research [2], all experimental evaluations were conducted on an
M3 MacBook, which possesses computational capabilities far beyond those typical of edge
devices. Consequently, the feasibility of deploying such models on resource-constrained
edge hardware was not assessed. This thesis addresses this limitation by successfully
deploying the optimized models on the Raspberry Pi 5 and Arduino Nano 33 BLE Sense in
Section 4.3. These deployment experiments provide insights into real-world compatibility
challenges, and this work presents practical solutions to overcome these issues, ensuring
that the models function effectively within the constraints of edge environments.

In conclusion, full integer quantization effectively reduces the model size to one-fourth
of its original size, making it suitable for deployment on edge devices running TFLM with
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Figure 3.13: Accuracy of attention model

Figure 3.14: Size of attention model

int8 inference. However, this process may result in a drop in accuracy. To address this,
techniques like knowledge distillation and attention mechanism, specifically the Convolu-
tional Block Attention Module (CBAM) used in this thesis, can be applied to maintain
performance. While quantization is a straightforward and efficient method for reducing
model size and inference time, it may not always meet the requirements of more demand-
ing applications. Therefore, additional techniques are necessary to further enhance model
efficiency and ensure its practicality in resource-constrained environments.
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Figure 3.15: Size of attention model
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Chapter 4

Combination of Quantization,
Pruning, Distillation and Attention

In this chapter, we explore the combination of different optimization techniques, including
quantization, knowledge distillation, and attention mechanisms, to create an efficient model
suitable for deployment on edge devices. First, we validate the model on a PC to ensure
compatibility of all these techniques. Then, we deploy the model on an Arduino Nano 33
BLE Sense to demonstrate its feasibility on an edge device and identify potential challenges
that may need to be addressed.

By incorporating knowledge distillation, attention mechanisms, and dynamic range
quantization, we successfully obtained a compact model that achieves comparable accuracy
to the original full-size model while reducing its size to just 3% of the original. In other
words, the new model is approximately 35 times smaller. This significant reduction in
model size addresses a major challenge in deploying machine learning models on edge
devices and demonstrates the feasibility of localized deep learning for sensor-based HAR.

To evaluate the model’s performance in a constrained environment, we deployed it on
an Arduino Nano 33 BLE Sense, which has only 256KB of RAM. To simplify deployment
on the Arduino platform, Edge Impulse was utilized. During deployment, we also resolved
compatibility issues with TFLM. Our results demonstrate not only the possibility of lo-
calized deep learning with DeepConvLSTM for sensor-based HAR on edge devices, but
also the effectiveness of implementing knowledge distillation and attention mechanisms on
such constrained hardware. This confirms the practical applicability of these techniques
for edge deep learning.

4.1 Methodology

By exploring state-of-the-art technologies in Chapter 3, it has been observed that quantiza-
tion is one of the most effective techniques for reducing model size while maintaining a high
level of accuracy. Although full integer quantization can lead to a reduction in accuracy,
this issue can be mitigated by reducing model complexity, making it an essential approach
for deployment on integer 8 edge devices. Furthermore, techniques such as knowledge dis-
tillation and attention mechanisms are highly effective in compensating for any accuracy
loss, particularly when applied to smaller models, with minimal computational overhead.

Given these observations, the approach we proposed for developing a compact and
efficient model is illustrated in Figure 4.1. Specifically, the attention mechanism is initially
applied to a full-size model, which serves as the teacher model during the knowledge
distillation process. After distillation, a smaller student model is produced, and attention
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is applied again to enhance its performance. Finally, quantization is applied to the student
model to further reduce its size while ensuring compatibility with edge device inference
requirements. The performance and results of this model will be discussed in Section 4.2.

Figure 4.1: A solution of combined techniques

4.2 Validation

In this section, state-of-the-art techniques are integrated and evaluated on a Windows
laptop to determine potential conflicts or synergies between them. The objective is to assess
how these advanced methods interact when applied concurrently, particularly focusing on
performance, compatibility, and model size.

Figure 4.2 illustrates that a MM+ model, comprising only 1/4 of the filters and LSTM
layers of the original model, can achieve superior accuracy compared to the OM when
techniques such as distillation, attention, and quantization are applied. Remarkably, this
smaller model is only 3% of the size of the original, demonstrating substantial efficiency
gains without compromising performance.

To provide a more detailed analysis, Figure 4.3 offers additional insights. In the lower
left quadrant, we observe the performance of LM (a model with 1/16 of the filters and
LSTM layers of the original model) and MM (a model with 1/8 of the filters and LSTM
layers). While the MM+ model, which incorporates distillation, attention mechanisms,
and quantization, achieves a notable improvement in accuracy, ranging from 7% to 10%,
compared to LM and MM, but has a similar model size.

Figure 4.2 and 4.3 collectively illustrate that state-of-the-art techniques such as dis-
tillation, attention, and quantization can be effectively integrated, resulting in significant
performance enhancements even for models with significantly reduced complexity.

4.3 Application

Deploying a DeepConvLSTM model on compact devices, such as the Arduino Nano,
presents several compatibility challenges. These challenges primarily arise from the limita-
tions of the hardware, which only supports int8 inference and TFLM, a subset of operations
from TensorFlow Lite. One major issue is that LSTM layers introduce operations involv-
ing loops (e.g., "while" operations), which are not supported by TFLM. To address this
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Figure 4.2: Performance vs. size

limitation, LSTM layers are flattened, effectively transforming the sequential processing
into a form that TFLM can handle. However, this flattening significantly increases the
model size. For instance, in the case of the Opportunity dataset, the model size expanded
from 45 KB to 431 KB, making it unsuitable for deployment on the limited RAM of the
Arduino Nano.

Moreover, mentioned in Section 3.3 that full integer quantization, which is necessary
to convert the model for int8 inference, often results in substantial accuracy degradation.
Given these two challenges of increased model size and potential accuracy loss, feature
selection was applied as an effective solution. By selectively retaining the most relevant
features, the model size was reduced to 218 KB, making it feasible for deployment on the
Arduino Nano.

The goal of this thesis to deploy the model enhanced with knowledge distillation and
attention mechanisms on the Arduino Nano 33 BLE Sense. The challenge we encountered
involved the compatibility of TFLM. Specifically, the channel attention and spatial at-
tention mechanisms introduced operations that were unsupported by TFLM, such as the
use of the Reshape function within average pooling and max pooling, which led to dy-
namic output tensor shapes. To address this, we manually implemented the global average
pooling and max pooling operations, thereby resolving the compatibility issues.

To deploy the model on the Arduino Nano, we utilized Edge Impulse to simplify the
process significantly. By uploading the desired model, the platform automatically checks
for compatibility, ensuring the model is fully integer-quantized and free of unsupported
operations. Once validated, Edge Impulse generates a deployment package tailored to the
target device. We can then upload this package to the Arduino IDE for deployment onto
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Figure 4.3: Performance vs. size

the Arduino Nano. After deployment, the model runs on the device and outputs predictions
through the terminal. Then input is sent manually by us as datasets are used instead of
real-time inference.The entire process of deployment with Edge Impulse is seamless and
straightforward, making it an efficient solution for edge device deployment.

In our thesis, we successfully deployed our model with knowledge distillation and at-
tention mechanisms on the Arduino Nano 33 BLE Sense. The model operated as intended,
providing identical outputs to those observed during validation on the initial platform. This
accomplishment demonstrates the feasibility of running a DeepConvLSTM model enhanced
with knowledge distillation and attention mechanisms on a highly resource-constrained
edge device.

Dataset Inference Time
per Sample (ms)

Model
Size (KB)

used RAM
(KB)

used Flash
(KB)

Accuracy
(%)

Accuracy of
OM (%)

Opportunity (selected feature) 813 264 102.8 182 79.34 82.76
Sensors (selected feature) 979 332 140.9 221.2 98.02 99.21
Wisdm 83 58 17 98.8 91.82 92.17
Pamap2 2531 428 182.6 326.4 94.41 96.67

Table 4.1: Deployed model with attention and KD on Arduino

As shown in Table 4.1, the optimized models operate successfully on the Arduino Nano
33 BLE Sense, which has only 256 KB of RAM.To measure how long the model takes to
make a prediction, the script records the time it starts and finishes. The time difference
is shown directly in the terminal. For datasets such as Opportunity, Sensors, and Wisdm,
real-time processing is achieved. However, for Pamap2, processing a 1-second sample
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requires 2.5 seconds due to the dataset’s high sampling rate and large number of features,
highlighting the impact of dataset complexity on inference performance.

In terms of resource usage, the numbers of used RAM and flash are the predicted value
provided by Edge Impulse. As we can see in Table 4.1, all models fit within the Arduino
Nano’s constraints, with RAM usage ranging from 17 KB (Wisdm) to 182.6 KB (Pamap2),
and Flash usage remaining well below the device’s 1 MB limit. This demonstrates the
models’ suitability for deployment on highly resource-constrained hardware while leaving
room for potential extensions.

Regarding accuracy, the models exhibit minimal degradation compared to the OM.
The largest accuracy drop, 3.42%, occurs in the Opportunity dataset, primarily due to
the reduction in features and the dataset’s inherent complexity. Meanwhile, the Wisdm
dataset achieves an impressive inference time of just 83 ms, showcasing the efficiency of the
optimized models on simpler datasets. These results illustrate a balance between resource
efficiency and performance across various datasets.

Overall, this process can be considered a streamlined method for deploying complex
models on highly resource-constrained edge devices. The experiments further validate the
feasibility of using a DeepConvLSTM model on the Arduino Nano 33 BLE Sense with
minimal performance trade-offs, emphasizing its practicality for real-world applications.In
future research, we plan to deploy this model on the OpenEarable platform to enable
real-time HAR. OpenEarable is a wearable device designed to be worn on the ear and is
also powered by the Arduino Nano 33 BLE Sense. The integration of DeepConvLSTM in
this field significantly enhances the model’s capability to classify complex activities with
greater accuracy and efficiency.
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Chapter 5

Event-driven Inference

While the efficiency improvements achieved in Chapter 4 using state-of-the-art techniques
are significant, these methods are general solutions applicable to a wide range of tasks.
However, in the field of HAR, there are additional opportunities to enhance efficiency by
analyzing the specific characteristics of HAR tasks. For instance, not all sensors or input
data are necessary at all times, allowing for selective utilization to optimize resource use
and performance.

In this chapter, we introduce the concept of event-driven inference, a method designed
to improve computational efficiency by adapting the model’s complexity based on the
input data. This approach aims to reduce inference time significantly while maintaining
sufficient accuracy. The proposed method was tested and evaluated on a Raspberry Pi 5
to simulate an edge computing environment. This device was chosen because deploying
multiple models in a single project on an Arduino involves considerable challenges because
of the limited RAM and lack of support of dynamic execution.

Experimental results indicate an approximate 50% reduction in inference time com-
pared to the original model, without any significant loss in accuracy. Moreover, after
applying quantization, the event-driven model further reduces inference time to approxi-
mately 35% of the original quantized model. Then, the optimal MM+ generated in Chap-
ter 4 is used to replace the OM to further reduce the model size and inference time.

To enhance the model’s performance, we applied a combination of advanced techniques
from Chapter 3 and 4, including quantization, knowledge distillation, and attention mech-
anisms. These methods allowed us to achieve a highly efficient model while maintaining
relatively high accuracy, making it suitable for deployment in resource-constrained envi-
ronments.

5.1 Methodology

To further reduce inference time, the concept of event-driven inference is introduced. In
the context of HAR applications, the goal is to accurately detect activities such as going
upstairs, going downstairs, and jumping. In these scenarios, sensors such as accelerome-
ters, gyroscopes, and magnetometers are all crucial for classifying these complex actions.
However, users may spend a large proportion of time engaged in simpler activities like
sitting, standing, or walking. During these simpler actions, not all sensors or features
are necessary for accurate classification, and reducing the number of active sensors can
save both sensor energy and computational power on the MCU, as well as reduce overall
inference time.

Based on these insights, event-driven inference is proposed, as illustrated in Figure 5.1
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and 5.2. In Figure 5.1, the input data is initially pre-classified into simple and complex
categories. If the sample is classified as a simple activity, a smaller model with a limited
set of features is employed for inference, enabling faster computation with reduced resource
consumption. Conversely, if the sample is identified as a complex activity, the OM or the
optimal MM+ is used to ensure accurate classification of these more challenging tasks. This
approach aims to achieve an optimal balance between efficiency and accuracy, tailoring the
computational load based on the complexity of the activity being performed.

Based on the analysis of the confusion matrix, we categorize the classes into simple and
complex groups. Simple classes are those that the LM can predict with high accuracy. For
these classes, the LM is employed to ensure faster inference. On the other hand, complex
classes are those where the LM achieves less than 80% accuracy. To maintain high accuracy
for these predictions, an OM or optimal MM+ is used instead.

Figure 5.1: Event-driven inference with simple/complex

An alternative classification approach involves categorizing activities into momentary
and durative classes, as illustrated in Figure 5.2. For example, detecting a user’s jogging,
jumping, and squatting actions can benefit from this categorization. Jumping and squat-
ting are momentary actions and might be difficult for a model to distinguish due to their
short duration and similar features. Jogging, on the other hand, typically lasts longer
and is classified as a durative action. During jogging, the model does not need to have
the ability of differentiating between jumping and squatting, allowing the use of a simpler
model to enhance inference efficiency.

In this thesis, we implement this idea by introducing a pre-classification model to
determine whether an action is durative. If a durative action is detected, a lightweight
LSTM model is deployed to monitor the activity. Once the LSTM model predicts the
end of the durative activity, the system reactivates the pre-classification model to check if
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a momentary action occurs. If a momentary action is detected, a more computationally
intensive model is employed to ensure high accuracy.

By using this strategy, the more computationally demanding model remains inactive
until a momentary action is identified. This approach conserves energy and processing
time, making it especially effective in edge computing environments where resources like
energy and computational power are limited. The proposed system balances efficiency and
accuracy, ensuring optimal performance for real-world applications.

Figure 5.2: Event-driven inference with momentary/durative

This alternative classification approach is inspired by [21]. Shoaib et al. [21] proposed
a hierarchical lazy smoking detection algorithm that smooths output results by examining
both previous and subsequent samples to correct undetected smoking events. Building
on this concept, we applied a similar idea to identify the end of durative actions. This
thesis extends prior work by investigating two distinct event-based inference strategies:
(1) categorizing samples as simple or complex activities, and (2) distinguishing between
momentary and durative actions. Both methods have been implemented and thoroughly
tested on edge devices. Additionally, in Chapter 6, this research introduces a novel ap-
plication of event-based inference within the DeepConvLSTM architecture by selectively
activating specific layers based on the type of activity being inferred. The study provides
a detailed evaluation of the accuracy and inference time associated with these methods,
offering key insights into their feasibility and effectiveness for deployment on resource-
constrained devices.

5.2 Validation and Application

In this section, we apply and test the event-driven inference method on the Raspberry Pi
5. We primarily compare the accuracy and inference time of this method with those of the
original model to evaluate its effectiveness.

The event-driven inference approach was initially implemented on the WISDM dataset.
As simple samples account for a significant portion of the overall dataset in Wisdm, specif-
ically 79%, it is considered as an ideal starting point for testing the event-driven inference
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framework. Among all the classes, jogging and walking are defined as simple class as
LM can precisely predict them with more than 95% of accuracy. The rest of the classes
including upstairs, downstairs, sitting, and standing are classified as complex type.

For the pre-classification stage, LightGBM was selected due to its lightweight architec-
ture and high accuracy in binary classification tasks. The accuracy of the pre-classification
is 95.08%. We set the minimum baseline accuracy for pre-classification at 95% because the
reliability of event-driven inference heavily depends on the accuracy of pre-classification.
While a higher accuracy is preferable, it is not essential, as 95% accuracy is sufficient to
ensure the feasibility of event-driven inference. Additionally, we considered the trade-offs
between model size and inference time. In the subsequent tests in Chapter 5 and Chap-
ter 6, we consistently maintain this baseline and often achieve way higher accuracy during
pre-classification. As illustrated in Figure 5.3, event-driven inference results in a slight
decrease in accuracy compared to the original model. However, the difference remains
minimal, irrespective of whether quantization is applied. When using optimal MM+ ob-
tained from Chapter 4 with knowledge distillation and attention, for the complex samples,
a drop of 3.73% is observed.

Figure 5.3: Accuracy of event-driven model on Wisdm

Importantly, event-driven inference significantly reduces inference time, as evidenced
by Figure 5.4. Before quantization, the event-driven approach reduced inference time by
approximately 50%. In the quantized model, the event-driven inference method further
reduced the inference time to 30% of that of the quantized OM. In the case of event-driven
model with optimal MM+, the inference time is even reduced to 13.7%.

However, Event-driven Inference introduces additional complexity to the model size, as
it includes two extra components: the LM and a LightGBM pre-classification model. This
addition increases the overall size of the system as shown in Figure 5.5. When quantization
is applied, the issue becomes even more pronounced. Specifically, the event-driven model is
50.6% larger than the OM. While in the case of using optimal MM+ instead, the overall size
is smaller than the OM, but this is mainly because MM+ is significantly smaller than OM.
To address this limitation, an integrated event-driven model was introduced, as detailed
in Chapter 6. This new design combines the components into a unified structure, reducing
redundancy and improving efficiency without compromising performance.
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Figure 5.4: Inference time of event-driven model on Wisdm

Figure 5.5: Model size of event-driven model on Wisdm

To further investigate the effectiveness of event-driven inference, it was combined with
feature selection methods to optimize performance. During the pre-classification and clas-
sification of simpler samples, not all input features are necessary. By reducing the number
of features used during these simpler inferences, additional reductions in inference time
can be achieved. To evaluate this approach, the Opportunity dataset was selected, as it
contains 45 features derived from 15 different sensors on 5 different positions. Feature im-
portance was first assessed using SHAP values, then 22 out of the 45 features were retained
as they contributed to 90% of the total SHAP value. This feature-selecting mechanism
is not applied before on Wisdm because it only contains 1 sensor/3 features in the whole
dataset, making selecting feature not a feasible method. In the Opportunity dataset, clean
table and drink from cup are marked as simple classes. And the remaining classes includ-
ing open door 1, open door 2, close door 1, close door 2, open fridge, close fridge, open
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dishwasher, close dishwasher, open drawer 1, close drawer 1, open drawer 2, close drawer
2, open drawer 3, close drawer 3, toggle switch are complex classes.

Figure 5.6: Accuracy of event-driven model on Opportunity

The results, depicted in Figure 5.6, show that the integration of the event-driven infer-
ence framework with feature selection has a negligible negative impact on model accuracy.
Both quantized and unquantized models maintained similar levels of performance in the
case of using OM or optimal MM+, indicating that the accuracy trade-off is minimal. In
the case of Opportunity dataset, the accuracy of pre-classification is 98.63%.

Figure 5.7: Inference time of event-driven model on Opportunity

In terms of inference time, the event-driven inference strategy significantly reduced
computation time, which was further improved when combined with feature selection as
shown in Figure 5.7. Specifically, prior to quantization, the event-driven model alone
reduced inference time by approximately 50%. When integrated with feature selection,
inference time was further reduced to 35% of the original. After replacing the OM with
optimal MM+, the inference time is even reduce to 22% and 14%.

Interestingly, for the Opportunity dataset, the graph shows that the model increased
inference time after quantization. This is primarily due to TFLite limited optimization for
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LSTM layers. In our testing, TFLite models generally required more time for inference
compared to Keras models. This difference arises because certain operations within the
LSTM layer are not as fully optimized in TFLite as they are in Keras’s native CPU kernels.
Although quantization successfully reduced inference time by approximately half, as shown
in Figure 3.4, the structural inefficiencies of the TFLite model on DeepConvLSTM caused it
to take more time than the original Keras model. Interestingly, this issue was not observed
in the Wisdm dataset. Due to its lower sampling rate and fewer features, the computational
demands on the LSTM layers were significantly reduced, resulting in better performance
for TFLite models. While DeepConvLSTM does not perform optimally in TFLite format,
the quantized event-driven model, combined with feature selection, effectively addressed
this limitation. This approach reduced inference time to just 32% of the original duration,
demonstrating its potential to mitigate the inefficiencies of TFLite in handling LSTM
operations. After replacing the OM with optimal MM+ for complex samples, the inference
time is further reduced to 11.5% of the quantized OM.

Figure 5.8: Model size of event-driven model on Opportunity

Similar to the Wisdm dataset, the event-driven model experienced a 45.7% increase in
size as shown in Figure 5.8. Although feature selection slightly reduced the overall model
size, it still remained larger than the OM. This highlights a key challenge in balancing
the benefits of event-driven inference with the need to maintain a compact model size
for resource-constrained applications. Through using optimal MM+ can largely reduce
the model size, it still does not solve the problem as the extra space is needed for the
pre-classification model.

To further enhance the potential of event-driven inference, the refinement of model
paths looks like a promising solution. In addition to the existing simple and complex
paths, introducing a medium path in between could provide significant benefits, espe-
cially when working with large and complex datasets that have numerous classes, such as
Pamap2. To explore the feasibility of adding this additional medium path between the
simple and complex paths, we applied the Event-driven Inference approach to the Pamap2
dataset. The Pamap2 dataset, with its high sampling rate of 100 Hz, which is three times
higher than Opportunity and five times higher than Wisdm, and 27 diverse features, poses
significant challenges for model. These characteristics result in longer inference times and
larger model sizes, making it an ideal candidate for testing a more specific event-driven
inference framework with three paths. In Pamap2, simple classes including lying, sitting,
walking, running, cycling, nordic walking, ironing. While standing, ascending stairs, vac-
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uum cleaning are medium classes. And rope jumping, vacuum cleaning are considered as
complex classes. Feature selection is not used this time, as most of the features in Pamap2
are relatively important for precise prediction.

Figure 5.9: Accuracy of event-driven model on Pamap2

As shown in Figure 5.9, event-driven inference maintains a slight reduction in accuracy.
The most significant drop is 3.56%, observed in the three-path event-driven model with
optimal MM+. In this combination, the LM handles the simple path, the MM is assigned
to the medium path, and the optimized MM+ is used for the complex path. For pre-
classification accuracy, the two-path event-driven model achieves 96.98%, while the three-
path model also maintains a high accuracy of 96.38%.

Figure 5.10: Inference time of event-driven model on Pamap2

Figure 5.10 demonstrates that both 2-path and 3-path event-driven inference methods
significantly reduce inference time. Before applying quantization, the standard event-
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driven model requires only 32% of the original model’s inference time, while the event-
driven model using optimal MM+ further reduces this to just 11%. Additionally, the
3-path event-driven model achieves remarkable efficiency, with inference times reduced to
12% and 7.2% of the original model’s time.

For the quantized model, event-driven inference using the OM and optimized MM+
models significantly improves efficiency. Specifically, inference time is reduced to 41% and
17% of the quantized OM, respectively. When applying the 3-path event-driven approach,
inference times are further reduced to 18.5% and 12.6%, depending on the chosen model.
These results highlight the effectiveness of both 2-path and 3-path event-driven inference
in achieving a balance between maintaining high accuracy and improving efficiency, par-
ticularly for complex datasets. Meanwhile, we again observe the increasing of inference
time of tflite model in Figure 5.10 due to the reason we explain in the previous testing
with Opportunity. This trend is also very obvious since Pamap2 is a quite large dataset
because of the combination of high sampling rate and feature numbers.

Figure 5.11: Model size of event-driven model on Pamap2

As illustrated in Figure 5.11, the model size increases due to the additional model re-
quired for event-driven inference. Replacing the OM with the optimized MM+ significantly
reduces the model size, making it more suitable for edge devices, though challenges remain
for constrained environments. For the 3-path event-driven inference, though it further
reduces inference time, the overall model size grows due to the inclusion of an additional
MM model for the medium path and an enlarged pre-classification model. To solve this
challenge, the integrated event-driven model is introduced in Chapter 6.

We decided not to use simple and complex event-driven inference on the Sensors dataset
because all model sizes perform very well on it. The accuracy difference between the LM
and the OM is minimal, making it more efficient to use only the LM to save inference
time. However, we applied momentary and durative event-driven inference to the Sensors
dataset in Chapter 6 to explore the potential benefits of dividing activities into these two
categories.

The findings of this section underscore the efficacy of event-driven inference in achieving
substantial computational efficiency gains, particularly when combined with model quanti-
zation and feature selection. And in the case with complex datasets, an extra medium path
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can further refine the pre-classification and further squeeze the inference time. The event-
driven approach is especially beneficial for deployment in resource-constrained environ-
ments where inference speed and real-time capability are critical considerations. However,
the increased model size introduced by the additional components in event-driven inference
is a significant drawback that must be addressed to optimize the system’s performance for
practical use on resource-constrained devices, which will be discussed in Chapter 6.
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Chapter 6

Integration of the "Event-driven
inference" into a single model

In this chapter, we present the integration of the event-driven approach discussed in Chap-
ter 5 into a unified model, aimed at simplifying deployment, enhancing efficiency, and
maintaining robust performance. By consolidating the 2-layer event-driven model into a
single, cohesive architecture, we eliminate the overhead associated with switching between
multiple models, thereby reducing inference time and simplifying the deployment process
by avoiding the need to manage multiple models.

The new integrated event-driven models are more than 30% faster than the previous
2-layer models. They only exhibit 7.85% to 35% of the inference time comparing with the
OMs. Meanwhile, the attention mechanism is also applied on the integrated model, to
further increase the accuracy to a close or even higher level of OM’s with minimum cost
of inference time and model size.

The concept of event-driven inference introduces dynamic routing, which is not fully
supported by TensorFlow Lite for TFLM. Consequently, this technique cannot be deployed
on devices running TFLM, such as the Arduino used in this research. Despite this lim-
itation, the approach demonstrates its potential by significantly reducing inference time
and improving accuracy when tested on the Raspberry Pi 5. These results highlight the
feasibility of using event-driven inference in edge computing environments without using
TFLM.

6.1 Methodology

The event-driven inference approach proposed in Chapter 5 theoretically reduces inference
time by utilizing a simpler model when high complexity is unnecessary. However, it also
introduces several challenges inherent to its two-layer structure, which involves the use of
three distinct models. One such challenge is the overhead caused during transitions between
models, which must be taken into account. Additionally, the output labels need adjustment
to ensure consistency across different stages of inference. Furthermore, deploying three
models with varying architectures on an edge device can complicate implementation and
increase space requirements.

To address these issues, an integrated structure is proposed as presented in Figure 6.1.
This integrated model is totally based on the DeepConvLSTM architecture, maintaining
a similar design while retaining the benefits of event-driven inference. The key concept
remains the same: to pre-classify samples into two categories. Based on the category,
different layers within the model may be called and activated, thereby optimizing inference
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Figure 6.1: Structure design of integrated event-driven model

time while preserving accuracy. This approach aims to streamline deployment by reducing
model complexity and improving resource efficiency on edge devices.

In this research, the concept of a shared layer is introduced to maximize computational
efficiency. Initially, all samples are passed through the shared layers, which consist of small
convolutional layers and LSTM layers that extract the preliminary features of the samples.
Based on the output from the shared layers, the pre-classification layer, which includes
its own hidden layer, normalization layer, and dropout layers, categorizes the samples as
either simple or complex classes.

If a sample is classified as belonging to the simple class, it proceeds through the simple
path. This simple path adds extra hidden layers on top of the output from the shared layer.
If the sample is classified as belonging to the complex class, it follows the complex path,
which applies additional convolutional layers and LSTM layers with the same number of
filters and LSTM units in the OM. The important idea is both the simple and complex
paths benefit from the computations performed by the shared layers, thereby minimizing
redundant calculations. Each sample goes through the shared layer and pre-classification
layer before selecting either the simple or complex path as shown in Figure 6.2.

Figure 6.2: Flow of integrated event-driven model

Based on the result in Chapter 4, attention mechanisms and quantization were applied
to the integrated event-driven model to enhance its efficiency and performance. Quantiza-
tion proved effective in reducing both the model size and inference time, making it more
suitable for deployment on resource-constrained devices. Additionally, the integration of
attention mechanisms further improved the model’s accuracy. However, knowledge distil-
lation was not employed in this case due to the structural characteristics of the integrated
model. Specifically, as the model’s outputs are obtained from either the simple or complex
path, it would be challenging for the teacher model to guide both paths in a right way.
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6.2 Validation and Application

To evaluate the integrated event-driven model, we deployed it on the Raspberry Pi 5 for
further testing. We compared the accuracy and inference time of this approach against
both the original model and the 2-layer event-driven model to assess its effectiveness and
improvements over the event-driven inference introduced in Chapter 5.

Figure 6.3: Accuracy of integrated event-driven model on Wisdm

The initial testing was conducted using the Wisdm dataset. As shown in Figure 6.3,
the integrated event-driven model achieved accuracy levels comparable to the original
model, similar to the performance of the two-layer event-driven model. The slight accu-
racy drop observed was within an acceptable range and was mainly caused by occasional
misclassification during pre-classification, where complex samples were mistakenly pro-
cessed by the simplified path. To avoid compromising efficiency by adding excessive layers
to the pre-classification component, we decided to maintain its accuracy at approximately
93%, considering this minor trade-off reasonable. For the integrated model with attention
mechanisms, the accuracy closely approached that of the OM, with the pre-classification
accuracy further improving to 96.77%. This demonstrates the potential of attention mech-
anisms to enhance the overall performance of the event-driven model while maintaining
computational efficiency.

More importantly, as shown in Figure 6.4, the integrated event-driven model reduced
inference time to 34% of the OM’s, which is also 30.65% faster than the two-layer event-
driven model. This improvement is attributed by the elimination of the overhead involved
in switching among three separate models and the effective reuse of outputs from shared
layers. Additionally, the inclusion of attention introduced only a minimal increase in infer-
ence time, demonstrating its suitability for mitigating accuracy loss without significantly
impacting computational efficiency.

Similarly, the integrated event-driven model demonstrated a reduction in inference
time with post-quantization, as illustrated in Figure 6.4. In the case of dynamic range
quantization, the integrated model reduced inference time to only 22.41% of that of the
quantized OM. The inference times for the quantized 2-layer event-driven model and the
integrated event-driven model were comparable, with the latter achieving approximately
23.53% acceleration. Even with the attention, the increase of inference time remains tiny.
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Figure 6.4: Inference time of integrated event-driven model on Wisdm

Figure 6.5: Model size of integrated event-driven model on Wisdm

In terms of model size, the integrated event-driven model effectively addresses the
issue of increased size, as illustrated in Figure 6.5. The comparison focuses solely on the
quantized TFLite version since the integrated event-driven model cannot be saved in the
.h5 format. Remarkably, the integrated model is only one-third the size of the OM, making
it highly suitable for deployment on smaller devices than a Raspberry Pi. Furthermore, the
integrated model with attention is approximately 6% larger than the standard integrated
model. This slight increase demonstrates that attention also only has a negligible impact
on model size, ensuring its practicality for use in resource-constrained edge devices.

During testing with the Wisdm dataset, the integrated event-driven model with atten-
tion was identified as the best-performing model. It achieved an accuracy almost the same
to the OM while requiring only 34% of the inference time and utilizing just 32.4% of the
model size.
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The new integrated model was further evaluated on the Opportunity dataset with fea-
ture selection applied. As illustrated in Figure 6.6, the accuracy of the new models is
compared to the OM. Notably, four additional bars were added to the figure, represent-
ing the integrated event-driven models with and without attention and feature selection.
Remarkably, these models even outperformed the OM in accuracy.

Figure 6.6: Accuracy of integrated event-driven model on Opportunity

This improvement can be attributed by the model design. During the training phase,
the simple path is exclusively trained on simple samples, enabling it to specialize in dis-
tinguishing between simple activities. Similarly, the complex path is trained with complex
samples, refining its ability in those scenarios. This specialization introduces a form of
"domain-specific bias," where each path becomes more reliable within its respective do-
main. Provided the pre-classification accuracy remains high, which is 98.57% in this case,
the simple and complex paths can rely on the pre-classifier’s output rather than attempt-
ing to predict samples outside their domain. This approach enhances overall accuracy by
leveraging the strengths of specialized paths.

When feature selection is also applied, attention mechanisms further enhance accuracy,
bringing it very close to the results achieved with the full dataset. A similar trend is
observed in the quantized models. The integrated model without attention, the integrated
model with attention, and the integrated model with attention and feature selection all
demonstrate superior performance compared to the OM in both accuracy and F1 score,
underscoring the effectiveness of this approach.

When comparing inference time, the integrated models demonstrate excellent perfor-
mance, as illustrated in Figure 6.7. All integrated models show lower inference times than
the 2-layer event-driven model using the OM, and some are even faster than the one with
MM+, while maintaining higher accuracy. Among these, the fastest model is the integrated
model with attention and feature selection, achieving an inference time of only 13.3% of
the OM’s, while delivering superior accuracy. Compared to the fastest model identified
in Chapter 5, which was the 2-layer event-driven model using the optimized MM+ with
feature selection, the integrated model achieves slightly faster inference. Additionally, it
improves accuracy by 2.42% and simplifies deployment by requiring only a single model.
This makes the integrated approach a more practical and efficient solution for edge device
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applications. In the case of quantized model, this trend is also maintained.

Figure 6.7: Inference time of integrated event-driven model on Opportunity

The integrated models address the concerns raised by the 2-layer models regarding
model size. In Figure 6.8, depending on whether feature selection is applied, the integrated
models are approximately 25% to 35% smaller than the OM. Compared to the 2-layer
models introduced in Chapter 5, the integrated models are around 50% smaller. However,
they remain slightly larger than the 2-layer models using the optimized MM+ because the
integrated models retain the same number of filters and LSTM units in the complex path
as the OM. While reducing these numbers could achieve a size similar to or smaller than
the optimized MM+, this approach is avoided in this research to preserve the quantifiable
improvements of integrated event-driven inference.

Figure 6.8: Model size of integrated event-driven model on Opportunity

It is also worth noting that the inclusion of attention mechanisms does not significantly
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increase the model size. This ensures that any negative impact on the model remains
minimal, making attention mechanisms a valuable technique for enhancing performance
while maintaining a lightweight model structure.

During testing with the Opportunity dataset, the integrated event-driven model with
attention and feature selection emerged as the best model. This model achieved even
higher accuracy than the OM. The design of shared layers and specialized expert paths
significantly reduced its inference time to just 13.3% of the OM’s, while its model size was
efficiently reduced to 65.9% of the original.

The final evaluation of the integrated event-driven model was conducted using the
Pamap2 dataset. To enhance sample classification, an additional medium path was intro-
duced again, similar to Section 5.2. As illustrated in Figure 6.9, all four integrated models
demonstrated improved accuracy compared to the 2-layer models, achieving results that
closely matched the performance of the OM. Notably, before quantization, the integrated
model with attention achieved the highest accuracy. After quantization, the 3-path inte-
grated model with attention outperformed the others, reaching the highest accuracy.

Figure 6.9: Accuracy of integrated event-driven model on Pamap2

For the Pamap2 dataset, the application of attention mechanisms continued to en-
hance accuracy. However, the observed improvements were less significant compared to
results obtained with the Wisdm and Opportunity datasets. This outcome highlights that
while attention mechanisms remain effective, their impact may vary depending on dataset
characteristics and complexity.

The inference time results shown in Figure 6.10 highlight the efficiency of the new
integrated models. Before quantization, the inference time is reduced to between 7.85%
and 13.04% of the OM’s time, representing a significant improvement. These models are
approximately 70% faster than the 2-layer event-driven models. However, the 3-path in-
tegrated model does not provide additional reductions in inference time, likely due to the
higher computational cost associated with dynamic routing. A similar trend is observed
after quantization, where the new models remain approximately 70.9% to 77.1% faster
than the OM, demonstrating their continued efficiency even in resource-constrained envi-
ronments.

Despite this limitation, the evaluation confirms the overall effectiveness of the integrated
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Figure 6.10: Inference time of integrated event-driven model on Pamap2

event-driven inference approach. It achieves substantial reductions in inference time while
maintaining minimal impact on accuracy. Additionally, it resolves deployment challenges
encountered with the 2-layer event-driven inference framework, making it a more practical
solution for real-world applications.

The integrated models demonstrate a significant reduction in size as shown in Fig-
ure 6.11, achieving approximately 12% of the OM size. This outcome highlights the
effectiveness of the integrated event-driven approach in addressing the challenges posed
by the 2-layer event-driven inference. It reaches an optimal balance between accuracy,
inference time, and model size, making it a more practical solution for real-world applica-
tions. Additionally, the inclusion of attention mechanism further enhances accuracy with
only a minimal increase in model size, reinforcing its value in optimizing performance for
resource-constrained environments.

Figure 6.11: Model size of integrated event-driven model on Pamap2
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During the testing with the Pamap2 dataset, the integrated event-driven model was
identified as the most efficient model. It achieved very close accuracy levels to the OM,
while significantly reducing inference time to just 7.85% of the OM’s and minimizing the
model size to 12.38% of the original.

For the Sensors dataset, we implement the durative and momentary event-driven infer-
ence method as outlined in Section 5.1. This approach is designed to replicate real-world
scenarios where short-term actions occur within longer-duration activities. The dataset
consists of seven activity classes: walking, standing, jogging, sitting, biking, going up-
stairs, and going downstairs. In this framework, standing is categorized as the momentary
action, representing instances where the user temporarily pauses and stands still. The
remaining activities are classified as durative actions, which persist for varying durations
before being interrupted by the standing class or transitioning to another durative activity.
Although the testing is performed on an existing dataset, this method effectively simulates
real-life scenarios, providing a realistic evaluation of the event-driven inference approach.

In the testing, wee define the model structure similar to the model with simple and
complex pre-classification. The sample first go through the shared layers with 2 convlu-
tional layers and one lstm layer. Then they are pre-classified. The output includes the
starting sample number and ending sample number of the period of durative samples, as
well as the sample number of the momentary class. As we only has one momentary class,
those samples are directly classified as standing. For the rest of durative samples, the mid-
dle samples of each period is sent to the durative path with extra 2 convolutional layers
and one lstm layer for precise classification among 6 durative classes. Their output is then
marked on all the other samples in this period.

During testing, we structured the model similarly to the one used for simple and com-
plex event-driven inference. Each sample first passes through shared layers consisting of
two convolutional layers and one LSTM layer. Following this, the samples are pre-classified.
The output includes the starting and ending sample numbers for periods of durative ac-
tivities, as well as the sample numbers for the momentary class. Since there is only one
momentary class, these samples are directly classified as "standing." For the remaining
durative samples, the samples in the middle of each period are sent to the durative path.
This path includes additional two convolutional layers and one LSTM layer, which provide
precise classification among the six durative classes. The resulting classification of the
sample in the middle is then applied to all other samples within the same period, ensuring
a fast inference with accurate labeling throughout.

As shown in Figure 6.12, the event-driven model, the event-driven model with attention,
and the event-driven model with attention and feature selection all achieve a similarly high
level of accuracy, which is comparable to that of the OM.

As shown in Figure 6.13, the momentary and durative event-driven inference method
significantly reduces inference time to just 20% of the OM. Among the tested models,
the integrated event-driven model with attention and feature selection performs the best,
requiring only 15.5% of the OM’s inference time while maintaining high accuracy.

A similar trend is observed in the quantized models. The integrated event-driven model
reduces inference time to 45.9% of the OM, and the addition of attention and feature
selection further decreases it to 28.1%. Notably, the CBAM again only has a minimal
negative impact on inference time while significantly enhancing the accuracy of the model
with feature selection, demonstrating its effectiveness in optimizing performance.

The testing conducted in this chapter demonstrates that integrated event-driven in-
ference is a highly effective approach for reducing inference time in sensor-based HAR.
Moreover, the integrated model addresses the challenges encountered in the 2-layer models
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Figure 6.12: Accuracy of integrated event-driven model on Sensors

Figure 6.13: Inference time of integrated event-driven model on Sensors

discussed in Chapter 5, simplifying deployment while further decreasing both inference
time and model size.

We evaluated event-driven inference using two classifications: simple and complex, as
well as momentary and durative activities in this chapter. Both methods proved to be
feasible and effective in enhancing efficiency. The integrated event-driven models require
less than 35% of the inference time of the OM and are over 30% faster than the 2-layer
event-driven model introduced in Chapter 5. These results underscore the potential of
integrated event-driven inference as a practical solution for optimizing performance in
resource-constrained environments.
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Figure 6.14: Model size of integrated event-driven model on Sensors
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Chapter 7

Conclusion

7.1 Integration

In this thesis, we explored various techniques to optimize a complex sensor-based HAR
model for deployment on edge devices. The primary goal was to reduce the model size and
inference time while maintaining high accuracy and addressing compatibility challenges.

To achieve this, we began by evaluating existing optimization techniques such as quan-
tization, pruning, knowledge distillation, and attention mechanisms in Chapters 2 and 3.
After assessing their effectiveness, we selected the most promising techniques and com-
bined them into a single model in Chapter 4. This optimized model achieved accuracy
levels comparable to the OM while reducing the model size to just 3% of the OM’s size.
These optimized models were successfully deployed on the Arduino Nano 33 BLE Sense,
demonstrating the feasibility of running a DeepConvLSTM model enhanced with attention
and knowledge distillation on a highly resource-constrained device.

Building on this foundation, we analyzed the characteristics of sensor-based HAR and
introduced the concept of event-driven inference to further improve inference time. In
Chapter 5, we implemented this concept using three separate models to test its feasibility
and effectiveness. This approach reduced inference time by more than half, confirming
the value of event-driven inference. However, it also introduced new challenges related to
deployment and increased model size due to the additional models required.

To address these issues, we developed integrated event-driven models in Chapter 6.
These models incorporate event-driven inference within a single structure by modifying
the architecture of DeepConvLSTM. By applying attention mechanisms to these models,
we achieved an even more accurate system than the OM, with inference times reduced to
less than 35% of the OM’s. This performance was also over 30% faster than the 2-layer
event-driven model proposed in Chapter 5.

Although the dynamic routing capabilities of these models prevent their deployment
on the Arduino Nano due to limitations in TFLM, they achieved significant efficiency
improvements on the Raspberry Pi 5. These results highlight the potential of event-driven
inference to enhance efficiency in sensor-based HAR, especially on slightly more capable
edge devices.

7.2 Contribution

This thesis effectively addresses the four research gaps identified in Chapter 1. For the
first research gap, we identified the primary cause of the accuracy drop in full integer
quantization and mitigated it through the application of feature selection. In relation to the
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second research gap and third research gap, we thoroughly evaluated the performance
of attention mechanisms and successfully deployed the DeepConvLSTM model enhanced
with knowledge distillation and attention on edge devices. Lastly, for the fourth research
gap, we introduced event-driven inference to address the challenges discussed. Drawing
inspiration from NAS and DRN, the integrated event-driven inference approach successfully
overcomes their challenges and delivers strong overall performance.

7.3 Future Work

While significant improvements in efficiency were achieved through existing techniques and
the newly proposed event-driven inference, several unresolved issues and opportunities for
future research remain. Although we successfully deployed the compact models on the
Arduino Nano 33 BLE Sense, there is still a noticeable accuracy drop compared to the
OMs. Additionally, we have yet to fully address the increased model size and inference
time that result when the DeepConvLSTM model is quantized for TFLM and saved in the
TFLite format. Future work could focus on developing methods to optimize LSTM layers
for better compatibility with TFLM and the TFLite format.

Regarding event-driven inference, while it significantly reduces inference time, it cannot
currently be deployed on devices running TFLM due to the lack of support for dynamic
routing. This limitation is a major barrier preventing event-driven inference from func-
tioning effectively on tiny edge devices. Further testing and development are needed to
explore its compatibility with newer versions of TFLM. Additionally, this approach should
be tested in real-time inference scenarios to validate its effectiveness in practical applica-
tions. Event-driven inference may also prove more effective in image-based HAR tasks,
where a larger gap between the simple and complex paths could maximize its efficiency.

Moreover, a more comprehensive evaluation should be conducted on the durative and
momentary event-driven inference, as this approach closely aligns with real-world appli-
cations involving the detection of complex and fast activities. Such detailed testing could
provide further insights into its potential for practical deployment and real-life utility.
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Appendix I

Keras Model name Accuracy(%) Model Size(KB) Inference Time(s)

Opportunity

OM 83.88 3277 10.29
MM+ 82.89 309 2.54
MM 77.47 130 1.96
LM 74.05 73 1.26
MM+ KD Att 84.32 321 2.71
2-layer event-driven OM 83.01 5.49
2-layer event-driven OM feature selection 82.33 3.64
2-layer event-driven MM+ 83.39 2.26
2-layer event-driven MM+ feature selection 82.27 1.44
Integrated event-driven 84.38 1.76
Integrated event-driven Att 84.75 2.05
Integrated event-driven feature selection 82.51 1.44
Integrated event-driven feature selection Att 84.69 1.37

Sensors

OM 99.60 5562 4.71
MM+ 97.62 412 1.22
MM 97.22 142 0.72
LM 97.22 69 0.57
MM+ KD Att 98.81 425 1.26
Integrated event-driven 99.21 0.95
Integrated event-driven Att 99.21 1.02
Integrated event-driven feature selection 95.63 0.65
Integrated event-driven feature selection Att 99.21 0.73

Wisdm

OM 93.59 1573 1.23
MM+ 91.03 136 0.68
MM 89.37 65 0.51
LM 83.40 45 0.42
MM+ KD Att 91.99 148 0.70
2-layer event-driven OM 92.52 0.62
2-layer event-driven MM+ 89.92 0.61
Integrated event-driven 91.00 0.41
Integrated event-driven Att 93.16 0.42

Pamap2

OM 96.85 11967 58.82
MM+ 95.26 814 13.42
MM 93.31 243 8.13
LM 91.86 95 4.82
MM+ KD Att 96.41 826 14.26
2-layer event-driven OM 94.67 18.98
2-layer event-driven MM+ 94.54 6.45
2-layer event-driven OM 3 path 93.68 7.19
2-layer event-driven MM+ 3 path 93.29 4.24
Integrated event-driven 96.51 4.62
Integrated event-driven Att 96.75 5.55
Integrated event-driven 3 path 96.07 4.79
Integrated event-driven 3 path Att 96.62 7.67

Table 1: Results of Keras Models
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Appendix II

Quantized TFlite Model name Accuracy(%) Model Size(KB) Inference Time(s)

Opportunity

OM 83.88 827 14.06
MM+ 82.95 250 3.12
MM 77.47 93 2.38
LM 73.99 32 1.52
MM+ KD Att 84.01 264 4.58
2-layer event-driven OM 83.01 1213 10.19
2-layer event-driven OM feature selection 82.70 1126 4.47
2-layer event-driven MM+ 83.07 477 3.35
2-layer event-driven MM+ feature selection 81.77 424 1.62
Integrated event-driven 84.13 625 2.16
Integrated event-driven Att 84.51 630 2.45
Integrated event-driven feature selection 82.14 541 1.42
Integrated event-driven feature selection Att 84.51 545 1.46

Sensors

OM 99.60 1410 5.4
MM+ 97.62 119 1.19
MM 97.62 50 0.83
LM 97.22 31 0.52
MM+ KD Att 98.02 120 1.23
Integrated event-driven 99.21 556 2.48
Integrated event-driven Att 99.21 565 2.56
Integrated event-driven feature selection 95.24 420 1.42
Integrated event-driven feature selection Att 99.21 424 1.52

Wisdm

OM 93.65 413 0.58
MM+ 90.91 47 0.37
MM 89.34 29 0.31
LM 83.40 25 0.19
MM+ KD Att 92.22 53 0.42
2-layer event-driven OM 92.57 622 0.17
2-layer event-driven MM+ 90.36 256 0.08
Integrated event-driven 90.91 126 0.11
Integrated event-driven Att 93.13 134 0.13

Pamap2

OM 96.85 3012 79.44
MM+ 95.26 219 28.26
MM 93.13 75 20.58
LM 92.01 36 13.21
MM+ KD Att 96.41 221 29.68
2-layer event-driven OM 94.98 3783 32.65
2-layer event-driven MM+ 94.74 992 13.45
2-layer event-driven OM 3 path 93.65 4916 14.66
2-layer event-driven MM+ 3 path 93.31 2170 10.04
Integrated event-driven 96.46 373 18.19
Integrated event-driven Att 96.77 377 20.89
Integrated event-driven 3 path 96.07 392 20.54
Integrated event-driven 3 path Att 96.83 407 23.09

Table 2: Result of Quantized TFLite Models
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