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Abstract

We are given a large dataset including all theorems, axioma’s, definitions and more
that exist within mathematics. This dataset is represented as a directed graph.
In this graph, the theorems, axioma’s and definitions are the vertices. There is a
directed edge from vertex a to vertex b if vertex a is used to proof the existence of
vertex b. This graph will be called the LPG.

We are interested in finding the strongest vertex in this graph. We first construct a
measure to score each vertex which consists of the Pagerank, Betweenness centrality
and Degree score. Additionally, we define the Pareto Front to identify undominated
vertices.

Every vertex in the LPG has a certain category. We reduce the LPG to a graph that
only contains these categories. This way, we first find out that the category ‘Func-
tion’ performs best in the designed statistic. We now look specifically in the sub
graph that only contains vertices of the category ‘Function’. We find that there are
4 vertices are performing equally good in the sub graph, of which the vertex ‘Func-
tion.Injective.addMonoid’ performs slightly better in the designed statistic than the
other 3 vertices.

∗Email: r.vandergraaf@student.utwente.nl
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1 Introduction

As long as mathematics exists, formal proofs have been the corner stone of the existence
of theorems. Only a correct proof can turn a proposition into a theorem. Whilst this
is normally done by hand and without assistance, the technological era that we live in
gives room for more assistance. An example of technological assistance is LEAN, an
online programme that assists in proving mathematical theorems[1]. One can also refer
to it as the LEAN Proving Assistant. For this programme to function, a large data set
is created including all theorems, mathematical symbols, definitions and axioma. Every
theorem in mathematics depends on other theorems via its proof. With this in mind,
this dataset can be interpreted as a directed graph. In this directed graph, the theorems,
symbols and every thing else that is found in the dataset is a vertex. There is a directed
edge between vertices if the beginning vertex is necessary for the existence of the end
vertex. The resulting graph will be referred to as the Lean Proof Graph(LPG).

Th

A

B

C

1

2

Vertices 1 and 2 are used to
prove vertex Th.

Vertex Th is used in the proofs
of vertex A, vertex B and vertex C.

Figure 1: An example of the general build of the LPG

From this graph, it is interesting to find out which vertices can be said to be most impor-
tant, or even which single vertex is most important. By analyzing the most important
vertices in this graph, we can gain insights into the complexity and potential bottlenecks
within the proof generation process. This analysis can help in optimizing the perfor-
mance of proof generators but also provides a deeper understanding of the underlying
mathematical principles.

The organization of LEAN already has tried to find out which theorem is most important.
In their effort, they found that the equality sign is most important in the LPG. Here
they only looked at one graph statistic, namely the degree. Common sense implies that
the equality sign is not an interesting result, although justifiable when only looking at
the degree of every vertex. Therefore, to determine what vertex is most important, it
is first essential to define what properties of a vertex are of importance in this specific
graph. Once we have defined what is important in the LPG, we can construct a measure,
based on existing graph statistics, that will rank vertices on their importance.

All vertices in the LPG are placed in a category. Therefore, we will first reduce the
LPG to a graph that only contains the categories and find out what the most important
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category is. After this, we can zoom in on the most important category and find out what
vertex is the most important in this category. Since this vertex is the most important
vertex of the most important category, we can say that this vertex is the most important
over the whole LPG.

These four steps can be written out as a research question and three sub research ques-
tions.

Research question
What is the most important vertex in the ‘LEAN Proof Graph’?
Sub research questions

1. What does it mean for a vertex to be important in the ‘LEAN Proof Graph’?

2. What measure is most effective at finding the most important vertex in the ‘LEAN
Proof Graph’?

3. What is the most important category in the reduced ‘LEAN Proof Graph’?

2 Existing graph statistics

There exist several graph statistics that indicate how important a certain vertex is in a
graph. We will provide a small summary of the graph statistics to get an idea how the
statistic works and what the statistic actually measures. For all graph statistics, we will
be looking at a directed graph G = (V,E) where V is the set of vertices and E is the set
of directed edges. Also, we will say that |V | = n and |E| = m.

2.1 Betweenness centrality

Betweenness centrality is a graph statistic that exists both for directed and undirected
graphs[7]. Betweenness centrality gives a value of vertex importance for a vertex j. We
get this value by looking at the amount of shortest paths from vertex i to vertex k that
include vertex j: gi,k(vj). Relative to all the shortest paths from vertex i to vertex k:
gi,k. This gives

bi,k(vj) =
gi,k(vj)

gi,k
. (1)

We need to do this for every combination of vertices to get a good understanding of how
important vertex j is. We do this by first defining how important vertex j is to vertex i
by summing over all the vertices k. This gives

d∗i,j =

n∑
i=k

bi,k(vj), i ̸= j ̸= k. (2)

We can interpret this as a matrix with entries d∗i,j on the spot (i, j) where we can see
how dependent vertex i is on vertex j in reaching all the other vertices. From this we
can finally compute the Betweenness centrality of vertex j by summing over all vertices
i, which gives

CB(vj) =

n∑
i=1

d∗i,j . (3)
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The value of CB(vj) becomes large once a graph becomes large. Therefore, we normalize
(3) with the maximal Betweenness centrality that is possible for a graph with the same
properties as the graph that is analyzed. To compute this we need the number of vertices
with incoming arcs, NI , the number of vertices of with outgoing arcs, NO, and the number
of vertices with incoming and outgoing arcs, NS . With these three values, the maximal
Betweenness centrality C∗

B is defined as follows.

C∗
B = (NI − 1)(NO − 1)− (NS − 1). (4)

This formula comes from the fact that a star-like graph has the highest Betweenness
centrality, which is proved by R. White and P. Borgatti[7]. Therefore, if you can create
a star-like graph with the same NI , NO and NS as the graph that is analysed, you can
calculate the maximal Betweenness centrality. Next, we get the relative Betweenness
centrality ĈB of a vertex j.

ĈB(vj) =
CB(vj)

C∗
B

=
CB(vj)

(NI − 1)(NO − 1)− (NS − 1)
. (5)

For a large graph like the LPG, it might be very time costly to compute the Betweenness
centrality. This mostly comes from counting all the possible shortest paths between
every pair of 2 vertices. There are exactly n · n− n pairs. This becomes extremely large
for large n, which is the case for the LPG with around a million vertices.

In the LPG, if a vertex has a high Betweenness centrality it means that this vertex is used
in relatively many shortest paths from one theorem to another theorem. A path from
a theorem to another theorem can be interpreted as the beginning theorem indirectly
also being needed in the final theorem. Being in this shortest path, it implies that this
theorems needs the beginning theorem for its proofs and indirectly helps proving the
final theorem. Therefore, we can say that this theorem is important. Since we look
at every combination of theorems, a theorem with high Betweenness can be considered
important in the LPG. Therefore, vertices with high Betweenness centrality are strong
in the LPG.

2.2 Katz Centrality

Katz centrality is a measure that looks not only at the immediate connections but also
at connections that are further away from the vertex that is analysed[4]. This means
that a certain vertex will get a higher score is the vertices around it also have a high
score.

Katz centrality is calculated as follows. First you need to calculate the Katz Matrix KC.
This is done as follows:

KC = (I − αA)−1 − I. (6)

In equation (6), A represents the adjacency matrix of the given graph. The damping
value α should be chosen to be greater than zero and smaller than the maximal eigenvalue
of A, λmax. In simple sense, the damping value determines how much further into the
graph we are looking when calculating the centrality of a vertex. The identity matrix is
given by I. To get the Katz centrality of a vertex vi, you simply sum over the row i of
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the Katz Matrix KC as follows.

KC(vi) =

N∑
j=1

KCi,j . (7)

In the LPG, it might be interesting to investigate vertices with high Katz centrality. If
a vertex has high Katz centrality, it means that the theorem itself can be considered
important because the theorems that are close to it in the graph are also considered im-
portant. Katz centrality stands out as a measure since it looks not only at the immediate
connections but also at vertices that are further away.

2.3 Vertex degree

The vertex degree might be one of the easier methods. In a directed graph, the degree
d(i) of a vertex vi consists of an in-degree, din(i), and an out-degree, dout(i). This gives
that de degree of an vertex vi is d(i) = (din(i), dout(i)).

For our graph, if a vertex has a high in-degree, it means that a lot of theorems were
needed to complete the proof of this theorem. This may imply that this theorem was
hard to prove.

If a vertex has a high out-degree, it means that this theorem is used to prove a lot of
different other theorems. This might imply that this theorem is important, but we still
need to be careful. Since the LPG has some "theorems" that are used in every day
practice and almost every proof, these theorems have high out-degree, whilst not being
interesting as the strongest theorem.

From the degree, we can construct part of the final measure used to score vertices in the
LPG. Before we will construct this part of the final measure, we need to investigate how
the in- and out-degrees are distributed over all the vertices. Later, we will set up a valid
measure.

2.4 Eigenvector centrality

Eigenvector centrality works almost the same as Katz centrality. The only difference is
the fact that eigenvector centrality looks only at the first neighbour of the vertex instead
of looking further than one vertex[4]. It is calculated as follows:

λmaxx = xA. (8)

Here, just like the Katz centrality, A is the adjacency matrix and λmax is the maximal
eigenvalue of A. When solving this equation for x, xi is the eigenvector centrality for
vertex i.

In literature, it can be found that the eigenvector centrality does not give a proper indi-
cation of centrality if the graph is acyclic[4]. The LPG is an acyclic graph by definition.
Therefore, the eigenvector centrality is not that useful.

2.5 Pagerank

Pagerank is a measure created to rank the importance of a webpage[6]. It can be seen as
a score based on how often a certain vertex is passed through during a random walk in
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the graph in combination with the chance of randomly jumping in the graph. In some
sense it is another variant of eigenvector and Katz centrality. The Pagerank vector P
satisfies[2]:

P = γATP +
1− γ

n
1. (9)

Here A is once again the adjacency matrix. The equation is split up in two parts. The
first part accounts for the random walk that is being done on the graph. The second part
accounts for the random jump to another vertex in the graph. We set γ as the damping
value. This value gives the distribution between the random walk and the random jump.
That is, with probability γ, the random walk chooses a neighbor and with probability
1− γ we jump to a random vertex. Generally, this value is set to 0.85. Solving equation
(9) gives a 1 by n vector P . The Pagerank of a vertex i is equal to the value in position
i in P .

Due to the possibility of a random jump, vertices that are normally not that central in
the graph still get the chance to get a score in the Pagerank. In the end, if a certain
vertex is more central, they will still get the higher score since they will appear more
often in the random walks. Pagerank gives a well distributed score to each vertex based
on how important the vertex is. The Pagerank does favor the in-degree of vertices over
the out-degree of vertices.

3 Basic dataset Analysis

To get a better understanding of how the LPG behaves and what the LPG looks like,
we perform some general analysis on the data. This includes getting an idea of how
big the dataset is, looking into the distribution of in- and out-degrees of all the vertices
and looking into the different categories the data is split up in. The LPG has 1.146.768
vertices and 14.889.516 directed edges. Since the LPG is a large graph, we will not give
a visual representation of the LPG.

3.1 In- and out-degree

We can visualize the distribution of in- and out-degrees of all vertices. For the in- and
out-degree, we will look at the degree of a vertex against the probability that a certain
vertex has higher or equal degree. That is, on the x-axis all possible in- and out-degrees
and on the y-axis P (x ≥ din/out), see Figure 2 and 3.

Figure 2 and 3 give us some insight on how the graph and its vertices behave. Note that
in the LPG, an in-degree of x means that this theorem needs x theorems to be proven
and an out-degree of x means that this theorem is used in x different proofs. In Figure
2 we can see that the minimal in-degree of a vertex is 0 and the maximal in-degree of a
vertex is 570. This means that there exists a theorems that uses 570 different theorems
in its proof. Interestingly, about 18% of all theorems in the LPG have an in-degree of 0.
This means that 18% of the dataset is accepted as true without requiring a proof. When
looking at the theorems that fall in this 18%, you can see that this generally consists
of axioma and objects that are needed for completeness of the LEAN program, like the
vertex called ‘obj_’.
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Figure 2: In-degrees against probability of the LPG

Figure 3: Out-degrees against probability of the LPG

The out-degrees of the vertices have larger variance. The minimal out-degree of a vertex
is 0 and the maximal out-degree of a vertex is 380.000. When looking closely at the data,
this distribution does kind of make sense. About 50% of all vertices have an out-degree
of 0. This means that half of all the theorems in the LPG do not contribute in any of the
proofs. These are probably theorems that are specific for a certain problem and therefore
are not needed in the proof of any other theorems. Moreover, 95% of all theorems have
an out-degree of 8 or less. On the other hand, the remaining 5% of vertices have a degree
between 8 and 380.000. This means that a small percentage of the theorems are needed
in many general proofs within mathematics. This could for example be the Triangle
inequality, a theorem that is used in many proofs across different fields of mathematics.
There are some outliers in this. For example, when looking at how many vertices have
an out-degree of 50.000 or higher, we only get a list of 22 vertices. Giving this list a
closer look, we notice quickly that it is not very odd that there are vertices with such a
high out-degree. For example, the equality sign ‘=’ has a out-degree of around 270.000.
This simply means that the equality sign is used in about a quarter of all the theorems.
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This of course makes sense, but is not an interesting result as ‘most powerful theorem’
whilst looking at the out-degree. There are a lot of ‘theorems’ in the LPG that are in
literal sense important to have in mathematics but ultimately don’t give an interesting
result. This is something to consider whilst constructing the measure for the LPG.

To get some final insight in the distribution of the degree of all vertices, we have made
a scatterplot of the in- and out-degree combination of every vertex in Figure 4. The x-
and y-axis are on a logarithmic scale. Since a logarithmic scale does not allow an entry
of zero, an in- or out-degree of zero is replaced by 0.1 such that it is shown.

Figure 4: Scatterlogplot of (din, dout) of all vertices of the LPG

In Figure 4 we can see wether there is a correlation between high in-degree and low
out-degree and vice versa. Of course, you do have to keep in mind that the x-axis goes
from 0 too 600 and the y-axis goes from 0 to 400.000. When calculating the correlation
between the in- and out-degree, we find that there actually is no clear correlation with
a score of -0.0059.

3.2 Categories

All the vertices in the LPG are divided into several categories. This can be seen by
the names given for the vertices. Take for example the vertex called ‘CategoryThe-
ory.Sum.inl_.proof_2’. In the name of this vertex, we can see that the name is separated
with a dot. We will define the string of text before the first dot as the main category.
This way, we can split up all vertices in their own respective category. For the example
vertex, the category would be ‘CategoryTheory’. When doing this, we find out that there
are 27.813 different categories in the LPG. On average, this would mean that there are
around 40 vertices per category. When looking more closely at the different categories,
we find out that this is not the case. In Figure 5 you can find a similar figure that we
also used for the distribution of the in- and out-degrees of the graph. On the x-axis
you can find the size of a category and on the y-axis you can find the probability of a
category size being larger or equal than x.
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Figure 5: Category size against probability

From here we can see that around 25% of the different categories have a category size
of 2 or more. This means that 75% of all categories have a size of 1. These are singular
categories, that is categories that only consist of one theorem. This makes up for around
20.500 of the 27.000 different categories. When looking more closely at these singular
categories, we see that once again most of these ‘theorems’ are actually objects that are
needed for completeness of the LEAN program.

Range category size Number of categories
1-10 24588
11-100 2491
101-1.000 629
1.001-10.000 93
10.001 or more 12

Table 1: How many categories are in the range of category sizes

In Table 1 we have divided the sizes of categories in bins and see how many categories
have a size that falls into the respective bin.

4 Methods

Now that we have more insights of the properties of the graph, we will create the methods
of finding the strongest vertex in the LPG. Included in the methods is the way of ranking
vertices and reducing the graph to a size that manageable for computation time. We will
reduce the graph to a graph that only contains the categories. Doing this, we can find
the strongest category of the LPG, after which we can find the strongest vertex within
the strongest category.
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4.1 Measure

To find the strongest vertex in our directed graph, we will have to set up a function
that scores each vertex. From the existing graph statistics that we have investigated,
we will use the Pagerank, Betweenness centrality and vertex degree. We will calculate
the total score in pycharm using the available package networkx to work with the graph.
Betweenness centrality and Pagerank are fairly straightforward using networkx.

4.1.1 Betweenness centrality

There is a function in networkx that can calculate the Betweenness centrality for a
given weighted and unweighted directed graph. The one sidenote here is the fact that
the calculation of the Betweenness centrality has a quadratic complexity. This implies
that the computation time increases drastically when increasing the amount of vertices.
Therefore, we can only use Betweenness centrality if our graph is ’small’ enough such
that we can still do the calculation in reasonable time. Small enough in this context
means that the graph should have at most around 5.000 vertices to do the calculation
within around 15 minutes. After the calculation is done, we normalize all scores with the
highest score that is given. This way, all scores for Betweenness centrality are between
zero and one. The normalized Betweenness centrality of vertex i will be called BC(i).

4.1.2 Pagerank

Just like Betweenness centrality, there is also a build in function that calculates the
Pagerank for a given weighted and unweighted directed graph. The time complexity of
Pagerank is not quadratic or worse and therefore the computation time should not be a
problem for the graphs that we will use during the research. There is one adjustment that
we will have to make in the calculation of the Pagerank. Recall that Pagerank favors the
in-degree of a vertex over the out-degree of a vertex. In our graph, the in-degree means
how many theorems were needed to prove the theorem and the out-degree means for how
many different proofs this theorem is used. In the context of the LPG, a theorem can
be considered to be stronger based on how many different theorems it helps prove. This
means that we would need to favor the out-degree instead of the in-degree of a vertex in
the calculation of the Pagerank. This is easily arranged by creating a ‘placeholder graph’
that is exactly inversed of the graph of which we want to calculate the Pagerank. With
inversed it is meant to flip all the directions of the edges such that all the in-degrees
become out-degrees and vice versa. Now we can calculate the Pagerank of the inversed
graph such that we get a score that favors the out-degree of the original graph. Once
again, we normalize all scores that are given with the maximal score that is given such
that all scores will be between zero and one. The normalized Pagerank of a vertex i will
be called Pr(i).

4.1.3 Degree score

Lastly, we will include a measure that scores the vertices based on there in- and out-
degree. We want to construct a measure that scores the vertices based on how close the
in- and out-degree are to each other. There are some vertices that have very low in-
degree and very high out-degree. In context, that would mean that this theorem is very
easy to prove or even requires no proof after which it helps in many proofs. From the
dataset analysis, we know that this would be the case for example for axioma or overly

10



simple element of mathematics like the equality sign. This would not be interesting as
most important vertex. The other extreme would also not be interesting, namely very
high in-degree and low out-degree. This would mean a vertex would be very hard and
complex to prove or at least needs a lot of elements to prove after which it does not
contribute in any other proofs, which would also not qualify as a strong or important
theorem. If a theorem needs a reasonable amount of theorems to be proven and this
theorem would then also help in a lot of other proofs, it qualifies to be considered strong.
With this in mind we have constructed the following measure.

dscore(i) = 1− |din(i)− dout(i)|
din(i) + dout(i)

(10)

Let us first look at the fraction in equation (10). In the numerator, we find the absolute
value of the difference of the in- and out-degree. If the in- and out-degree are close
to each other, the numerator will become smaller and the whole fraction will become
smaller. Given that we subtract the fraction of one, it would imply that the closer the
degrees are to each other, the higher the score will be. Note that when the in- and out-
degree are equal, the degree score will be equal to one. The denominator of the fraction
is the two degrees added to each other. This is done to take the size of these values into
account. Take for example the degree combination (10,11) and (100,101). The difference
of degrees in both these cases are 1. Relatively, the combination (100,101) is closer to
each other than (10,11). When calculating the score, we find that the degree score of
(10,11) is 0,952 and the degree score of (100,101 is) 0.995. Another property of this
measure are that when one of the degrees is zero, the degree score will also be zero.
Once again, if the in- and out-degree are equal, the degree score will be 1. That would
mean that the combination (2,2) would get the same maximal score as (100,100), whilst
(100,100) is clearly more interesting. This flaw will be fixed since the complete measure
gives a combination of the three presented measures and in Pagerank and Betweenness
centrality, (100,100) would get higher score than (2,2). If the in- and out-degree are both
equal to zero, we define the dscore to be also equal to zero.

4.1.4 Complete measure

We will construct the complete measure with a linear combination of the three statistics
that are presented above. This complete measure will look as follows.

TotalScore(i) = β1 · dscore(i) + β2 · Pr(i) + β3 ·BC(i) (11)

Where β1, β2, β3 are values between zero and one and the sum off these is equal to 1.
Since the degree score, Pagerank and Betweenness centrality all lie between zero and one
and the TotalScore is a linear combination of these three, we know that the TotalScore
is also a value between zero and one. The vertex that gets a higher TotalScore than
another vertex can considered to be more important.

The three variables β1, β2, β3 can be adjusted. To get an evenly divided TotalScore, we
can set all these values to 1

3 , but we can also adjust these variables if we for example
find that the Betweenness centrality is less important then the Pagerank of a vertex.

4.1.5 Pareto Front

There is also another way of finding vertices with a good score. This way is based on
the Pareto Front[5]. The Pareto Front is based on the dominance of a combination A
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over a combination B. If you can find a combination that is not dominated by any other
combination, we can say that this combination is in the Pareto Front. A combination
A is said to be dominated by a combination B if B is as least as good as A in every
objective.

We want to compare all the vertices with each other based on the three graph statistics
that a vertex is given, which are the degree score, the Pagerank and the Betweenness
centrality. For this we have defined three objectives in which the vertices can be compared
to each other. The three objectives are

obj1(i) = dscore(i) + Pr(i),

obj2(i) = dscore(i) +BC(i),

obj3(i) = Pr(i) +BC(i).

A vertex i is dominated if there exist a vertex i∗ in the graph such that:

objk(i) < objk(i
∗), ∀ k = 1, 2, 3 (12)

All vertices that are not dominated can be considered to be the vertices with the best
combination of scores. After doing this, we found that there are some vertices that were
undominated but still have one or even two of the three scores quite small. Therefor, from
the list of undominated vertices, we remove these outliers. A vertex i in the undominated
vertices is an outlier if at least one of the three scores, dscore(i), Pr(i) or BC(i) is 0.1 or
less.

This way, we can find the best vertices before we determine how we set up the linear
combination of the three statistics.

4.2 Creating Category Graph

Since we have knowledge of how the different categories of the graph behave, we can
construct the reduced graph that only contains the different categories in the LPG.

The structure of the category graph(CG) is defined as follows. From the LPG, we take
all the vertices of one category and turn it into a single vertex. All the edges that would
go from a vertex to a vertex in the same category are disregarded. All the edges that
would go from a vertex of one category to a vertex of a different category remain in
the graph. Since the LPG will be heavily reduced, it is very possible that there will
be multiple edges from one category to another category. Instead of keeping multiple
edges, we will turn this into one edge with a weight equal to the amount of edges. This
way, we can reduce that LPG to the CG. More formally, let C1, . . . , Ck be the vertex
categories. Then the CG has vertices 1, . . . , k. The weight of a egde i, j in the CG is
|{{u, v} ∈ ELPG : u ∈ Ci, v ∈ Ck}|

When originally creating the CG, we only used this rule. This gave an CG of around
27.000 vertices. From this graph, we removed the categories with a size of 25 or lower,
resulting in a graph with around 1.100 vertices. After doing a calculation of the three
different statistics, we found that the scores of Pagerank were highly scewed. This
category with the highest score was ‘Eq’. Due to this high score, we found that ‘Eq’ is
not a singular category, but a category with size at least 25 vertices. We first assumed
that this is a singular category, since the vertex name ‘Eq’ has no separating dot in
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its name. In fact, the size of the category is 67. For example, there is also a vertex
with the name ‘Eq.substr’. This category got such a relatively high Pagerank since the
weighted out-degree was very high. This is due to the individual vertex ‘Eq’ that is also
included in the category ‘Eq’. Due to this individual outlier, the whole category became
an outlier. Therefore, we found that we need to make a distinction between two types
of outliers.

The first type of outliers are the vertices that have a high degree in the original LPG.
The second type of outliers are the categories with a small enough size such that we will
not have to consider them. The reason why we have to consider these both is the fact
that the one may not imply the other.

Take for example the vertex ‘Eq’ again. This vertex has an out-degree of around 270.000.
We thought that this vertex was a singular category since the vertex name has no sep-
arating dot and would therefor be disregarded when only looking at the second type of
outliers. We discovered that the category ‘Eq’ has a size of 67, which means that this
category would probably not be labeled as an outlier of the second type. If the vertex
‘Eq’ would be entered in the category ‘Eq’, this category would suddenly have a very
high weighted out-degree which would strongly influence the Pagerank of this category
and all the other categories as well. Therefore, it is important to first exclude the outliers
of type 1 and afterwards the outliers of type 2 in creating the CG.

Due to this reduction of the graph, we will be able to calculate the the score of each
vertex in reasonable time.

A B

C D

A1

A2

A3

B1 B2

C1

C2

C3

C4

C5

D1

D2 D3

2

3 21

2

1

1

Figure 6: Reduction of the LPG to the Category Graph shown in an example graph.

5 Results Category Graph

Now that we have a properly defined graph and a properly defined measure in the
TotalScore(i) and the Pareto Front, we can start calculating the results.

For these results, all vertices with an out-degree of 50.000 or higher in the original LPG
are considered type 1 outliers. Doing this, we get a list of 24 vertices that have been
disregarded in the creation of the CG. Next, the CG is created. Now that we have the
complete CG, we look at all the different sizes of the categories and remove all type
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2 outliers. That is, all categories with a category size of x or below. To establish if
the results are consistent, or are heavily dependent on the inclusion of small categories,
different values for x will be considered. More specifically, we will look at x ranging
from 5 to 100, where we will take steps of 5. This gives us a total of 20 cases that are
considered.

There are also four categories that are significantly larger than the rest of the categories.
These are the categories that have a category size of 50.000 or higher. These are the
categories ‘Lean’, ‘Mathlib’,‘CategoryTheory’ and ‘_private’. We have done the calcu-
lation once including these categories and once excluding these categories. This gives 20
cases when including the large categories and 20 cases when excluding the categories,
giving a total of 40 cases that are considered. The complete results for each individual
case can be found in the Appendix 10. Below we will give the most important findings.

In general, we find that the vertices that are undominated defined by the Pareto front
are also vertices that are almost always in the top 5 vertices when the vertices are
ranked based on there TotalScore. You can find these results in the Appendix 10.1.
This gives good confidence that the Pareto front and the TotalScore are both good
ways of finding the strongest vertex in the CG. The only exception here is the vertex
‘CategoryTheory’. This category is in de Pareto Front when the category size removed
below is 55 (Figure 25) until 100 (Figure 34). This vertex is only in the top 10 vertices
based on the TotalScore when the category size removed below is 55 (Figure 25) until
65 (Figure 27).

To give some more validation of the different measures that are used in the calculation,
we can take a look at the correlation matrix which includes the different statistics we
have for each vertex. If there is a low correlation between various statistics, we validate
that every statistic calculates a different property of a vertex. These different properties
are explained in section 4.1. The statistics that are included in the correlation matrix
are the dscore, Pagerank, Betweenness centrality, weighted in- and out-degree and the
category size. This gives Figure 7.
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Figure 7: Correlation matrix of different graph statistics based on the CG
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Note that this is a symmetric matrix. Also, in the diagonal we see that there is a
correlation of 1. This is the case since in the diagonal, the statistics are compared with
themselves, which logically results in a full correlation. We are mostly interested in the
correlation between the dscore, Pagerank and Betweenness, since these are the three main
statistics that are used. We find that there is practically no correlation with the dscore,
which means that this statistic calculates a different importance of a vertex in comparison
with the Pagerank and Betweenness. Between the Pagerank and the Betweenness, we
find a correlation of 0.456, which indicates a correlation between vertices that receive a
high Pagerank and a high Betweenness. This is not that surprising, since both statistics
are generally used to calculate the importance of a vertex. Still it is good to see that
there is no complete correlation, which shows that the two measures do rank the vertices
in a different way.

Furthermore, we see a high correlation between the Pagerank and the weighted out-
degree, being 0.852. This does not come as a surprise since the Pagerank was manipulated
to favor the out-degree of a vertex, as seen in section 4.1.2. Here we see the validation
of the manipulation.

5.1 Results including large categories

First we will look at the results that include the large categories. To get some insight
in the results, we have made a table that includes the vertices that have appeared in
the Pareto Front, how often they have appeared in the Pareto Front, their average
TotalScore and the size of the category. The TotalScore is calculated with β1 = β2 =
β3 =

1
3 . Note that a category appear a maximal of 20 times in the Pareto Front.

Category In Pareto Front Average Totalscore Category size
Lean 20 0.6650 189.049
Function 20 0.4792 3.952
Mathlib 18 0.5390 81.236
Array 2 0.3954 25.418
CategoryTheory 10 0.3556 132.763

Table 2: Results of categories that appeared in the Pareto Front at least once when
large categories are included. β1 = β2 = β3 =

1
3

When looking at the individual results which can be found in the Appendix 10.1, we
see that ‘Lean’, ‘Mathlib’ and ‘Function’ occupy the top 3 spots 85% of the time when
looking at the TotalScore, with an exeption when the category size removed below is 5
(Figure 15), 95 (Figure 33) or 100 (Figure 34). ‘Array’ can always be found in the top
10, mostly varying between the 5th and the 8th place. Even though ‘CategoryTheory’
appears more often in the Pareto Front then ‘Array’, the average TotalScore of ‘Array’
is better then that of ‘CategoryTheory’.

To get even more insight on how the scores of the different categories behave, we can
make a rankplot. In a rankplot, we can see how different categories rank relative to
each other regarding different statistics. For the rankplot that we will make, we will
look at the statistics dscore, Pagerank, Betweenness centrality and the TotalScore. The
categories that are included in the rankplot are categories that appear in the top 5 at
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least once in the statistic Pagerank, Betweenness centrality and TotalScore. The dscore
is not included within the selection of the categories, since there are many vertices with
dscore equal to 1 and therefor there is no clear top 5. Furthermore, these vertices generally
have low degree, like (5,5), and will therefor also not score high in the other categories.
We will only make the rankplot for the case where the category size removed below is
50 to provide some general insight.
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Figure 8: Rank plot of the vertices that are in the top 5 of at least one statistic when
including large categories. Category size removed below is 50 and β1 = β2 = β3 =

1
3

As defined above, we see that every category is at least once in the top 5. Now we
see that some categories that have not been mentioned before are also included. For
example the category ‘Bool’ relatively has the 4th highest Pagerank, but in the dscore
and Betweenness centrality it scores very poorly, which gives it a final relative 8th place
in the TotalScore. Categories that we already saw before, like ‘Lean’, ‘Function’ and
‘Mathlib’ are seen to be scoring relatively good in more than one statistic, which in turn
helps in scoring good in the TotalScore.

5.2 Results excluding large categories

Now we will look at the result when excluding the large categories. First, we will look at
a table that is similair to Table 2 that gives the vertices that have appeared in the Pareto
Front, how often they have appeared in the Pareto Front, there average TotalScore and
the size of the category. The TotalScore is calculated with β1 = β2 = β3 = 1

3 . Note
that a category appear a maximal of 20 times in the Pareto Front.

Category In Pareto Front Average Totalscore Category size
List 20 0.6198 20.269
Function 20 0.7017 3.952
Nat 13 0.5725 9.679
Filter 3 0.3970 5.796

Table 3: Results of categories that appeared in the Pareto Front at least once when
large categories are excluded. β1 = β2 = β3 =

1
3
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Something that we notice is that the category ‘Function’ shows up again. When compet-
ing with the big categories, the category already showed how important it is. When the
larger categories are not in the picture anymore, this category does an even better job.
Together with the category ‘List’, the categories show up in every Pareto Front. These
two categories are consistently in the top 3 of the TotalScore which can be seen in the
Appendix 10.2. The category ‘Function’ beats ‘List’ in the cases where the category size
removed below is 5 (Figure 35) until 80 (Figure 50). The category ‘List’ manages to get
in front of of ‘Function’ when the category sizes removed below get to 85 (Figure 51)
until 100 (Figure 54). The Category ‘Nat’ is in 85% of the cases present in the top 3.
The category ‘Filter’ can only be found in the top 10 when the category sizes removed
below are between 45 (Figure 43) and 60 (Figure 46).

We will also take a look at the rankplot when we exclude the large categories. The
rankplot will have the same structure as Figure 8, only including categories that appear
at least once in the top 5 of the Pagerank, Betweenness centrality or TotalScore. The
category size removed below is 50.
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Figure 9: Rank plot of the vertices that are in the top 5 of at least one statistic when
excluding large categories. Category size removed below is 50 and β1 = β2 = β3 =
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Here we can see the behaviour of the various categories and there relative scores. As
defined, every category appears in a top 5 at least once. We see that the category ‘Subsin-
gleton’ is barely included in this rankplot with just a relative 5th spot in the Betweenness
centrality. Categories that we have looked at before in Table 3, like ‘Function’, ‘Nat’
and ‘List’ all do relatively well in every statistic, which gives more validation to these
categories being stronger than other categories.

5.3 General result

The category ‘Function’ shows up in the Pareto Front for all 40 cases. Furthermore, this
category finds itself in the top 3 based on the TotalScore in 38 of the cases, where in
the other two cases ‘Function’ be found on the 4th spot (Figure 33 and Figure 34). In
the 20 cases including the big categories, the average TotalScore of ‘Function’ is 72%
of the maximal average TotalScore, which is ‘Lean’. In the 20 cases excluding the big

17



categories, ‘Function’ itself has the highest average TotalScore. Also, from the rankplots
we find that ‘Function’ does relatively well in all different statistics, instead of having
one strong statistic that carries the TotalScore. From these insights we can conclude
that ‘Function’ is the strongest category in our statistic.

6 Analysis category ‘Function’

Now that it is established that ‘Function’ is the strongest category in our statistic, we now
will look at the graph that only contains the category ‘Function’. We will call this graph
the Function Graph(FG). The FG will have vertices that are in the category ‘Function’.
The edges that are included in the FG are only edges where the starting- and endpoint of
the edge is a vertex of the category ‘Function’. More formally, the FG will have the vertex
set VFG = {v ∈ VLPG : v ∈ Function} and edge set EFG = {{u, v} : u ∈ VFG, v ∈ VFG}.
We know from the category size, which can be found in Table 3, that this graph has
3.952 vertices. Besides that, their are 7.486 edges in the FG. To get some insight on how
the FG behaves and is constructed, we will do a similar analysis as seen in Section 3.
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Figure 10: Reduction of the LPG to the Function Graph shown in an example graph.

To get some insight in the distribution of the in- and out-degrees of the vertices, we once
again will look at the degree of a vertex against the probability that a certain vertex has
higher or equal degree. That is on the x-axis all possible in- and out-degrees and on the
y-axis P (x ≥ din/out).

In Figure 11 and Figure 12 we see that there is less variance in the in-degree than in the
out-degree, just as we saw in the LPG. It is again important to understand what the
in- and out-degree mean in this sub graph. If a vertex has an in-degree of x it means
that this vertex needs x vertices within the category ‘Function’ in its proof. Note that
this is slightly different than the LPG, since the vertex might need more theorems to be
proven, but these are from a different category that is not included in the sub graph.
The same reasoning holds for the out-degree. An out-degree of x means that a certain
vertex is used in x proofs within ‘Function’. It might be that the vertex is used in even
more proofs, but that might be of vertices that are not included in this sub graph.
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Figure 11: In-degrees against probability for the Function Graph

Figure 12: Out-degrees against probability for the Function Graph

From Figure 11 we find that the in-degree lies between 0 to 30. About 29% of the
vertices have an in-degree of 0. From figure 12 we find that the out-degree of the vertices
is ranging from 0 to 713. Moreover, around 55% of all vertices have an out-degree of
0. This means that more than half of the vertices does not contribute in a proof within
the category ‘Function’. About 9% of the vertices have an out-degree between 3 and 31.
From this figure we can see vertices that have a significant higher out-degree than the
rest of the vertices. These are the vertices with out-degree of 100 or more, which are 5
vertices in total.

Next we will see how the combination of in- and out-degrees are distributed in the FG.
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Figure 13: In- and out-degree of all vertices in the Function Graph

Here we find that the vertices of very high out-degree also have a low in-degree, being the
combinations (0,713),(0,383),(1,250),(0,192) and (3,160). Since these high out-degrees
will give a skewed result in the measure, we will consider them outliers.

Furthermore, interestingly there are vertices that have an in- and out-degree of 0. These
are isolated vertices in the FG. This is due to the definition of the FG. In the LPG,
these vertices are not isolated. Since we only include edges that have the starting- and
endpoint within the category ‘Function’, edges that have only the starting- or endpoint
in the category ‘Function’ are not included. In total there are around 450 vertices that
are isolated.

7 Results category ‘Function’

Now that we have some insight in the category ‘Function’, we can calculate the different
statistics and Pareto Front.

As concluded in section 6, we will consider the vertices with an out-degree of 100 or more
outliers. Furthermore, the isolated vertices will remain in the graph. These vertices will
only have a slight influence on the Pagerank due to the random jump property of the
Pagerank, but this influence will be minimal.

In the results for the Category Graph, we were able to look at different cases to obtain
a wide spread of data after which a clear conclusion could be drawn. These cases were
distinguished by removing categories with a certain category size. We will not be able
to make a similar distinction for the Function Graph. The only variables that we will
be able to adjust in the results is the linear combination of the graph statistics that are
calculated. That is, we will be able to calculate a different TotalScore of a vertex by
adjusting the variables β1, β2 and β3. Note that, when only adjusting these variables,
the values for the dscore, Pagerank and Betweenness centrality will remain the same.
This means that the Pareto Front will also be the same for all the different cases by its
definition found in section 4.1.5.

With this in mind, we can look at different cases adjusting the variables β1, β2 and β3
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and thus the TotalScore, whilst only looking at vertices that appear in the Pareto Front.

There are 4 vertices that appear in the Pareto Front. These vertices can be found in
Table 4 together with their respective dscore, Pagerank and Betweenness centrality.

Vertex dscore Pagerank Betweenness
Function.Injective.addMonoid 0.1290 0.2728 0.5057

Function.Injective.monoid 0.2222 0.2872 0.4168
Function.instEmbeddingLikeEmbedding 0.6667 0.3193 0.1216

Function.Embedding.trans.proof_1 1.0000 0.2169 0.1275

Table 4: Vertices of the category ‘Function’ that appear in the Pareto Front

As said, the values presented in Table 4 will not change when β1, β2 and β3 change.
Furthermore, for convenience, from now on we will refer to the vertices only by the
name after the last dot. That is, we will have the vertices ‘addMonoid’, ‘monoid’,
‘instEmbeddingLikeEmbedding’ and ‘proof_1’.

As seen in Section 6, we find that all vertices have a relative low degree when comparing
Figure 13 to Figure 4. Furthermore, we find that if vertices have an in-degree equal to
the out-degree, these degrees are generally 10 or lower. From the definition of the degree
score found in section 4.1.3, this gives a degree score of 1. In the Category Graph, the
variance in degree is much higher than in the Function Graph. Therefor, in the CG the
Pagerank and Betweenness centrality would balance the TotalScore out appropriately
with a distribution of β1 = β2 = β3 =

1
3 . In the FG, the balancing out will be done less

heavily. Therefor, the dscore will be counted less heavily in the different TotalScore’s
that will be calculated.

The distribution of the variables β1, β2 and β3 in the different cases is as follows.

Case 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
β1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.3
β2 0.2 0.3 0.4 0.5 0.6 0.7 0.2 0.3 0.4 0.5 0.6 0.2 0.3 0.4 0.5
β3 0.7 0.6 0.5 0.4 0.3 0.2 0.6 0.5 0.4 0.3 0.2 0.5 0.4 0.3 0.2

Table 5: Distribution (β1, β2, β3) for the TotalScore

In Table 5 we see that β1 ranges from 0.1 to 0.3, whilst β2 and β3 range from 0.2 tot
0.7. This ensures that the dscore still has a place to show its worth in the cases 12 to 15,
but also makes sure that at least one of the Pagerank or Betweenness centrality has a
stronger contribution in the TotalScore.

To get a clear overview of how the 4 vertices in Table 4 perform against each other in the
different 15 cases, we will look at a rank plot. In this rankplot, we find on the y-axis the
relative rank of the 4 compared vertices and on the x-axis the case that is considered.
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Figure 14: Rank plot of the vertices in Table 4 using the cases in Table 5

In Figure 14 we see that there is clear shift in the ranking when looking at the different
cases. It is not surprising that the vertex ‘proof_1’ scores well in the cases 12 to 15, as
these are the cases where the dscore has a higher contribution. This vertex also ranks
first in the cases 9, 10 and 11. In these cases, the dscore contributes 0.2 and the Pagerank
contributes more or equal than the Betweenness.

There is no vertex that ranks strictly worse than another vertex. This partly due to the
fact that the compared vertices are in the Pareto Front and therefor are undominated in
at least one objective by definition. Still, when comparing the vertices with each other,
we see that one is scoring better than the other. When comparing the ranks of the vertex
‘addMonoid’ to the other three vertices ‘monoid’, ‘instEmbeddingLikeEmbedding’ and
‘proof_1’, we find that ‘addMonoid’ outranks all vertices with a score of 11-4, 9-6 and
8-7 respectively. Next, we can compare ‘monoid’ to the vertices ‘instEmbeddingLikeEm-
bedding’ and ‘proof_1’. In these two cases, ‘monoid’ outranks both vertices with a score
of 9-6 and 8-7 respectively. Lastly, when comparing ‘instEmbeddingLikeEmbedding’ to
‘proof_1’, we find that ‘proof_1’ wins with a score of 11-4.

We can also take a look at the average rank of each vertex based on these 15 cases. This
average rank can been seen in the following table.

Vertex addMonoid monoid instEmbeddingLikeEmbedding proof_1
Average rank 2.13 2.60 2.93 2.33

Table 6: Average rank over the cases in Table 5

A higher average rank means that a vertex did well on average over all the 15 cases
defined in Table 5. We saw that ‘addMonoid’ outranked every vertex and here we see
that this vertex also has the highest average rank. Only ‘monoid’ and ‘proof_1’ have
swapped places when compared to the outranking. ‘monoid’ outranks ‘proof_1’ with a
score of 8-7, but ‘proof_1’ has a clear higher average rank.

From this analysis, we find that the vertex ‘addMonoid’ is performing the best, looking at
the determinded 15 cases. Nevertheless, all four vertices that are in the Pareto Front are
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performing well against each other and therefor we can argue that all these four vertices
are the best, with a slight edge towards the vertex ‘Function.Injective.addMonoid’.

8 Conclusion

In this paper, we first compared different graph statistics to get an insight on what prop-
erties of a vertex a specific statistic ranks. We find that for the LPG, the Pagerank and
the Betweenness centrality are two statistics that rank important properties. Further-
more, we design a statistic based on the in- and out-degree of a vertex, giving a vertex
a higher score when the in- and out-degree are relatively close to each other.

From these three statistics, we construct two measures to find the strongest vertex. The
two measures are the TotalScore and the Pareto Front. The TotalScore ranks a vertex
via a linear combination of the three statistics. The Pareto Front finds undominated
vertices via objective functions based on the three statistics.

Using the measures that we have defined, we showed that there are 5 categories when
large categories are included to be strong, and 4 categories when large categories are
excluded to be considered strong. Since there is one vertex overlap in these two sets, we
obtain eight categories to be considered strong out of approximately 27.000 categories in
the LPG. These eight categories are ‘Lean’, ‘Function’, ‘Mathlib’, ‘Array’, ‘CategoryThe-
ory’, ‘List’, ‘Nat’ and ‘Filter’. From these eight, we found that the category ‘Function’
is the strongest considering all cases based on the statistic.

Within the category ‘Function’, we once again looked at what vertices are the strongest.
Of the 3.952 vertices that are within this category, we considered four vertices to be the
strongest. These four vertices are ‘Function.Injective.addMonoid’, ‘Function.Injective.monoid’,
‘Function.instEmbeddingLikeEmbedding’ and ‘Function.Embedding.trans.proof_1’. The
scores of these four vertices are all very close over 15 cases that were considered. The
best score is given to the vertex ‘Function.Injective.addMonoid’. Nevertheless, since the
scores are close there is some room for interpretation and therefore all four vertices are
considered the strongest.

When looking at the meaning of all vertices on the website of LEAN[3], we find that the
vertex ‘Function.Injective.addMonoid’ has something to do with the additivity property
of a function. That is, f(x+ y) = f(x) + f(y). For more information, you can go to the
website of LEAN[3] and typing in the vertex name in the search bar.

9 Discussion

There are many options for further research regarding the analysis of the LPG. First of
all, there are several options too look at whilst still using the same measure that has
been presented. In the research, we applied the measure only on reduced versions of
the LPG, namely the Category Graph and the Function Graph. This was mainly done
to reduce the computational time significantly. With the use of a supercomputer and a
more optimized code, one would be able to perform the measure on the complete LPG
in one go. Next, instead of only looking at the category ‘Function’, you can also take a
look at how the vertices perform in the other categories that were in consideration for
the strongest category to gain more general insight on how these categories perform.

23



Another adjustment that can be made in my research lies in the definition of the Function
Graph. The only edges that were included in this graph were edges which had their
beginning- and endpoint incident with a vertex of the category ‘Function’. As a result,
vertices that had high out-degree to vertices in a different category had an out-degree
of 0 in the Function Graph. In further research, It would be interesting to see what
happens with the results when these edges are also included in the graph, whilst only
applying the measure to the vertices of the category ‘Function’.

The data that was provided by LEAN included everything that is used to make the
proving assistant work. This means that there are not only theorems in the dataset, but
for example also definitions. On the website of LEAN[3], we see that every vertex has a
‘type’. This type can for example be ‘def’, ‘theorem’, ‘abbrev’ or many more. This meant
that finding the strongest ‘theorem’ was harder, since a lot of different types of vertices
also performed well due to being central in the graph. In further research it would be
interesting to only include vertices from the graph that are of the type ‘theorem’. In this
new graph, we would than certainly find the strongest theorem instead of the strongest
vertex.

A whole different approach that can be done is looking at longest directed paths in the
LPG. The endpoint of this longest path can be considered to contain all the information
of the vertices that came before in the path.

What remains to be done is continuing obtaining interesting data from the LPG. Since
the LPG is very large, there are likely many more different statistics that can be obtained
from the LPG. This can for example be done by one of the approaches which we refer
to above, or even a completely different approach.
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10 Appendix

10.1 Results Category Graph including large categories

Figure 15: Result Category Graph when large categories are included. Category size
below 5 removed

Figure 16: Result Category Graph when large categories are included. Category size
below 10 removed
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Figure 17: Result Category Graph when large categories are included. Category size
below 15 removed

Figure 18: Result Category Graph when large categories are included. Category size
below 20 removed
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Figure 19: Result Category Graph when large categories are included. Category size
below 25 removed

Figure 20: Result Category Graph when large categories are included. Category size
below 30 removed
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Figure 21: Result Category Graph when large categories are included. Category size
below 35 removed

Figure 22: Result Category Graph when large categories are included. Category size
below 40 removed
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Figure 23: Result Category Graph when large categories are included. Category size
below 45 removed

Figure 24: Result Category Graph when large categories are included. Category size
below 50 removed
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Figure 25: Result Category Graph when large categories are included. Category size
below 55 removed

Figure 26: Result Category Graph when large categories are included. Category size
below 60 removed
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Figure 27: Result Category Graph when large categories are included. Category size
below 65 removed

Figure 28: Result Category Graph when large categories are included. Category size
below 70 removed
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Figure 29: Result Category Graph when large categories are included. Category size
below 70 removed

Figure 30: Result Category Graph when large categories are included. Category size
below 80 removed
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Figure 31: Result Category Graph when large categories are included. Category size
below 85 removed

Figure 32: Result Category Graph when large categories are included. Category size
below 90 removed
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Figure 33: Result Category Graph when large categories are included. Category size
below 95 removed

Figure 34: Result Category Graph when large categories are included. Category size
below 100 removed
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10.2 Results Category Graph excluding large categories

Figure 35: Result Category Graph when large categories are excluded. Category size
below 5 removed

Figure 36: Result Category Graph when large categories are excluded. Category size
below 10 removed
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Figure 37: Result Category Graph when large categories are excluded. Category size
below 15 removed

Figure 38: Result Category Graph when large categories are excluded. Category size
below 20 removed
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Figure 39: Result Category Graph when large categories are excluded. Category size
below 25 removed

Figure 40: Result Category Graph when large categories are excluded. Category size
below 30 removed
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Figure 41: Result Category Graph when large categories are excluded. Category size
below 35 removed

Figure 42: Result Category Graph when large categories are excluded. Category size
below 40 removed
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Figure 43: Result Category Graph when large categories are excluded. Category size
below 45 removed

Figure 44: Result Category Graph when large categories are excluded. Category size
below 50 removed
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Figure 45: Result Category Graph when large categories are excluded. Category size
below 55 removed

Figure 46: Result Category Graph when large categories are excluded. Category size
below 60 removed
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Figure 47: Result Category Graph when large categories are excluded. Category size
below 65 removed

Figure 48: Result Category Graph when large categories are excluded. Category size
below 70 removed
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Figure 49: Result Category Graph when large categories are excluded. Category size
below 75 removed

Figure 50: Result Category Graph when large categories are excluded. Category size
below 80 removed

43



Figure 51: Result Category Graph when large categories are excluded. Category size
below 85 removed

Figure 52: Result Category Graph when large categories are excluded. Category size
below 90 removed
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Figure 53: Result Category Graph when large categories are excluded. Category size
below 95 removed

Figure 54: Result Category Graph when large categories are excluded. Category size
below 100 removed
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