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This study investigates the impact of including diseased crop images in
training datasets on the performance of ResNet18, a convolutional neural
network (CNN), in crop classification tasks. The focus lies on assessing model
performance in scenarios where both healthy and diseased crop images
are present in the dataset. Under these conditions, the model can adapt
and classify crops more effectively by fine-tuning the CNN using transfer
learning. Datasets containing varying proportions of diseased crop images
(e.g., 0%, 10%, 30%, and 50%) were systematically analyzed to evaluate the
effects of these variations on classification accuracy, precision, and F1-score.
Experiments included training with both mixed and separated datasets as
baselines for discussion. To ensure robust and reliable results, the training
and evaluation process incorporated k-fold cross-validation. In the results
of this study it was found that the absence of diseased samples during
training significantly reduces the model’s ability to generalize to real-world
conditions, whereas incorporating such images enhances robustness and
accuracy.
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1 INTRODUCTION

Computer vision and machine learning (CVML) techniques are
playing an increasingly vital role in addressing global challenges
in agriculture, particularly in meeting the rising demand for food
production [5, 11]. Precision agriculture is one way of addressing
such challenges, by ensuring plants or animals get precisely the
treatment they need, which can be achieved with great accuracy
thanks to the latest technology. The need for precision agriculture
and efficient crop production has driven the application of machine
learning (ML) and deep learning (DL) methods in crop classification.
These techniques aim to optimize agricultural output by maximizing
crop yield while minimizing resource utilization [13].

Crop classification involves categorizing images into predefined
groups based on attributes such as shape, texture, and color. Con-
volutional neural networks (CNNs), such as ResNet18, have been
widely used in this domain to automate tasks including production
prediction, resource allocation, and disease management, thereby
improving agricultural efficiency. However, the reliability of these
models is heavily influenced by the quality of the training data.

A challenge with real-world agricultural datasets is often the pres-
ence of irrelevant features such as soil, weed and non crop-objects.
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Also, diseased crop leaves frequently appear in such datasets, intro-
ducing another layer of complexity by obscuring features critical
for accurate classification. The presence of sick leaves may cause
models trained on healthy datasets to misclassify crops, thereby
affecting their performance in real-world scenarios.

This research focuses specifically on the inclusion of diseased crop
leaves, which adds complexity to classification tasks. Understanding
how diseased crop images impact model performance is crucial for
designing robust crop classification systems. By evaluating the effect
of varying proportions of diseased crop images on crop classification
tasks, this study aims to improve the efficiency of deep learning
models for the agricultural industry.

This study investigates the classification of a variety of crops, en-
compassing multiple types of crop leaves available in public datasets.
Representative samples of the datasets used in this research are illus-
trated in Figure 1. By introducing varying proportions of diseased
crop images into the training and testing datasets, this research
seeks to:

o Quantify the effect on a model’s performance when the datasets
include varying proportions of diseased crop images and are
tested in different conditions.

e Understand the relationship between training datasets with
diseased crop images and model robustness.

Unlike prior studies that focus primarily on the detection of dis-
eases in crops [17], this work instead shifts the emphasis to evaluat-
ing how the inclusion of diseased crop images affects the broader
task of crop classification. The findings of this research will provide
valuable guidelines for the development and deployment of deep
learning models in agricultural environments.

The remainder of this paper is organized as follows: the related
works section reviews existing research on crop classification and
the effects of diseased crop images on model performance. The
problem statement and research questions define the research objec-
tives, while the datasets section outlines the datasets used and the
proportions of diseased crop images introduced. The methodology
section details the experimental setup, including ResNet18, dataset
preparation, and k-fold cross-validation. It is then followed by the
results, which analyze the impact of diseased crop images on model
performance through metrics and visualizations.

2 RELATED WORKS

Image processing technology has become increasingly used in agri-
cultural sensing applications such as disease detection and crop
growth monitoring [1].

The impact that the inclusion of diseased crop images has on
machine learning models performing these tasks has been studied
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across various domains. [16] is an example of one such study, where
the research focused on the effect of mislabeled data in the training
data set. Another example of similar research is [18], which explores
how such factors affect regression tasks, focusing on linear and poly-
nomial regression models. These studies highlight the detrimental
effects of including irrelevant or mislabeled data in training datasets
and emphasize the need for strategies to improve robustness. While
this work provides foundational insights, it primarily addresses syn-
thetic issues in numerical data and regression tasks, leaving open
questions about how this transfers into the context of image-based
classification tasks.

The study [7] categorizes issues like these into attribute and
class challenges, highlighting their adverse effects and strategies for
mitigation, such as data cleaning and developing robust algorithms.
While this review offers broad insights into how to identify and deal
with data quality problems in datasets, this research specifically
examines the impact of diseased crop images on the performance
of ResNet18 in crop classification.

Similarly, study [21] dives more deeply into the differences be-
tween attribute issues and class problems and their impact on clas-
sification performance .

By systematically introducing varying proportions of diseased
crop images (e.g., 0%, 10%, 30%, and 50%) into training and testing
datasets, this research in this paper examines how convolutional
neural networks (CNNs), specifically ResNet18, respond to datasets
with differing qualities of training data.

Furthermore, while studies such as Mohammad et al. [14] and
Majumdar et al. [12] have addressed related challenges in disease
recognition and specific crop classifications, they lack focus on the
broader implications of including diseased crop images in datasets.

In the aspect of datasets, the dataset [3] from Harvard Dataverse
offers valuable crop classification images. However, since its crops
were already well-represented in this study’s dataset, it was excluded
to avoid redundancy and ensure the class inbalances were not too
high.

This study complements the existing literature by expanding
the understanding of how diseased crop images affect model per-
formance, extending from simpler tasks such as regression and
segmentation to complex image-based classification tasks.

3 PROBLEM STATEMENT AND RESEARCH
QUESTION

While CNNs like ResNet18 have proven to be effective in general
image classification tasks in an agricultural context [10], their per-
formance can be hindered by challenges that are found in real-world
agricultural implementations. One of the biggest problems is the
inclusion of irrelevant data in the real world, such as soil, weeds, or
non-crop objects, which can make it harder to detect relevant crop
features. The inclusion of diseased crop images introduces irrelevant
or challenging features that reduce the accuracy of the classifier.

In this study, the focus is on the inclusion of diseased crop images
which may distort the visual features of healthy leaves, making
classification more challenging.
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3.1 Research Question

To address the identified problem, this study focuses on answering
the following research question:

"How does the performance of crop recognition models vary when
trained on datasets with and without diseased crop samples?"

4 TOOLS AND DATASETS
4.1 Tools

This research made use of a variety of tools and frameworks to
facilitate data preprocessing, model training, evaluation, and visual-
ization. The tools used in this study include:

4.1.1 Development Environment and Hardware. The local Jupyter
server of the University of Twente was used to create and save
multiple python notebooks that were used in the experimenting and
evaluating phases of this research. Additionally, GPU-accelerated
computing was utilized to deal with the computationally intensive
tasks such as the fine-tuning of the CNN.

4.1.2  Programming Language and Libraries. Python was the pri-
mary programming language used for all experiments and analyses.
This choice was justified by the extensive amount of machine learn-
ing libraries and frameworks that are available and easily accessible.
The deep learning framework PyTorch was used for implementing
and fine-tuning the ResNet18 convolutional neural network (CNN).
Smaller libraries such as Scikit-learn and Matplotlib were utilized
for the k-fold cross-validation, data splitting, evaluation calculation,
and visualization.

4.2 Multi-Crop Dataset Preparation

4.2.1 Introduction to Dataset Preparation. The dataset for this study
was created by merging several publicly available datasets contain-
ing images of crop leaves. These datasets included both healthy and
diseased samples to simulate real-world agricultural scenarios.

4.2.2 Dataset Details and Class Distribution. Table 1 lists the datasets
used and merged along with their characteristics. The class distri-
bution and image samples are provided in Figure 1. The dataset is
considered unbalanced, as certain classes contain significantly more
samples than others. This imbalance was taken into account during
the interpretation of the results.

4.2.3 Images Presenting Diseases. Diseased images were relabeled
as healthy in certain experiments to analyze performance under
different training conditions. The separation of healthy and diseased
images was maintained during initial dataset preparation to facilitate
such analyses.

4.2.4 Dataset Splitting and Setup. The dataset was split into training
and testing subsets using a 90/10 ratio to ensure reliable evaluation.
This split was consistent across all experimental conditions, enabling
controlled comparisons between different setups. Diseased images
were strategically introduced into training and testing datasets to
simulate realistic conditions to be evaluated.
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Dataset Healthy | Diseased | Total
Cassava [6] 336 203 537
Multiclass [2] 2529 1580 4109
Plantdoc [19] 755 1118 1873
Plantvillage [8] 15084 25028 40112

Table 1. Table of the datasets that have been used and merged.

Cassava Multiclass Multiclass
Cassava - healthy Corn - diseased

Cassava
Cassava - diseased

Multiclass Multiclass Multiclass
Cotton - healthy Cotton - unhealthy Wheat - healthy

Plantdoc Plantdoc Plantdoc Plantdoc
Apple - diseased Apple - healthy Bell Pepper - diseased Bell Pepper - healthy

Plantdoc
Tomato - diseased

Plantdoc Plantvillage
Tomato - healthy Cherry - diseased

Plantvillage

|
N

Plantvillage Plantvillage
Grape - diseased Grape - healthy

Plantvillage
Peach - diseased

Plantvillage
Peach - healthy

Plantvillage
Potato - diseased

Fig. 1. Class distribution and examples of all classes in the datasets.

Corn - healthy

Cherry - healthy

5 METHODOLOGY

This section reveals the systematic approach that was followed to
investigate the impact of diseased images on the performance of
ResNet18 in crop classification tasks. The methodology consists of
several stages including model selection and adaptation, introduc-
tion of diseased crop images, training and evaluation, and perfor-
mance analysis. Each stage is described in detail below.

5.1 Model Selection and Adaptation

The ResNet18 convolutional neural network (CNN) was chosen as
the model for this research due to its proven effectiveness in image
classification tasks and its relative smaller size [9]. To adapt the
model for the specific task of crop classification, transfer learning
was employed by fine-tuning the pre-trained ResNet18 model on
the custom dataset.

5.2 Training and Evaluation

The training phase employed transfer learning to fine-tune the
pre-trained ResNet18 model for the specific crop classification task.
During this phase, only the final fully connected layer of the net-
work was modified to accommodate the number of crop classes
in the dataset, while the earlier layers, responsible for feature ex-
traction, retained the knowledge from ImageNet pretraining. The
following steps were performed and repeated for each of the desired
proportions of diseased crop images in the training data (0%, 10%,
30%, 50%).

5.2.1 k-fold cross-validation. Training was conducted using k-fold
cross-validation, specifically with k = 5, to ensure robust evalua-
tion and mitigate the impact of data variability. Each fold involved
splitting the dataset into training and validation subsets, allowing
the model to be trained on k — 1 folds and to be validated on the
remaining fold. This approach ensured that all samples of the classes
contributed to both training and validation, providing a comprehen-
sive evaluation of the model’s performance. Each fold resulted in
a model that was trained on a certain distribution of the training
dataset. The highest performing model from each fold was saved and
stored in the notebook for future evaluation. This process resulted
in 5 models per proportions of diseased crop image level.

5.2.2 Epoch and Early stopping. An epoch refers to a complete
pass through the entire training dataset during the training process
[4]. In deep learning, multiple epochs are typically required for
a model to learn the patterns in the data effectively. Each epoch
involves forward and backward passes, where the model’s weights
are adjusted based on the computed gradients to minimize the loss
function.

In this study, the training process was designed with a maximum
of 50 epochs. However, early stopping was implemented as a reg-
ularization technique to prevent overfitting and optimize training
time. Early stopping monitors the validation accuracy during train-
ing and halts the process if no improvement is observed for three
consecutive epochs. This approach ensures that the model does not
overfit to the training data and remains generalizable to unseen
samples. Early stopping also enhances computational efficiency by
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avoiding unnecessary epochs when the model has already reached
its optimal performance.

By combining the use of epochs with early stopping, the training
process balanced sufficient learning with computational efficiency
and model generalizability.

5.2.3 Evaluation Phase. After training, each model was tested on
datasets containing proportions of diseased crop images of 0%, 10%,
30%, and 50%, covering all possible combinations of training and
testing conditions. This comprehensive evaluation strategy allowed
for the analysis of how the inclusion of diseased crop images in both
training and testing datasets influenced model performance.

5.3 Performance Analysis

Performance in this study is evaluated using the metrics accuracy
and F1-score, to provide a comprehensive analysis of the model’s
ability to classify crops under varying proportions of diseased crop
images. Since the dataset is unbalanced, the F1-score serves as the
primary metric for interpreting the results.

In addition to the standard metrics, confusion matrices were
generated for the model that was closest to the average performance
among the five models trained for each proportion of diseased crop
images. These matrices highlighted which classes were frequently
misclassified, providing valuable insights into the impact of diseased
crop images on the model’s ability to distinguish between crop
classes.

The analysis was conducted at both individual model levels and
aggregated levels. The performance of the five models trained on
each proportion of diseased crop images was averaged, and standard
deviations were calculated to assess the stability and robustness of
the training process. Testing on datasets with varying proportions
of diseased crop images further allowed for a detailed examination
on how well models generalized to different conditions, revealing
thresholds at which performance significantly deteriorated.

6 RESULTS AND INTERPRETATION

The results presented in this section aim to evaluate the impact of
varying proportions of diseased crop images on the performance of
ResNet18 in the task of crop classification.

The analysis is structured to first present the outcomes of the
training and validation phases, followed by an evaluation of test
performance. Trends in the metrics across proportions of diseased
crop images are explored to identify critical thresholds and provide
insights into the robustness of ResNet18 under these conditions.
These results are then interpreted and used to answer the research
question.

6.1 Training and validation results

Table 2 summarizes the average accuracy of the models across all
folds on the validation set. Figure 3 summarizes the trends and
validation accuracy for the models across different proportions of
diseased leaves.

6.1.1 Interpretation of training and validation results. From Table
2 we can conclude that accuracy decreases very slightly as noise
increases, from 94.44% at 0% diseased images to 92.85% at 30%, but
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rebounds to 93.78% at 50%, demonstrating robustness to noise. The
F1-score remains stable (0.91-0.93), indicating consistent balance
between precision and recall despite the increasing noise. Overall,
the model generalizes well across varying noise levels.

% of Diseased Images  Accuracy (%)  Fl-score
0% 94.44 £1.03 091 +0.06
10% 93.30 £0.86  0.93 £0.01
30% 92.85+1.11 0.92£0.01
50% 93.78 £0.35 0.93 +0.01

Table 2. Average accuracy and F1-score of the models across all folds with
varying diseased images in validation datasets.

6.2 Testing results

The F1-score and accuracy graphs illustrate model performance
across datasets with varying proportions of diseased images. The
F1-score graph highlights the balance between precision and recall,
while the accuracy graphs in the appendix show overall correctness.
Together, they reveal how training data composition impacts model
robustness and generalization.

6.2.1 Interpretation of testing results. Figure 2 shows that as the
percentage of diseased images increases, F1-scores generally de-
crease, indicating reduced precision-recall balance. Models trained
on higher proportions of diseased images (e.g., 50%, 30%) exhibit
more stable performance with narrower error bars, while those
trained on lower proportions (e.g., 0%) show greater variability. This
suggests that training on higher diseased proportions improves
robustness to noisy datasets.

F1-Score Across % Diseased Images (with Std Dev)

F1-Score

0.75

Models trained on:

0.65 50% Diseased Images
4— 30% Diseased Images

—— 10% Diseased Images

—4— 0% Diseased Images

0 10 20 30 40
% of Diseased Images

Fig. 2. Average F1-score of the models that have been trained on different
ratios of diseased images.
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Training and Validation Accuracy Across Folds
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— Fold 3 Train Accuracy
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Fold 5 Train Accuracy
-~ Fold 5 Val Accuracy
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(a) 0% Diseased images

Training and Validation Accuracy Across Folds

Accuracy (%)

Fold 1 Train Accuracy
Fold 1 Val Accuracy
Fold 2 Train Accuracy
Fold 2 Val Accuracy
Fold 3 Train Accuracy
Fold 3 Val Accuracy
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Fold 5 Train Accuracy
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(c) 30% Diseased images
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Training and Validation Accuracy Across Folds

2
g

Accuracy (%)

Fold 1 Train Accuracy
Fold 1 Val Accuracy
Fold 2 Train Accuracy
Fold 2 Val Accuracy
Fold 3 Train Accuracy
Fold 3 Val Accuracy
Fold 4 Train Accuracy
Fold 4 Val Accuracy
Fold 5 Train Accuracy
Fold 5 Val Accuracy
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Epochs

(b) 10% Diseased images

Training and Validation Accuracy Across Folds

£

Accuracy (%)
@
8

—— Fold 1 Train Accuracy
==~ Fold 1 Val Accuracy
—— Fold 2 Train Accuracy
-~ Fold 2 Val Accuracy
— Fold 3 Train Accuracy
-~ Fold 3 Val Accuracy
—— Fold 4 Train Accuracy
-~ Fold 4 Val Accuracy
Fold 5 Train Accuracy
== Fold 5 Val Accuracy

4 6 8 10 12
Epochs

(d) 50% Diseased images

Fig. 3. Training and validation accuracy for each fold and proportion of diseased images. The same trends can be found in every graph; training accuracy,
represented by solid lines, steadily increases and plateaus near 95%, indicating that the model effectively learns from the training data. Validation accuracy,
shown as dashed lines, also improves but exhibits more variability across folds, likely due to differences in the validation subsets. While there is a small gap
between training and validation accuracy in later epochs, suggesting mild overfitting, the overall trend shows that the model generalizes well. The performance
plateaus after several epochs, signaling convergence and highlighting the model’s robustness despite potential diseased images in the dataset.

Accuracy (%)

85

80

75

70

65

60

Accuracy (%) Across Models and Noise Levels

Models trained on:
—$— 0% Noise
——$— 10% Noise
——$— 30% Noise
—&— 50% Noise

0

Noise Level (%)

30

(a) Average testing accuracy of the models.

95

90

@
5l

@
S

Accuracy (%)

<
G

70

Training Noise Level
0% Noise
—e— 10% Noise
—e— 30% Noise
—e— 50% Noise

Model Accuracy on Different Noise Levels

0

20 30 40 50
Testing Noise Level (%)

(b) Testing accuracy of the model closest to the average of the 5 models per
noise level.

Fig. 4. Testing accuracy of individual and combined models.
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6.2.2  Correlation between accuracy and F1-score. Figures 4a and 4b
depict the accuracy of the models across different levels of diseased
images. Despite the imbalance in the dataset, the accuracy and F1-
score graphs show similar trends. Both metrics generally decrease
as the proportion of diseased images in the dataset increases. Mod-
els trained on datasets with higher levels of diseased images (e.g.,
30% and 50%) are more stable, maintaining consistent performance
even as the proportion of diseased images increases. On the other
hand, models trained on datasets with lower proportions of diseased
images (e.g., 0%) show a sharper drop in both accuracy and F1-score,
with more variation as indicated by wider error bars.

These similar trends suggest that accuracy and F1-score are both
affected by the training data’s composition and noise levels, even
though they measure performance differently. While accuracy fo-
cuses on overall correctness, F1-score highlights the balance be-
tween precision and recall. Considering the dataset’s imbalance,
one might expect F1-score to behave differently, but the similarities
show that both metrics respond to the same factors. This supports
the idea that training on datasets with higher ratio of diseased pro-
portions improves the model’s ability to handle noisy or imbalanced
data.

6.2.3 Analysis of classification errors. The confusion matrix in ap-
pendix B 5d demonstrates the performance of the ResNet18 model
tested on a dataset with 50% diseased images, despite being trained
only on healthy samples (0% diseased images), making this its lowest-
performing mode. The model struggles to generalize to diseased
samples, resulting in poor accuracy across multiple classes. For in-
stance, cherry achieves only 46.2% accuracy, with frequent misclas-
sifications as apple (14.8%) and peach (11.0%), likely due to diseased
features resembling those of other crops. Similarly, corn is often mis-
classified as cotton (16.5%), while peach shows severe errors, with
25% of its samples labeled as apple. These misclassifications high-
light the model’s inability to handle the altered features of diseased
crops, underscoring the importance of including diseased images
during training to improve resilience to the presence of diseased
images.

7 DISCUSSION
7.1 Conclusion of the research question

To answer the proposed research question, the experiment was con-
ducted and the results were interpreted. The inclusion of diseased
crop samples in the training dataset significantly improves the per-
formance of crop recognition models. Models trained with diseased
samples demonstrate greater robustness and accuracy, effectively
handling the variability introduced by diseased features, whereas
those trained without such samples struggle to generalize, leading
to reduced classification accuracy and increased misclassifications.

7.2 Relation to prior research

The results align with prior research indicating that the dataset the
model is trained on has a significant impact on the testing results
[20]. Similarly, another study [15] found that models trained on
controlled datasets showed significant accuracy drops when tested
on images from different conditions, emphasizing the importance of
diverse training data. These studies align with our findings, showing
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that including diseased crop images in the training dataset has big
influences on a model’s performance in classification.

7.3 Contextualization

These results are important for real-world agricultural challenges,
especially in precision agriculture. Models that do not account for
the distortions caused by diseased crops may perform poorly, leading
to misclassifications in identifying crops. This can make it harder to
monitor crops and manage diseases effectively. Including diseased
images in training datasets helps create more reliable systems that
work well in different conditions.

7.4 Limitations of this research

Despite these contributions, this study has limitations. The analysis
was restricted to the ResNet18 architecture, and it remains unclear
whether more complex models, such as ResNet50 or DenseNet,
could achieve better generalization to noisy data. Furthermore, the
datasets used, while representative, may not fully capture the di-
versity of diseased crop features present in real-world scenarios,
potentially limiting the generalizability of the results.

7.5 Future research

Future research could address these limitations by exploring addi-
tional architectures and employing data augmentation strategies
to simulate varying levels of disease. Including more samples from
real-life scenarios can also improve the effectiveness of a model’s
training phase. Techniques such as segmentation to isolate diseased
regions may help models focus on relevant features, further enhanc-
ing classification performance. Additionally, evaluating the impact
of pre-training on diverse datasets or employing transfer learning
from related agricultural tasks could provide valuable insights into
improving model robustness. By addressing these areas, future work
can build on the findings of this study to develop more effective and
reliable crop recognition systems for the agricultural industry.

8 CONCLUSION

In conclusion, this study investigated the effect of including dis-
eased crop samples in the training dataset on the performance of
crop recognition models. It was found that the absence of diseased
samples during training significantly reduces the model’s ability
to generalize to real-world conditions, whereas incorporating such
images enhances robustness and accuracy. These findings high-
light the importance of curating diverse and representative datasets
for agricultural applications, particularly in precision farming and
automated crop monitoring. Future improvements, such as using
advanced architectures, data augmentation, and segmentation tech-
niques, could further enhance model performance and support the
development of reliable, real-world-ready crop recognition systems.
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A APPENDIX A: USE OF Al TOOLS

This research utilized ChatGPT to generate example code and para-
phrase certain text segments. Al assistance was employed through-
out the paper to enhance coherence and readability while preserving
the originality and credibility of the ideas. All content was subse-
quently reviewed and edited by Quincy Lelasseux, who assumes
full responsibility for the final work.

B APPENDIX B: CONFUSION MATRICES

Confusion Matrix for 0% Noise/Models/resnet18 fold_5.pth

True Labels

CESS TP g

Predicted Labels

(a) 0% Diseased images

Confusion Matrix for 0% Noise Train/Models/resnet18 fold_5.pth 10

e Labels

Predicted Labels

(b) 10% Diseased images

Confusion Matrix for 0% Noise Train/Models/resnet18 fold_5.pth

Tue Labels

CES S E S pSS

Predicted Labels

(c) 30% Diseased images

Confusion Matrix for 0% Noise Train/Models/resnet18 fold_5.pth

True Labels

A S A AP

Predicted Labels

(d) 50% Diseased images

Fig. 5. Confusion matrices for the model closest to the average trained on
0% diseased images, tested on several ratios of diseased images.
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