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Abstract

Surgical action triplet recognition is crucial for under-
standing surgical workflows. This work presents a novel
multimodal approach that leverages the complementary
strengths of RGB features and segmentation information to
improve triplet recognition accuracy. Our key innovation
lies in the integration of the Segment Anything Model (SAM)
with a CAM-guided prompting mechanism, coupled with
a gated cross-attention architecture for effective modal-
ity fusion. The system not only achieves improved triplet
recognition performance but also demonstrates capability
in weakly supervised instrument and anatomy segmenta-
tion. Through extensive experimentation on the CholecT45
dataset, we show that our fusion approach with selective
information flow outperforms traditional concatenation-
based methods. We also provide insights into the limita-
tions of certain modalities, such as optical flow in low frame
rate scenarios, and the challenges of using generic vision-
language models in medical contexts. Our approach offers
practical benefits for surgical workflow analysis while re-
ducing the annotation burden through its dual-use nature.

1. Introduction

The field of Artificial Intelligence (AI) has experienced
remarkable evolution in recent years, particularly in deep
learning architectures and training strategies. Starting from
AlexNet [22], which revolutionized computer vision with
its groundbreaking performance on ImageNet [12], deep
learning models have grown increasingly sophisticated. The
development progressed through deeper architectures like
ResNet [19], which solved the vanishing gradient problem
through residual connections, to the emergence of Vision
Transformers (ViT) [13], which adapted the self-attention
mechanism for visual tasks. These architectural advances
have been complemented by innovative learning mecha-
nisms, such as attention mechanisms [43], contrastive learn-
ing strategies [ 1 0], and self-supervised learning approaches
[9], enabling models to learn more robust and general-
izable feature representations. Parallel to these develop-
ments, multi-modal learning has emerged as a powerful
paradigm, enabling models to process and integrate infor-
mation from different data sources. Notable advances in-
clude approaches in visual-text models [35], and cross-
modal transformers [20]. These developments have signifi-
cantly enhanced models’ ability to learn comprehensive fea-
ture representations by leveraging complementary informa-
tion across different modalities.

This rapid progress in Al has catalyzed transformative
advances in the medical field. Beginning with founda-
tional work like U-Net [37] for medical image segmen-

tation, Al applications have expanded to encompass in-
creasingly complex tasks, from predictive medicine [!] and
clinical decision-making [6, 34] to sophisticated diagnos-
tics. Among these applications, surgical video analysis has
emerged as a particularly promising domain, offering the
potential to enhance surgical safety, improve training, and
optimize procedural workflows. Early work in this field
demonstrated the feasibility of using deep learning for sur-
gical scene understanding, as shown by Funke et al. [14]
who applied temporal convolutional networks for real-time
detection of surgical tools, and Twinanda et al. [42] who
developed frameworks for recognizing surgical phases in
laparoscopic cholecystectomy videos. The practical im-
pact of these advances is significant, as highlighted by [5],
where the integration of Al in surgical decision support has
enhanced clinical outcomes through real-time analysis and
feedback during procedures. Beyond intraoperative sup-
port, these systems have proven invaluable for surgical ed-
ucation, as noted in [17], where annotated recordings not
only facilitate training but also enable objective skill assess-
ment.

The analysis of surgical videos provides comprehensive
insights essential for understanding surgical actions. Sev-
eral datasets have been developed to facilitate research in
this area by providing structured and annotated data for var-
ious tasks such as skill assessment, workflow recognition,
and action detection. For instance, the RMIT [40] dataset
captures minimally invasive surgical procedures with anno-
tations aimed at understanding surgical tool usage and hand
motions. The JIGSAWS [15] dataset, on the other hand,
focuses on fine-grained skill evaluation, offering kinematic
and video data from simulated surgical tasks performed.
Similarly, the HeiCo [31] provides detailed recordings of
colorectal surgeries, emphasizing workflow analysis and
decision-making processes. These datasets offer unique op-
portunities for research in various areas, such as safety anal-
ysis, workflow optimization, and skill assessment. For in-
stance, Baghdadi et al. [4] leveraged structured data for per-
formance assessment in pelvic lymph node dissection, and
other researchers, such as those in [44], utilized neural net-
works to assess surgical skills and recognize tasks automat-
ically.

Among these datasets, the CholecT45 [32] dataset stands
out as a comprehensive resource specifically designed to
break down complex surgical procedures into meaningful
components. It introduces a novel framework for repre-
senting surgical activities as triplets of {instrument, verb,
target}, capturing the interactions between surgical tools,
actions, and anatomical targets. For example, a laparo-
scopic cholecystectomy can be represented with triplets
like {Grasper, Hold, Gallbladder} or {Scissors, Cut, Cys-
tic Duct}. These triplets provide a structured approach to
understanding surgical workflows.



However, the association of these triplet compo-
nents—Ilinking the correct instrument, verb, and target in a
cohesive manner—still presents challenges. Several under-
lying difficulties contribute to this issue. For instance, mul-
tiple surgical activities often occur within a single frame,
making it challenging to distinguish between overlapping
actions. Instruments may also be obscured or overlap with
one another, complicating the detection process. Moreover,
relying solely on information from RGB image is insuffi-
cient for determining the specific action being performed,
as the spatial relationship alone does not capture the full
dynamics of the interaction.

In this study, we aim to address the following research
question:

¢ Main Research Question: How can we leverage mul-
timodal information to improve the recognition of sur-
gical action triplets?

¢ Sub-Research Questions:

1. How can video data be best represented for sur-
gical action triplet recognition?

2. How can different data modalities be effectively
fused to enhance recognition performance?

This study makes several contributions to the field of sur-
gical action understanding:

1. We introduce a novel architecture that effectively com-
bines RGB and segmentation information for surgical
action triplet recognition. Our approach leverages the
universal segmentation capabilities of SAM, enhanced
by CAM-guided prompting, to obtain robust spatial
representations that transfer well to the medical do-
main despite the domain gap.

2. We develop a gated cross-attention mechanism that en-
ables selective fusion of different modalities, maintain-
ing RGB as the primary information source while dy-
namically incorporating complementary segmentation
features. This mechanism has proven crucial for han-
dling the varying reliability of different modalities dur-
ing surgical procedures.

2. Related Work

In this section, we discuss about the action triplet task
and reviewing the current methods employed for its recog-
nition. We then introduce multi-modal learning, with a par-
ticular emphasis on various forms of visual modality and
the fusion techniques used to integrate them.

2.1. Surgical Triplet Recognition

Surgical action triplets offer a method for understanding
the detailed interactions and activities within surgical pro-
cedures. By analyzing video data captured from surgical

devices, these triplets with the format {instrument, verb, tar-
get} provide a detailed breakdown of the instruments used,
the actions performed, and the targets affected, helping to
achieve a more refined understanding of the surgical work-
flow.

Several approaches have been proposed to address the
challenge of surgical action triplet detection. The MCIT-
IG [39] method introduces a two-stage pipeline that utilizes
both image data and Region of Interest(ROI) information
for feature extraction, followed by a Graph Neural Net-
work(GNN) for the classification task. Rendezvous [33],
on the other hand, proposes an instrument-centric network,
addressing the complexity of multiple organs being present
simultaneously but only one target being acted upon by an
instrument. Since the verb is determined by the instru-
ment’s action, the method employs instrument class acti-
vation maps to guide the detection of the target and verb
components of the triplet, conditioned on the instrument’s
visual cues. Building on this, RIT [38] enhances the net-
work by focusing on improving verb detection, leveraging
both current and past frames to refine the verb component
of the triplet. By fusing verb features from multiple frames
through a weighted sum, this approach achieves better tem-
poral understanding of actions. Similarly, another method
[11]introduces a disentanglement framework that uses class
activation maps for guidance. By breaking down the task
into smaller steps, it effectively addresses challenges such
as the simultaneous appearance of multiple tools or irrele-
vant surgical activities. It enhance results through soft la-
bel generation using self-distillation. Additionally, another
recent approach [26] proposes a generative framework for
surgical triplet recognition, employing a diffusion model.
This model integrates joint space learning and association
guidance to improve the accuracy of triplet detection and
recognition in surgical videos.

Despite the progress made by these methods, several
limitations remain. One common issue is the reliance on a
single modality, such as image data or class activation maps,
without incorporating additional sources of information like
optical flow or depth. By not combining these modalities,
these approaches miss out on valuable context and motion
cues that could improve the detection and recognition of
action triplets. Another challenge lies in the use of class
activation maps, which primarily provide instrument loca-
tion information. While this is useful for detecting the pres-
ence and position of surgical tools, it does not capture the
association between the verb and the target. This discon-
nect makes it difficult to fully model the interactions nec-
essary for accurate triplet detection. Temporal information
is also crucial for action recognition, as surgical actions un-
fold over time. Some methods attempt to incorporate tem-
poral data by using sliding windows or weighted features
from previous frames. However, the use of sliding windows



requires the tuning of a hyperparameter to control the win-
dow size, which can limit the model’s ability to generalize
across different scenarios. This approach may fail to cap-
ture long-range dependencies or adapt to the variability in
the duration of surgical actions, leading to suboptimal re-
sults.

2.2. Multimodal Learning

Humans naturally perceive and understand the world
through multiple sensory modalities. For instance, we com-
prehend spoken language not only through the sound of
speech but also by observing the lip movements of the
speaker. Similarly, object recognition involves multiple
senses: we recognize objects through vision, the sound
they produce, and sometimes their texture when touched.
This integration of different sensory inputs significantly en-
hances the accuracy and reliability of human perception and
decision-making.

In multi-modal learning, a similar principle applies,
where combining various types of data can improve the
performance of machine learning models. There are dif-
ferent types of modalities: some are raw, such as images,
audio signals, and videos, which directly capture the sen-
sory input. Other modalities are more abstract and derived
from raw data. These include semantic segmentation maps,
depth information, optical flow, and even language tran-
scriptions extracted from audio. These higher-level repre-
sentations provide richer, complementary information that
can aid tasks like object detection, action recognition, and
scene understanding. The challenge in multi-modal learn-
ing lies in not only processing raw sensory data but also in-
tegrating abstracted, task-specific modalities to create more
robust and intelligent systems.

In the last few years, deep learning has made substan-
tial progress in computer vision, primarily using single-
modality data such as images. Early breakthroughs, such
as Convolutional Neural Networks (CNNs) [19, 22, 41],
revolutionized image classification by introducing architec-
tures capable of learning hierarchical features from images.
Later, the introduction of Vision Transformers (ViTs) [13]
extended this progress, applying self-attention mechanisms
to vision tasks. In parallel, models like ViViT [3] adapted
transformer-based architectures to video data, further ad-
vancing the field by handling the temporal dimension of
video sequences. These methods, however, largely focused
on a single modality, limiting the potential to leverage richer
data sources. In natural language processing (NLP), similar
developments have occurred, with models such as Recur-
rent Neural Networks (RNNs) and transformers achieving
remarkable success in tasks like machine translation, senti-
ment analysis, and question answering. Yet, these models
also predominantly relied on a single modality data.

Recently, the field has seen a growing shift toward multi-

modality, where various types of data, such as images, text,
audio, and more, are integrated to enhance performance
across a wide range of tasks. In computer vision, this typ-
ically involves modalities like images, audio, text, depth
data, and optical flow. One notable success in this area
is CLIP [35], which combines image and text modalities.
By learning to associate images with textual descriptions,
CLIP [35] has demonstrated the ability to perform zero-shot
classification tasks, significantly broadening the capabili-
ties of vision models. The recent rise of multi-modal large
language models (MLLMs) has further pushed the bound-
aries of what multi-modality can achieve. Frameworks like
LLaVA [27] represent pioneering efforts in integrating di-
verse modalities, such as text and vision, into unified mod-
els. These advances highlight the growing importance of
multi-modality in modern computer vision, where utilizing
data from multiple sources is increasingly becoming essen-
tial for achieving state-of-the-art performance.

However, despite its power and potential, multi-modal
learning also comes with significant challenges. One major
challenge is how to effectively represent and extract mean-
ingful features from each modality. Each modality has dif-
ferent characteristics: images are spatial, audio signals are
temporal, and text is symbolic. Designing models that can
capture the essence of each type of data while keeping the
representations consistent is non-trivial. Another challenge
is how to fuse different modalities and align them in a mean-
ingful way. It can be difficult to combine image data with
text or audio, as these modalities may not naturally correlate
in a simple manner. Learning robust cross-modal relation-
ships and ensuring that the fusion of modalities enhances
the overall performance, rather than introducing noise or
confusion, is an ongoing area of research. Addressing these
challenges is crucial for the continued success and advance-
ment of multi-modal learning.

2.3. Visual Modality

In Computer Vision, there are multiple modalities that
capture different aspects of visual information. Images, for
example, exhibit a complex spatial structure that goes be-
yond their simple 3D pixel representation in the form of
RGB values. While an RGB image provides information
about color and intensity, it does not explicitly reveal deeper
aspects such as depth or object segmentation. These addi-
tional layers of information, like depth maps or segmenta-
tion masks, can provide critical insights into the geometric
and structural properties of a scene. Similarly, videos add
an extra layer of complexity, as they consist of sequential
image frames that encode temporal information. Analyzing
video requires consideration of the dependencies and rela-
tionships between frames over time, making it necessary to
capture both spatial and temporal features. This is where
modalities like optical flow, which captures the motion be-



tween consecutive frames, become essential. In this section,
we will explore different visual modalities—such as image,
depth, and optical flow—and discuss their respective feature
extraction methods.

2.3.1 Image Modality

Images are typically represented as a grid of pixels. This 3D
pixel representation encodes a vast amount of visual infor-
mation, such as color, brightness, and contrast. However,
it doesn’t directly convey higher-level properties such as
object boundaries, depth, or semantic content. This makes
feature extraction techniques critical for understanding the
underlying structure of images.

CNNs are the foundational models used to process and
analyze image data. They are built upon convolutional lay-
ers, which apply small filters over the input image to cap-
ture local patterns. These filters slide across the image, de-
tecting simple structures such as edges, textures, and cor-
ners in the early layers. As the network deepens, CNNs
progressively learn more complex and abstract features by
stacking multiple convolutional layers, each one building
on the representations learned by the previous layer. This
hierarchical feature learning enables CNNs to focus on lo-
cal spatial hierarchies, starting from low-level features and
eventually capturing high-level features such as object parts
and entire objects. ResNet [19] introduced the concept of
residual connections, allowing networks to be substantially
deeper without suffering from vanishing gradient problems
by learning residual mappings. EfficientNet [4 1] improved
CNN performance by scaling the network architecture ef-
ficiently across depth, width, and resolution with a simple
compound scaling method. NFNet [8] builds on Efficient-
Net [41] but removes the need for batch normalization, en-
abling faster training with adaptive gradient clipping. Con-
vNeXt [29] modernized CNNs by adopting architectural in-
novations from the Transformer family, such as large kernel
sizes and LayerNorm, further improving their competitive
performance in vision tasks while maintaining the core effi-
ciency of convolutional networks.

Meanwhile, ViTs are based on the Transformer architec-
ture. Unlike CNNs, which focus on local spatial patterns,
ViT [13] divide the input image into fixed-size patches and
treat each patch as a sequence of tokens. These tokens
are then passed through Transformer layers that use self-
attention mechanisms to capture relationships between the
patches. This approach allows ViT to focus on global fea-
ture extraction by modeling long-range dependencies be-
tween all patches, rather than being limited to local re-
gions as CNNs are. This makes ViT particularly effective
for tasks that require a comprehensive understanding of the
entire scene, as they are not biased toward local features
like CNNs. Swin Transformer [28] introduces hierarchical

feature learning by using non-overlapping windows to par-
tition images and applying self-attention within each win-
dow. This hierarchical design helps capture both local and
global features efficiently. CLIP [35] leverages both image
and text data by training a vision encoder and a text encoder
jointly, using contrastive learning to align visual represen-
tations with natural language descriptions. DINO [9] is a
self-supervised learning method that uses a student-teacher
framework to train vision models without labels.

Both CNNs and ViTs are widely used as visual en-
coders for computer vision tasks. While CNNs focus pri-
marily on local, neighboring dependencies by leveraging
small, localized receptive fields, ViTs are designed to cap-
ture long-range interactions across the entire image through
self-attention mechanisms. As it is stated in [29], one of the
key advantages of ViTs is their scaling power. When pro-
vided with larger models and datasets, ViTs have the poten-
tial to outperform traditional CNN models like ResNets by a
substantial margin. This scalability allows ViTs to excel in
tasks such as image classification, particularly when dealing
with extensive data and powerful computational resources.
However, one of the main challenges of ViTs is their global
attention mechanism, which has a quadratic complexity in
relation to the input size. This makes them efficient for tasks
like ImageNet classification, where the input image resolu-
tion is relatively small.

Ultimately, the choice between different frameworks de-
pends on the specific requirements of the task. For in-
stance, LLaVA [27] leverages the CLIP [35] encoder as a
vision expert to capture rich visual information, benefiting
from CLIP’s [35] ability to align visual and textual repre-
sentations. However, models like Flamingo [2] argue that
NFNet [8] can outperform CLIP [35] in certain tasks be-
cause NFNet [8] is better at capturing fine-grained spatial
information. In another approach, SPHINX [25] utilizes
mixed embeddings from both CNNs and ViTs for visual en-
coding, combining the strengths of CNN’s local feature ex-
traction with ViT’s global attention to create a more robust
visual encoder. Moreover, it states that supervised learning
models like ConvNeXt [29] and ViT [13] can impose ex-
plicit semantic information through category labels. In con-
trast, self-supervised models like DINO [9] explore implicit
signals through pretext tasks, such as learning to match dif-
ferent augmented views of the same image. This forces
the model to learn more generalized, context-independent
representations of visual data without the need for labeled
datasets.

2.3.2 Depth Modality

Depth estimation is a critical aspect of visual modality be-
cause it provides a sense of three-dimensional structure
from two-dimensional images. While traditional RGB im-



ages offer information about color and intensity, they lack
the ability to capture the spatial relationships and distances
between objects in a scene. Depth estimation addresses
this limitation by predicting the distance of objects from the
camera, which is essential for understanding the geometry
of a scene.

Depth estimation becomes particularly important for
tasks like action recognition, where understanding the mo-
tion and spatial relationships of objects or people within a
scene is crucial. In these scenarios, depth information helps
distinguish between overlapping objects and provides in-
sights into the relative movements of individuals or objects.
By knowing the distance and position of key elements in
a video, models can more accurately recognize and inter-
pret complex actions and gestures, especially in dynamic
environments. Without depth information, many subtle cues
in movement could be lost, leading to less accurate predic-
tions.

One prominent model is MiDaS [36]. MiDaS [36] is
trained on a diverse set of datasets and uses a ResNet back-
bone to extract rich feature representations. Later MiDaSv3
[7] extend it to different backbones, such as Swin [28]. It
has proven highly effective at providing detailed and accu-
rate depth maps.

2.3.3 Segmentation

Segmentation mirrors how humans perceive and understand
the world. When we look at a scene, our brain intuitively
segments it into various objects which allows us to compre-
hend and interact. As an abstract modality, segmentation
is particularly important because it provides a clear delin-
eation of objects within an image. Unlike the raw RGB rep-
resentation, where object boundaries are often implicit and
can overlap with other visual elements, segmentation offers
explicit information about the shape and location of objects.
This is especially useful for aligning different modalities,
such as combining image data with depth, optical flow, or
text annotations. By providing a localized and detailed un-
derstanding of object boundaries, segmentation enhances
the ability of multi-modal systems to align and integrate di-
verse forms of data.

Several notable models have been developed for seg-
mentation. One early technique used for understanding re-
gions of interest within an image is the Class Activation
Map (CAM) [47]. CAM [47] highlights the areas in an im-
age that a neural network focuses on when making predic-
tions about its class. By visualizing the regions that con-
tribute most to a specific classification, CAM [47] provide
insight into how a model sees objects within an image. R-
CNN [16] perform segmentation by first generating region
proposals and then using CNNss to classify and refine these
regions. FPN [24] enhances the capability by creating fea-

ture maps at multiple scales. It builds a pyramid of fea-
tures from different layers of the network and merges them
in a top-down fashion. This multiscale feature representa-
tion allows FPN [24] to capture both fine details and high-
level information. One of the most advanced and success-
ful segmentation models is the Segment Anything Model
(SAM) [21]. The architecture consists of a encoder to gen-
erate high-quality embeddings, a prompt encoder, and a
mask decoder. It combines this with a dynamic prompt-
based system, where prompts in the form of points, boxes,
or masks are provided to guide the segmentation process.

2.3.4 Optical Flow

Optical flow captures the velocity and direction of motion
by analyzing the changes in pixel intensities over time. Op-
tical flow provides valuable information about how objects
move through a scene, making it an essential tool for under-
standing temporal dynamics in video sequences.

Optical flow is particularly important for tasks such as
action recognition in video analysis. Video analysis re-
quires temporal coherence to capture how actions unfold
over time. Optical flow enables models to incorporate this
temporal information, making it a necessary modality for
tasks that rely on understanding motion. In tasks like sur-
gical action recognition, precise hand movements and tool
manipulations are key to understanding the surgeon’s ac-
tions. The shifts in motion can provide crucial information
about what is happening at any given moment.

2.4. Multi-Modality Fusion

Multi-modality fusion aims to combine information
from different modalities to create a unified representation
that captures the cross-modal interactions between individ-
ual elements.

Traditionally, there have been two main approaches to
modality fusion: early fusion and late fusion. In early fu-
sion, features from different modalities are combined at the
input level, before being processed by the model, while in
late fusion, the model processes each modality indepen-
dently, and the results are combined only at the decision-
making stage. However, late fusion has a notable drawback,
as it tends to treat each modality as an isolated branch, ig-
noring the relationships and interactions between modalities
throughout the learning process. This limitation can lead to
suboptimal performance because cross-modal dependencies
are not fully exploited.

Moreover, as highlighted in [46], a key challenge in late
fusion networks is unimodal bias. This occurs when the net-
work over-depends on one modality, effectively sidelining
others during joint training. In such cases, the model may
fail to fully utilize the richness of multi-modal data, relying
too heavily on the most dominant or easily learnable modal-



ity. In contrast, early fusion networks, by integrating the
modalities from the beginning, tend to encourage the model
to make use of all input data. This can help mitigate uni-
modal bias by promoting the extraction of complementary
information from each modality, leading to a more balanced
and effective use of multi-modal inputs.

For early fusion, there are some simple but effective
techniques. One such method is Sequence Append, which
involves directly appending the visual tokens from different
backbones into a longer sequence. Another common tech-
nique is Channel Concatenation, which concatenates visual
tokens along the channel dimension without increasing the
sequence length. By keeping the sequence length fixed,
this method ensures that the fused representation remains
computationally efficient, while still combining the infor-
mation from different modalities. Both of these strategies
typically involve some degree of interpolation and flatten-
ing of features, as the representations from different modal-
ities need to be aligned and normalized before fusion. Addi-
tionally, advanced techniques have been developed. LLaVa-
HR [30] injects high-resolution features into low-resolution
vision encoders using a mixture of resolution adapter. This
technique enables high-resolution data to influence low-
resolution vision encoders, enriching the joint representa-
tion with finer details while maintaining computational ef-
ficiency.

However, these methods may not fully capture the rela-
tionships between different modalities. By merely append-
ing or concatenating features, these approaches assume that
the combined information is sufficient for the model to learn
cross-modal dependencies, but they do not explicitly model
interactions between modalities. This can lead to subopti-
mal performance.

To address these limitations, more sophisticated fu-
sion schemes have been developed. One such approach
is Flamingo [2], which adopts a more structured fusion
method. Flamingo [2] leverages the Perceiver resampler,
which resamples the inputs from different modalities to a
reduced dimension, unifying them into a more manageable
representation. Once the dimension is reduced, a cross-
attention module is employed to explicitly explore the re-
lationships between the different modalities. This cross-
attention mechanism allows the model to dynamically at-
tend to relevant information across modalities, the unified
representation is fed into the classification network for task-
specific predictions. BLIP-2 [23] uses a Q-Former to fuse
different modalities. The Q-Former acts as a query-based
fusion module, where a set of learnable queries interact with
the visual and textual features to extract the most relevant
information from both modalities. By fusing the informa-
tion in this structured manner, BLIP [23] is able to capture
more fine-grained relationships between language and vi-
sion.

3. Methodology
3.1. Problem Formulation

Given a surgical video frame I; at time step ¢, our goal
is to predict the surgical action triplet y, = <t vy, g¢>,
where i; € Z denotes the instrument class from instrument
space. Z with |Z| = 6 classes v; € V represents the verb
class from verb space. V with [V| = 10 classes g; € G
indicates the target class from target space G with |G| = 15
classes.

The task can be formulated as learning a mapping func-
tion fp parameterized by 6:

fo: It = P(y:)

where P(y;) represents the probability distribution over
the combined triplet space 7 = Z x V x G with |T| = 100
valid triplet combinations.

For a video sequence of length 7', we denote the in-
put sequence as I = {Iy,...,I7} and the corresponding
ground truth triplet sequence as Y = {yi,...,yr}. Each
frame I, is additionally associated with various modalities.
179" € RFXWx3 a5 RGB modality, 79 € {0,1}7*W as
segmentation modality, I/'°" € R¥*Wx2 modality with
Optical flow. H and W denote the height and width of the
input frame respectively.

The model’s objective is to maximize the prediction ac-
curacy across the triplet space while effectively leveraging
the complementary information from different modalities.

3.2. Multimodal Feature Learning Framework

To address the challenge of surgical triplet recognition,
we propose a two-stage network, as illustrated in Figure 1.
The first stage focuses on feature extraction, where we ex-
plore three different modalities to enhance the representa-
tion of surgical activities. These modalities include both
raw image-based information and more abstract features,
segmentation and optical flow, designed to provide a com-
prehensive understanding of the surgical scene. The second
stage is modality fusion.

3.2.1 Modality-specific Feature Extraction

Our framework extracts complementary features from three
distinct modalities: RGB frames, segmentation masks, and
optical flow. Each modality stream is designed to capture
specific aspects of surgical actions.

RGB. For the RGB, we employ a Swin Transformer [28]
backbone, which has demonstrated superior performance in
capturing hierarchical visual features. Given an input frame
179" the RGB encoder frgb produces features:

B = frgp (1) € RV xPro
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Figure 1. General Framework. The framework consists of two stages: (1) Feature extraction, where features from different modalities
are extracted using frozen feature extractors for segmentation and Optical Flow. The RGB encoder is fine-tuned. (2) Fusion, where the
extracted features are fused using a modality fusion network. In this stage, the network is unfrozen and fine-tuned to generate the final

representation.

where N, represents the number of spatial tokens and
D,.gy is the feature dimension. The Swin Transformer [25]
shifted window attention mechanism is particularly effec-
tive at capturing both local surgical tool details and global
scene context.

Segmentation. We explore three distinct approaches for
segmentation feature extraction, each addressing different
aspects of the segmentation challenge:

Our initial approach utilizes SAM [21] with random
point prompts to generate segmentation masks:

inst targ __ random
Mt 7Mt - fsam(Itapt )

where p;e"d°™ represents randomly sampled prompt
points. While this approach produces high-quality bound-
ary segmentations, it lacks semantic consistency across
frames - the same instrument or target may receive different
segment labels in consecutive frames, potentially confusing
the network.

To maintain semantic consistency while leveraging
SAM’s [21] powerful representation, we directly utilize
SAM’s [21] image encoder features:

hfeg = fdownsample( se;;l (It)) S RNSWXDSW

This approach preserves high-level semantic information
while avoiding the semantic inconsistency of mask labels,
though it may lose some explicit spatial information.

Our third approach combines class activation mapping
(CAM) with SAM [21] to achieve both semantic alignment
and precise segmentation. First, we generate class-specific
attention maps using ResNet34:

Ain8t7 Aiarg = fcam (It)

Convert attention maps to bounding boxes through thresh-
olding:

inst ptarg __ inst targ
bt ) bt - fthresh(At ) At )

Use boxes as SAM [21] prompts to generate semantically
aligned masks:

inst targ __ inst jptarg 2XHxW
Mt M9 = foon (I, Bt 5E979) € R

This approach maintains semantic consistency across
frames while providing explicit spatial segmentation, as the
CAM guidance ensures consistent identification of instru-
ments and targets. The resulting binary masks encode both
spatial and semantic information, providing a strong foun-
dation for action recognition.

Optical Flow Stream For motion feature extraction,
we adopt the Perceiver IO architecture to process optical
flow fields between consecutive frames. Given frame pairs
(I¢, I—1), the flow computation and feature extraction are:

Ft = fflow(Ity It—l)

h{low _ fpe’r‘c(Ft) c RNfluw XD flow
where Fy represents the computed flow field and hJ'*" are
the extracted motion features.

Each modality stream outputs features with potentially
different spatial dimensions (N;g4p, Nseg, Nyiow) and po-
tentially different feature dimensions (D45, Dseg, D f1ow)-
These heterogeneous features are subsequently aligned and
fused in the second stage of our framework.



3.2.2 Feature Dimension Alignment

Different encoder architectures produce features with vary-
ing sequence lengths and formats. To enable effective fu-
sion, we align these features to a common sequence length
N while maintaining their respective feature dimensions.
We employ three alignment strategies based on the feature
format.

Spatial Feature Alignment For features in spatial for-
mat (HxWxC), such as segmentation masks, we em-
ploy convolutional layers to adjust the spatial dimensions:
hatigned = feonv(Rspatiar) Where the convolutional opera-
tions are designed to output the desired sequence length NV
through appropriate stride and kernel size configurations.

Linear Projection. For tokenized features, the simplest
alignment approach uses linear projection:

haligned = flinear (htokens)

This approach is computationally efficient but maintains a
fixed mapping between input and output tokens.

Perceiver Resampler. For tokenized features, we also
employ a Perceiver-based resampler that uses learnable la-
tent queries () to attend to the input sequence:

halignea = MultiHeadAttention(Q, Riokens, Rtokens)

This self-attention mechanism allows the model to learn dy-
namic, content-aware feature resampling, particularly effec-
tive for variable-length sequences from different modalities.

Each modality’s features maintain their original feature
dimensions (Dygp, Dseg, Di0w) after alignment, as these
dimensional differences are handled in the subsequent fu-
sion stage. The critical goal is achieving consistent se-
quence length N across modalities to enable effective cross-
modal attention mechanisms.

3.3. Modality Fusion Strategies

After aligning features across modalities, we explore dif-
ferent architectures to effectively fuse RGB features with
complementary information from other modalities. Given
that RGB features inherently contain the most comprehen-
sive information—capturing texture, color, and fine-grained
spatial details crucial for action recognition—we use RGB
as the main branch. Auxiliary modalities, such as segmenta-
tion and optical flow, serve as complementary information
providers to enhance RGB features rather than as primary
sources.

Initially, we concatenate features from different modali-
ties along the channel dimension. This unified representa-
tion serves as the input to our fusion strategies, which fo-
cus on selective information combination through attention
mechanisms. Below, we describe our two proposed fusion
methods:

Gated Attention Fusion

The first approach utilizes a gated attention mechanism
that processes mask features to generate attention weights
for RGB features:

hfused = hrgb ©) U(W(hrgb © haligned))

where o denotes the sigmoid function, and W is a learned
gating mechanism that provides additional feature selection.
The element-wise multiplication (®) allows the model to
selectively focus on relevant spatial regions while maintain-
ing feature coherence.

Gated Cross-Attention Fusion Our second approach
employs a more sophisticated gated cross-attention mech-
anism:

Q = thb7 K=V= haligned
A = MultiHead(Q, K, V)

g=o0o(7)
hfused = hrgb +g9- A

where 7y is a learnable parameter, and the cross-attention
allows for more complex interactions between modalities.
We use RGB features as queries, allowing them to actively
seek relevant complementary information from auxiliary
modalities. As RGB features encapsulate the most detailed
information about the surgical scene, making them the pri-
mary source for guiding attention. The gate g scales the
attended features before adding them to the RGB features.
The residual connection preserves the integrity of the RGB
features, while the gating mechanism controls how much
auxiliary information is integrated.

The final fused features 5 ¢;y,4; are then passed to a clas-
sification head for triplet prediction:

Yt = fcls(hfused) € RlT‘

where | 7| represents the number of valid triplet combi-
nations.

To address the significant class imbalance in surgical
triplet recognition, we employ focal loss as our training ob-
jective:

»Cfocal - _a(]- —Pt)7 IOg(pt)

where p; is the model’s estimated probability for the tar-
get class, « is a balancing factor, «y is the focusing param-
eter that adjusts the rate at which easy examples are down-
weighted. This approach is particularly effective for our
problem as it allows the model to focus on learning the rare
but valid surgical action triplets without being overwhelmed
by the dominant combinations that naturally occur more fre-
quently in surgical procedures.



Approach 1: CAM-guided Mask Generation
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Figure 2. Two alternative approaches for segmentation feature extraction, where H and W denote the height and width of the input image
respectively. Top: CAM-guided SAM [21] pipeline, where ResNet-34 processes the input image ([3xHxW]) to generate class activation
maps (CAM), which guide bounding box and point prompt generation for SAM [21] to produce semantically-aligned masks ([1xHxW]).
Bottom: Direct feature extraction using SAM [21] encoder, transforming the input image ([3xHxW]) into segmentation embeddings
([LxD]), where L is the sequence length determined by the number of image patches and D is the feature dimension of each embedding
vector, providing high-level semantic representations without explicit mask generation.

A0y

Mask Feature l

Figure 3. Detailed structure of gated attention fusion module for
mask embedding. We apply convolution block to the generated
mask, and apply it to the original RGB feature. We use a sigmoid
gate to control the contribution. Lastly, we multiply it again to get
the combined feature.

3.4. Temporal Smoothing

To mitigate frame-to-frame prediction noise and enhance
temporal consistency in surgical triplet recognition, we in-
corporate a smoothing strategy that leverages a sliding win-
dow of recent frames. Let p; € RI7! denote the prediction
probability vector for the current frame ¢, and let N be the
size of the sliding window. We first compute the mean pre-
diction over the sliding window:

1
pr = iy 1
Pe= ] > op (D

€Wy

Gate
Multi-head Attention
K v T Q
[El=lE]E) aEee ——
Modality feature RGB feature

Figure 4. Detailed structure of the gated cross-attention fusion
module. RGB features serve as queries (Q) while modality fea-
tures serve as keys (K) and values (V) in the multi-head attention
mechanism. The attention output is regulated by a learnable gating
mechanism before being combined with the original RGB features
through a residual connection.

where W, is the set of indices corresponding to the frames
in the current window (with |W;| < N when fewer than N
frames are available).

We then compute the smoothed prediction p; as a combi-
nation of the current frame’s prediction and the windowed
average:

P =ap:+ (1 —a)py, ()

with o € [0, 1] acting as a smoothing factor that controls
the trade-off between the current prediction and the histori-
cal average. This approach leverages recent information to
reduce transient fluctuations while still adapting quickly to



new observations.

4. Experiments and Results
4.1. Implementation Details

We conducted all experiments using NVIDIA A10 and
A16 GPUs, with our framework implemented in PyTorch.
For training, we employed the Adam optimizer with an ini-
tial learning rate of 2e-4 and weight decay of le-6. A co-
sine annealing scheduler with warm restarts was adopted,
where T_0 was set to epochs + 1 and T_mult to 1, with the
learning rate decreasing to a minimum of 2e-5. The model
was trained for 2 epochs with a batch size of 16 and gra-
dient accumulation steps of 2 to simulate larger batch sizes
while managing memory constraints. To address the inher-
ent class imbalance in surgical action triplet detection, we
implemented Focal Loss with « = 0.8 and v = 2. Our
data augmentation strategy included vertical and horizontal
flips, contrast adjustments, and 90-degree rotations. For op-
timization stability, we apply gradient clipping with a maxi-
mum norm of 1.0 and employ layer-wise learning rate decay
for the transformer layers. The learning rate for the atten-
tion modules is set to 1.5 times.

4.2. Dataset Analysis and Insights
4.2.1 Dataset Overview

The CholecT45 [32] dataset comprises 45 videos of chole-
cystectomy procedures, with frames extracted at 1 frame per
second (fps). The dataset contains 90,489 annotated frames
with 127,385 triplet instances, where each triplet follows
the structure of {instrument, verb, target}. The annotation
space consists of 100 unique triplet classes, derived from 6
instrument classes, 10 verb classes, and 15 target classes.

4.2.2 Class Distribution Analysis

Our analysis reveals distinct distributional patterns across
individual components and their combinations, as it is
shown in Fig 6. At the component level, while certain
classes dominate (e.g., graspers and hooks among instru-
ments, retract and dissect among verbs), the distribution
reflects the fundamental requirements of cholecystectomy
procedures.

However, as it is shown in Fig 5, the triplet distribu-
tion exhibits more pronounced imbalance, following a nat-
ural long-tailed pattern that reflects the inherent structure
of surgical procedures. The most frequent combination is
(grasper, retract, gallbladder), while rare combinations like
(bipolar, grasp, cystic-plate) appear fewer than 10 times.
This imbalance is not merely a dataset artifact but rather
represents genuine surgical workflow constraints — certain
instruments are designed for specific actions on particular
targets, while some combinations rarely occur in standard
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procedures. This natural but extreme imbalance poses a
unique challenge for model supervision.

4.2.3 Temporal Characteristics

Analysis of action duration distributions reveals complex
temporal dynamics. Table | presents statistics for the pri-
mary surgical actions. Retraction actions exhibit the high-
est variance. Dissection actions show similarly broad dis-
tribution, while actions like irrigation maintain consistently
shorter durations. We observe that action durations follow
heavy-tailed distributions, with significant positive skew in-
dicated by standard deviation. This temporal heterogeneity
poses challenges for models attempting to capture action
dynamics.

4.2.4 Sequential Dependencies

Analysis of inter-triplet transitions reveals highly structured
temporal patterns in surgical workflows. As it is shown
in Table 2, we quantify these dependencies by computing
transition probabilities between consecutive frames. Cer-
tain surgical steps show deterministic transitions, particu-
larly in critical phases. For example, after scissors-cut-
adhesion operations, the workflow invariably transitions to
grasper-retract-omentum, indicating a standardized proce-
dural sequence. The (grasper, retract, gallbladder) action
serves as a central “hub” state, being the dominant subse-
quent action.This reflects its role as a stabilizing action be-
tween other surgical steps.

In summary, these analyses highlight the technical chal-
lenge that the dataset triplet class is extremely imbalance.
Moreover, its multi-scale temporal dynamics, requiring
models to capture both brief and extended action sequences.
The identified characteristics inform our architectural de-
cisions, particularly in addressing class imbalance through
targeted data sampling strategies.

4.3. Evaluation Metrics

We adopt mean Average Precision (mAP) as our pri-
mary evaluation metric, computing it at four different lev-
els to comprehensively assess model performance. For in-
strument detection (mAPy), for verb (mAPy), and target
(mAPr) detection, we evaluate the model’s ability to cor-
rectly identify surgical actions and anatomical targets re-
spectively. The triplet detection metric (m A Pry 1) provides
the most important evaluation, requiring all three compo-
nents (instrument, verb, target) to match the ground truth
simultaneously.
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Figure 5. Distribution of surgical action triplets in CholecT45 [32] dataset. Top 30 most frequent triplet combinations are shown individu-
ally, with remaining 70 combinations aggregated as “others” due to their low occurrence.

Actions Mean duration(s) | Median duration(s) | Min duration(s) | Max duration(s) | Standard deviation(s)
retract 39.99 12.00 1.00 1073.00 84.04
null 8.94 6.00 1.00 231.00 13.83
dissect 55.62 38.00 1.00 756.00 61.33
grasp 21.32 10.00 1.00 256.00 30.06
aspirate 10.40 6.00 1.00 108.00 11.93
coagulate 18.37 12.00 1.00 98.00 16.85
irrigate 3.62 3.00 1.00 14.00 2.58
clip 20.63 17.00 2.00 110.00 14.63
cut 21.86 17.00 3.00 151.00 19.64
pack 12.25 10.50 4.00 24.00 6.35

Table 1. Temporal characteristics of surgical actions in CholecT45 [32] dataset.

Source Action

Target Action

Ndominant

Ntotal

Tq

4.4. Results

(scissors, cut, adhesion) (grasper, retract, omentum) 96 96 1.000

bipolar, coagulate, cystic_pedicle)  (grasper, retract, gallbladder) 35 35 1.000 .

Escissors, cut, cystic_plate) > (grasper, retract, gallbladder) 17 17 1.000 4-401 Ablatlon StUdy

(scissors, dissect, cystic_plate) (grasper, retract, gallbladder) 12 12 1.000

(bipolar, dissect, cystic_artery) (grasper, retract, gallbladder) 89 90  0.989 A . . .
(grasper, disscct, gallbladder) (grasper, retract, gallbladder) 418 423 0988 Table 3 presents our comprehensive ablation studies on dif-
(hook, dissect, cystic_artery) (grasper, retract, gallbladder) 2069 2272 0911 .. . . . .
(hook, dissect, cystic_plate) (grasper, retract, gallbladder) 1818 2029  0.896 ferent modahtles, dimension ahgnment methOdS, and fusion

Table 2. Dominant surgical action transitions with high determin-
ism (rq > 0.85). Ndominant represents the count of the most
frequent transition, n¢otq; is the total transitions from the source

action, and r4 is the dominance ratio.

strategies. Several notable and sometimes counterintuitive
findings emerge from these experiments.

First, contrary to our initial hypothesis, the RGB-only
baseline demonstrates superior performance in instrument
with 90.0% and verb with 65.7% detection compared to
all multimodal variants. This suggests that the base model
effectively captures spatial features crucial for instrument
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Modalities Align | Fusion | mAP; mAPy mAPr mAPpyr
OF - - 71.2 324 15.8 9.2
SEG - - 80.3 45.6 34.5 23.0
RGB - - 90.0 65.7 479 32.6
RGB+SEG; LP GCA 84.0 60.0 45.8 30.0
RGB+SEG PR GCA 85.7 62.8 51.7 35.7
RGB+SEG¢ PR LP 81.0 58.4 49.7 34.6
RGB+SEG,, CF GA 84.2 61.2 50.1 34.2
RGB+SEG,, CF LP 80.8 52.4 453 30.9
RGB+OF LP GCA 84.6 59.4 33.5 28.5
RGB+OF PR GCA 79.8 54.1 33.2 26.0
RGB+OF LP LP 83.7 57.8 32.6 26.2
RGB+SEG+OF | LP GCA 81.4 58.8 33.5 27.7
RGB+SEG+OF | LP LP 79.4 54.3 32.9 25.8

Table 3. Ablation studies on modalities and fusion methods. Modalities: RGB images (RGB), segmentation features (SEG ), segmentation
masks (SEGy,), optical flow (OF). Dimension alignment: Linear projection (LP), Perceiver resampler (PR), Convolutional features (CF).

Fusion: Gated attention (GA), Gated cross-attention (GCA).

recognition and action understanding from RGB inputs
alone. For models using only the Optical Flow and only the
Segmentation modalities, they achieve relatively low per-
formance which highlights that it lacks the semantic rich-
ness required for effective instrument and action recogni-
tion. These observations suggest that neither modality in
isolation is sufficient for robust triplet detection, underscor-
ing the necessity of multimodal fusion to combine comple-
mentary cues for improved performance.

The integration of segmentation features (SEGy) with
RGB shows mixed results. While it leads to a decrease in in-
strument and verb detection, it significantly improves target
detection and overall triplet recognition (mAPr = 51.7%,
mAPryr = 35.7%). This improvement in triplet detection
suggests that segmentation features provide valuable con-
textual information for understanding instrument-target in-
teractions, despite the slight compromise in individual com-
ponent detection.

We also found that the integration of segmentation fea-
tures with RGB shows superior result compared to CAM
guided SAM [21] mask generation. The reason might be
the target mask is less accurate. The generate bounding
boxes usually cant cover all areas, lead to some noise to
the mask generation. Such imperfect mask might introduce
noise. However, the triplet recognition outscores the RGB
baseline, indicating it indeed provide useful location infor-
mation.

Surprisingly, optical flow (OF) features consistently de-
grade performance across all metrics when compared to
both the baseline and SEG variants. The RGB+OF com-
bination with LP achieves only mAPryr = 28.5%, sub-
stantially lower than the baseline’s 32.6%. This unex-
pected degradation suggests that motion features, as cap-
tured by our optical flow implementation, may introduce
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noise rather than beneficial temporal information for surgi-
cal action recognition.

Regarding dimension alignment methods, Linear Projec-
tion (LP) generally outperforms Perceiver Resampler (PR)
when comparing similar modality combinations. For in-
stance, in the RGB+OF configuration, LP achieves bet-
ter results across all metrics (mAP; = 84.6% vs 79.8%,
mAPy = 59.4% vs 54.1%). This indicates that the addi-
tional complexity of PR might not be justified for our spe-
cific task.

The combination of all modalities (RGB+SEG ;+OF)
does not yield better results than simpler configurations,
achieving only mAPry = 27.7%. This suggests that the
potential benefits of multimodal fusion might be offset by
the challenges of effectively combining features from dis-
parate sources, particularly when incorporating optical flow
information.

4.4.2 Comparison with State-of-the-Art

Table 4 presents a comparison of our approach with exist-
ing state-of-the-art methods for surgical action triplet detec-
tion. While our model achieves competitive performance
(mAPryT = 35.7%), it falls short of the current best result
from TERL (mAPryr = 39.0%). This performance gap
reveals several important insights about the task.
Moreover, the introduction of temporal smoothing offers
additional benefits. When temporal smoothing is applied,
our method exhibits a noticeable improvement in temporal
consistency, with video-level triplet mAP increasing from
51.7% to 54.0% and an overall m A Pry  rise from 35.7% to
36.4%. These gains indicate that smoothing over a sliding
window of recent frames helps reduce transient fluctuations
in the predictions, thereby better capturing the evolving dy-
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Figure 6. Component-wise distribution analysis of surgical ac-
tions in CholecT45 [32] dataset. Left: Distribution of 6 instrument
classes. Middle: Distribution of 10 verb classes. Right: Distribu-
tion of 15 target classes.

namics inherent in surgical procedures.

A notable trend emerges: the majority of success-
ful approaches leverage Class Activation Maps as a form
of semantic guidance, highlighting the crucial role of
spatial-semantic information in surgical action understand-
ing. Our approach explores an alternative path using ex-
plicit segmentation features, achieving competitive perfor-
mance (mAPryr = 35.7%) while validating the impor-
tance of semantic guidance.

The superior performance of TERL (mAPryr =
39.0%) can be attributed to its tail-enhanced representa-
tion learning strategy, which specifically addresses the long-
tailed distribution nature of surgical action triplets. TERL
leverages contrastive learning with a global memory bank to
capture discriminative features specifically for tail classes,
while also maintaining semantic relationships through com-
ponent class prototypes. Our approach, while effective
at modeling cross-modal relationships, does not explicitly
handle class imbalance, which appears to be crucial for this
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task. This is evident in the performance gap in verb detec-
tion (mAPy = 71.3% vs 62.8%), where rare actions are
more prevalent.

Building upon the observation of class imbalance effects,
the confusion matrices, as it is shown in Figure7 provide
deeper insights into the model’s behavior. In the instru-
ment detection case, while grasper achieves 56% accuracy,
it significantly contributes to false positives across other
classes, with 47% of bipolar forceps and 43% of hooks be-
ing misclassified as graspers. This systematic misclassifi-
cation pattern stems from the grasper’s dominance in the
training data, causing the model to develop a strong prior
bias towards grasper features. The target detection ma-
trix further reinforces this phenomenon, where dominant
classes like gallbladder (82.3% accuracy) and cystic plate
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(71.5% accuracy) show high true positive rates but also con-
tribute to false positives in related anatomical structures.
For instance, liver samples are misclassified as gallbladder
in 30.2% of cases, suggesting the model struggles to dis-
tinguish fine-grained features between anatomically adja-
cent structures when trained on imbalanced data. The verb
detection matrix reveals similar challenges, with ’retract’
actions being over-predicted across multiple true classes.
This manifests in high false positive rates, where 41-49% of
"dissect’, *coagulate’, and ’clip’ actions are misclassified as
‘retract’. Interestingly, despite these significant misclassifi-
cations, the model maintains relatively high average preci-
sion scores across classes. This apparent contradiction can
be attributed to the model’s ability to assign higher confi-
dence scores to true positive cases while struggling with de-
cision boundaries between classes due to imbalanced train-
ing examples. The high AP scores suggest that the model
learns meaningful feature representations but fails to estab-
lish appropriate decision thresholds for balanced classifica-
tion performance.

SDSwin’s relatively good performance (mAP;yr =
36.1%) with only RGB input and knowledge distillation
suggests that our multimodal approach might benefit from
similar self-distillation techniques to refine the feature rep-
resentations.

Notably, our model shows competitive performance in
target detection (mAPr = 51.7%) compared to TERL
(mAPr = 54.0%), suggesting that our segmentation-based
approach effectively captures spatial relationships between
instruments and anatomical structures. However, the lower
instrument detection performance (mAP; 85.7% vs
91.5%) indicates that our current fusion strategy might be
suboptimal for preserving fine-grained instrument features.
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5. Discussion
5.1. Segmentation Superiority Analysis

Our experiments revealed that the integration of segmen-
tation information provides crucial advantages for surgical
action triplet detection. The superiority of segmentation-
based features can be attributed to two key components: the

SAM [21] encoder features and the approximate semantic
masks.
The SAM [21] encoder features provide rich visual rep-

resentations that are particularly well-suited for surgical en-
vironments. The SAM [21] encoder, through its vision
transformer architecture, captures both fine-grained details
and global context. This hierarchical understanding is es-
sential for surgical scenes where instruments interact with
anatomical structures at various scales. Even without spe-
cific prompts, the SAM [21] encoder generates features
that are inherently attuned to object boundaries and salient
regions, making them particularly effective at capturing
instrument-tissue interactions.

The approximate semantic masks, generated through
our two-stage pipeline combining SAM [21] with CAM-
guided bbox generation, provide complementary benefits.
The masks effectively highlight regions of interest, helping
the model focus on relevant instrument-tissue interactions
while suppressing background noise.

5.2. Effective Fusion Strategies

The gated cross-attention mechanism emerged as the
most effective approach for fusing RGB and segmentation
features. The cross-attention mechanism enables each RGB
feature to dynamically attend to relevant mask features, cre-
ating a flexible and context-aware fusion process.

The introduction of the learnable gating parameter
proved particularly important. It controls the influence of
modality features on RGB features, preventing feature cor-
ruption when mask predictions are unreliable. Therefore, it
adaptively balancing the contribution of each modality.

This analysis suggests that the success of our approach
stems from the synergistic combination of rich visual fea-
tures from the SAM [2 1] encoder, structured spatial infor-
mation from semantic masks, and an adaptive fusion mech-
anism that can optimally leverage both sources of informa-
tion.

5.3. Key Architectural Decisions

Our architectural choices were heavily influenced by
recent advances in vision models and multimodal fusion
strategies, though with several important adaptations for the
surgical domain.

The conventional wisdom of using frozen pre-trained
encoders such as Swin Transformer, DINOv2, ConvNext



Model Year | Backbone | Modality mAP; | mAPy | mAPr | mAPryr
Tripnet [32] 2020 | ResNet-18 | RGB & CAM | 89.9 59.9 37.4 24.4
Attention Triplet [33] | 2022 | ResNet-18 | RGB & CAM | §89.1 61.2 40.3 27.2
Rendezvous [38] 2023 | ResNet-18 | RGB & CAM | 89.3 62.0 40.0 29.4
SDSwin [45] 2023 | Swin RGB - - - 36.1
TERL [18] 2024 | Swin RGB & CAM | 915 71.3 54.0 39.0
ours (w/o TS) 2025 | Swin RGB & SEG 85.7 62.8 51.7 35.7
ours (w/ TS) 2025 | Swin RGB & SEG 85.6 63.9 54.0 36.4

Table 4. Performance comparison of models from recent years. “w/o TS” and “w/ TS” denote our method without and with temporal

smoothing (TS), respectively.
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Figure 10. T-SNE feature extracted based on SAM. It shows a
relatively uniform distribution without clear clustering.

proved challenging in our surgical context. While this ap-
proach has been successful in many recent works by only
training the fusion components, we found the domain gap
between general vision datasets and surgical scenes to be
too significant. This necessitated careful fine-tuning of
these backbones to adapt to the medical domain’s unique
characteristics.

Modern vision architectures often face an inherent trade-
off between capturing semantic information and preserving
local structural details. Our analysis reveals an interesting
dynamic between the RGB backbone and SAM features that
effectively balances this trade-off. As it is shown in Figure
10, SAM extracts generalizable features rather than overly
specialized ones. The overlap between different colors sug-
gests SAM captures shared visual patterns across different
surgical actions. The Swin Transformer backbone, operat-
ing on RGB inputs, demonstrates superior capability in ex-
tracting semantic information crucial for action recognition.
This is evidenced by its strong performance in distinguish-
ing different surgical actions when used alone. However,
like many semantic-focused architectures, it may not fully
capture fine-grained spatial relationships and boundary in-
formation.

An initial concern was that SAM’s class-agnostic na-
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ture might introduce confusion - the same instrument could
have different representations across frames. However, this
potential inconsistency is effectively managed through two
mechanisms:

* Hierarchical Information Processing: The RGB back-
bone maintains primary control over semantic under-
standing, while SAM features serve as refinement sig-
nals rather than primary classification cues.

» Attention-Based Feature Selection: Our gated cross-
attention mechanism allows the RGB features to selec-
tively query relevant structural information from SAM
features. This selective attention means that even if
SAM represents the same instrument differently across
frames, the RGB features can attend to the relevant as-
pects of these representations based on the current con-
text.

For example, when the RGB stream identifies a grasp-
ing action, it can attend to SAM’s boundary information to
refine its understanding of the instrument-tissue interaction,
regardless of SAM’s specific representation of the instru-
ment. This dynamic ensures that SAM’s variable represen-
tations enhance rather than confuse the model’s predictions.

Some sophisticated modules that have shown promise in
other domains, such as the Perceiver resampler, underper-
formed in our context. We hypothesize this is due to it in-
creased model complexity. The surgical domain’s inherent
structure possibly being better served by simpler, more di-
rect architectural choices.

5.4. Practical Applicability

Our system demonstrates significant practical value be-
yond its primary function of triplet detection through its
ability to perform weakly supervised segmentation. As
shown in Figure 11, the integration of SAM with CAM-
guided prompting enables the generation of meaningful seg-
mentation masks using only triplet-level supervision, par-
ticularly excelling in instrument segmentation. This suc-
cess can be attributed to the visual distinctiveness of surgi-
cal instruments and the strong correlation between instru-
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Original Image
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Figure 11. Overview of the generated mask.

ment locations and action labels, which leads to more pre-
cise CAM predictions. From a practical implementation
standpoint, this dual-use capability offers significant advan-
tages by providing both action recognition and spatial infor-
mation without requiring expensive pixel-level annotations,
making it particularly valuable for surgical workflow anal-
ysis and training applications.

5.5. Answers to Research Questions

Our investigation into multimodal surgical action triplet
recognition has yielded answers to our initial research ques-
tions.

Regarding our first question: How can video data be
best represented for surgical action triplet recognition?
Our research revealed that a combination of RGB features
and segmentation information provides the most effective
representation for surgical action triplet recognition. The
Segment Anything Model (SAM) [21] proved particularly
valuable, as its universal segmentation capabilities transfer
well to the medical domain. While we explored various
modalities including optical flow, the temporal sparsity of
surgical videos (1 FPS) limited the utility of motion-based
features.

For our second question: How can different data
modalities be effectively fused to enhance recognition
performance?, we discovered that fusion strategies with
RGB as the primary modality consistently outperform naive
fusion approaches. The gated cross-attention mechanism
emerged as the optimal solution, allowing the model to dy-
namically weight the contribution of different modalities.
This approach proved superior to alternatives such as simple
concatenation or self-attention across all modalities. The
gating mechanism played a crucial role, enabling the model
to selectively incorporate segmentation information while
maintaining the primacy of RGB features. Our experiments
demonstrated that removing this gating component led to
degraded performance, highlighting its importance in effec-
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tive multimodal fusion.

Answering our main research question: How can we
leverage multimodal information to improve the recog-
nition of surgical action triplets?, we found that success-
ful multimodal integration requires both careful selection of
complementary modalities and appropriate fusion architec-
ture design. Through extensive experimentation, we iden-
tified that combining RGB features with SAM-generated
segmentation masks provides the most effective represen-
tation for our task, while optical flow proved less benefi-
cial due to temporal constraints. Our work demonstrates
the value of leveraging pre-trained foundation models, as
the frozen SAM model effectively transfers its universal
segmentation capabilities to the surgical domain without
requiring domain-specific fine-tuning. This finding sug-
gests a promising direction for leveraging powerful mod-
ern models to enhance domain-specific tasks. For modal-
ity fusion, we found that a gated cross-attention mechanism
achieves optimal performance by allowing dynamic weight-
ing of modalities while maintaining RGB as the primary in-
formation source. This architecture enables the model to
selectively incorporate complementary segmentation infor-
mation while preventing potential degradation from less rel-
evant features. Looking forward, exploring higher frame
rates or incorporating additional modalities such as textual
information could provide new avenues for capturing tem-
poral dynamics and semantic relationships in surgical action
recognition.

6. Conclusion

This work investigated the challenge of surgical action
triplet recognition through the lens of multimodal learn-
ing. Our research demonstrates that effective combination
of RGB and segmentation information, enabled by the uni-
versal capabilities of SAM [21] and our proposed gated
cross-attention mechanism, can significantly improve triplet
recognition accuracy while providing additional segmenta-
tion capabilities.

The success of our approach provide several key find-
ings. First, the combination of SAM’s [21] robust feature
extraction and CAM-guided prompting provides effective
spatial understanding that reduce the domain gap typically
challenging medical applications. Second, our gated fusion
mechanism proves essential for selective information flow,
allowing the model to dynamically weight different modal-
ities’ contributions. Third, the system’s ability to generate
segmentation masks from triplet-level supervision demon-
strates the potential for reducing annotation requirements in
practical applications.

Future lines of work. However, our work also reveals
important limitations and areas for future research. The
ineffectiveness of optical flow features at low frame rates
suggests the need for better temporal modeling approaches.



The challenges faced with generic vision-language models
highlight the ongoing need for medical-domain-specific so-
lutions. A significant limitation we encountered is the in-
herent class imbalance in surgical action datasets, where
certain triplet combinations appear far more frequently than
others. This imbalance poses challenges for model training
and can lead to biased predictions favoring common actions
while struggling with rare but potentially critical surgical
events.

To address these limitations, future work could explore
several directions. The integration of temporal modeling
at higher frame rates could improve action understanding.
The development of medical-specific vision-language mod-
els could enhance semantic understanding. To tackle the
dataset imbalance, future research could investigate tech-
niques such as hierarchical classification approaches that
first identify the action category before fine-grained triplet
recognition, dynamic sampling strategies that prioritize rare
triplets during training, or contrastive learning methods that
help learn more discriminative features for rare classes.

In conclusion, our work provides practical insights for
developing deployable systems in clinical settings. The
dual-use nature of our approach, combined with its reduced
annotation requirements, offers a promising direction for
building more intelligent surgical assistance systems.
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7. Appendix
7.1. Unsuccessful Attempts and Learnings

Our research journey included several approaches that,
while promising in theory, failed to deliver expected results.
Analyzing these failures provides valuable insights for fu-
ture research directions.

7.1.1 Optical Flow Limitations

The attempt to incorporate optical flow as an additional
modality faced significant challenges. The primary limita-
tion stemmed from the dataset’s 1 FPS sampling rate. This
low temporal resolution resulted in large motion gaps be-
tween consecutive frames. It lead to the loss of subtle mo-
tion patterns crucial for action understanding. Therefore,
the unreliable flow estimations that failed to capture mean-
ingful motion information. The poor quality of optical flow
features ultimately contributed little to the model’s under-
standing of surgical actions

7.1.2 Failed Fusion Strategies

Several alternative fusion approaches were explored but
proved less effective. We first explored naive modality
concatenation, which involved concatenating all modality
features followed by self-attention. This approach showed
poor performance due to the confusion in prioritizing dif-
ferent modalities and the loss of RGB features’ primacy as
the main information source. The results reinforced the im-
portance of maintaining RGB as the primary modality with
other modalities serving supporting roles. Our experiments
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demonstrated the crucial role of the gating mechanism in
effective fusion. By employing a sigmoid gate before the
residual connection, the model learns to dynamically ad-
just the contribution of each modality at the feature level.
This selective mechanism allows the model to emphasize
relevant segmentation features when they provide comple-
mentary information (such as clear instrument boundaries)
while suppressing them when RGB features alone are suffi-
cient or when segmentation information might be mislead-
ing. The improvement in performance with gated fusion
suggests that different surgical actions benefit from varying
degrees of segmentation information, making this dynamic
weighting capability essential for optimal recognition.

7.1.3 Alternative Semantic Alignment Approaches

We explored using vision-language models for semantic
alignment of SAM [21] masks, which proved unsuccess-
ful. The approach attempted to match masked images with
predicted labels using vision-language models such as CLIP
[325] and BLIP [23]. However, the lack of medical domain
knowledge in CLIP/BLIP training data lead to poor perfor-
mance in distinguishing similar anatomical features. The
approach struggled particularly with target organ identifi-
cation, while different anatomical structures produced very
similar feature representations. Thus, the generic visual fea-
tures from vision-language models proved insufficient for
medical-specific distinctions
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Figure 12. Correct Recognition Result.In this surgical frame, the model correctly identified all ground truth labels (shown in green bars),
demonstrating accurate recognition of surgical workflow.
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Figure 13. Partial Match Recognition Result. The model captured some but not all ground truth labels (green bars = correct, red =
incorrect). This indicates partial understanding of the surgical phase.
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Figure 14. Complete Misclassification Recognition Result. Despite high confidence scores, the model failed to identify any ground truth
labels (all bars in red), suggesting a challenging frame.
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