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Abstract 

In recent years, artificial intelligence (AI) has continuously evolved and impacted various sectors, 

including healthcare. Understanding the implications of these changes on the identities of medical 

professionals has become significantly important. Consequently, this study aimed to enhance the 

existing literature concerning identity work and AI by demonstrating how interactions between 

doctors and AI contribute to the process of identity formation. To accomplish this objective, an 

inductive semi-structured qualitative study involving fourteen participants was conducted, and the 

data was analysed using a combination of Braun’s Thematic Analysis and the Gioia method.  The 

findings indicated that, likely due to the strong professional identities of the doctors, they perceived 

AI as a means of identity enhancement rather than as a source of identity threat. Furthermore, 

medical practitioners regarded AI as a tool or assistant rather than a colleague, and their receptive 

attitudes were evident in how they emphasised its advantages. Additionally, perceptions of AI have 

shifted over time; considering the continuous learning and development that doctors experience 

throughout their careers, the integration of AI has been shown to perpetuate an ongoing process of 

identity work and adaptation, potentially leading to changes in their professional identities. This 

study has also revealed important practical implications concerning the implementation of AI, the 

degree of its integration, and the factors necessary for determining how to incorporate AI within a 

hospital, ensuring a balance between technological advancements and the positive expression of 

professionals' identities.  

Keywords: artificial intelligence, professional identity, identity work, medical professionals, 

identity threat, identity enhancement.  
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1. Introduction  

Technology has undergone rapid advancements in recent years, particularly regarding Artificial 

Intelligence (AI) technologies, including deep learning, machine learning (ML), neural networks, 

and natural language processing, which have played an important role across various professional 

fields (Kasula, 2023). AI can be viewed as an ‘agent’ that operates on behalf of a person and 

analyses behaviours, distinct types of data, and communication history to achieve the desired 

outcome (Hancock et al., 2020). AI has also been recognised as a significant element across various 

industry sectors, with the healthcare sector being one of the early adopters (Nasr et al., 2021; 

Howard, 2019; Tursunbayeva & Renkema, 2022; He et al., 2019). Numerous AI applications have 

already been identified as beneficial; for instance, machine learning has been extensively utilised 

in precision medicine, neural networks assist in predicting whether a patient will develop a 

particular disease, and deep learning has significantly advanced radiology, facilitating the better 

detection of potentially cancerous cells (Davenport & Kalakota, 2019). Therefore, the healthcare 

sector and doctors have been profoundly influenced by AI innovation and are likely to be even 

more affected by future developments in AI (Tursunbayeva & Renkema, 2022; Selenko et al., 

2022; Reddy et al., 2019).  

Indeed, as AI applications expand in the medical field, doctors must adapt to AI as part of their 

routine and begin utilising it. Although the extent of AI’s prevalence and the necessity for its 

integration varies among different medical specialties (Davenport & Kalakota, 2019), this can be 

a sensitive issue for professionals in the healthcare sector, as they may face challenges when 

working with AI. Doctors hold a wide range of perspectives regarding AI implementation. While 

the majority can highlight the advantages and view AI integration as beneficial for both doctors 

and patients, others have expressed concerns about it potentially replacing clinical decision-

making and diminishing doctors’ accountability for diagnoses (Sarwar et al., 2019), ultimately 

affecting the core of their professional identity (Selenko et al., 2022).   

Identity can be described as a collection of meanings that individuals associate with themselves, 

encompassing how they perceive themselves through their relationships, personal qualities, 

affiliations with groups, and the values they uphold (Petriglieri et al., 2011). Similarly, professional 

identity embodies the connection between an individual's performance and their relationship to 

their work, considering personal and professional values (Chen & Reay, 2020; Pratt et al., 2006; 
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Brown, 2017). The pillars of individual identities are values; these not only highlight an 

individual's thinking processes, actions, attitudes, and emotions but also constitute a central 

element for professionals in the workplace (Carminati & Gao Heliot, 2022). In particular, doctors' 

professional identity is rooted in robust and strong values, which are also linked to the Hippocratic 

Oath and their commitment (Jephson et al., 2024). Due to their influence on work practices, 

disruptive technologies, such as AI, can affect some core aspects of the medical profession and, 

consequently, their work, including their professional identities (Zaman et al., 2021). Identity 

threat is ‘an experience appraised as indicating potential harm to the value, meanings, or enactment 

of an identity’ (Petriglieri, 2011, p. 644). In professional contexts, a discrepancy between 

professional values and workplace values can result in identity threats, which may be perceived as 

detrimental to doctors (Brown, 2017; Petriglieri, 2011). While identity threat could pose a problem 

for medical professionals, this depends not only on how they engage with AI technology but also 

on how it is integrated into their daily tasks, as various factors can influence this dynamic (Selenko 

et al., 2022; Petriglieri et al., 2011). Nevertheless, considering AI's advantages, doctors do not 

necessarily need to consider it a threat when working with it (Huang et al., 2019). Indeed, AI may 

also be regarded as an enhancement to their identity. Focusing on professional identity, especially 

in the medical field, is important as it shapes how individuals perceive themselves as professionals, 

interact with others, and evaluate their success in the workplace (Cruess et al., 2014).  

Researchers have increasingly focused on how AI could be integrated into doctors' lives, drawing 

particular attention to specialties such as radiology (Chen et al., 2021; Akudjedu et al., 2023), 

surgery (Hashimoto et al., 2018), clinical neuroscience (Loh, 2018), and anaesthesiology (Pham, 

2023). However, completely replacing doctors with AI may be challenging due to the current 

limitations of this technology (Reddy et al., 2018; Shuaib et al., 2020). This is because, despite 

advancements, a blend of technology and healthcare professionals is central to diagnosis and 

treatment applications (Davenport & Kalakota, 2019). Although several studies have analysed the 

connection between AI and healthcare professionals (such as the implementation process, the 

complexity of tasks taken over by AI, and how well AI is integrated into existing processes) 

(Davenport & Kalakota, 2019), it remains unclear how these doctors perceive AI's influence on 

their professional identity in the workplace (Selenko et al., 2022). Indeed, besides posing a threat, 

AI could provide doctors with essential information about patients while assisting them in 

developing better, personalised treatment plans (Le Nguyen & Do, 2019; Buck et al., 2022), thus 
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enhancing their professional identity. This technology could also support them in improving 

patient outcomes by leveraging the insights it generates while augmenting the speed of decision-

making and the doctors' expertise (Edison, 2023).  

Therefore, this research aims to analyse AI's role for doctors and how they respond to it (i.e., by 

experiencing identity threat and/or enhancement) in the context of these technological 

developments. The research question (RQ) that this thesis focuses on answering is as follows:  

RQ: How do healthcare professionals perceive the influence of AI implementations on their 

professional identity?  

This thesis contributes to the existing literature on AI and identity in two ways. Firstly, it aims to 

highlight how AI can influence doctors' professional identities, either positively or negatively, by 

examining their responses to it and perceiving it as either a threat to their identity or a means of 

enhancement. This builds on the previous research by Selenko et al. (2022) and Petriglieri (2011).  

Additionally, this research considers the potential effects on their professional identities and values 

by analysing how these doctors engage in identity work to adapt more effectively to the 

implementation and integration of AI. Consequently, it explores both the advantages and 

disadvantages of AI from the perspective of medical professionals, contributing to a deeper 

understanding of how future advancements in AI may impact the profession and their professional 

identity. 

The research also has significant consequences for practice. Firstly, as interest in health and its 

improvement has recently risen (Best et al., 2012; Kyratsis et al., 2017), individuals must 

understand how to adapt to AI accordingly. HR managers in the healthcare sector can also find 

this research helpful, as it helps them grasp how employees perceive working with AI, how it could 

affect their performance, and how they can better support doctors during this transition.  Secondly, 

this paper could assist professionals in making informed judgments about the role of AI in daily 

activities while properly considering its downsides and benefits. Finally, the study can be helpful 

for AI developers to understand how their technologies influence end users and for hospital 

managers to consider implementing policies and guidelines for working with AI.  

After presenting an overview of relevant literature on AI, medicine, and professional identity, the 

methodology section describes the data collection and analysis techniques. The results section 
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follows, and the discussion section examines the findings. The theoretical and practical 

implications, along with the limitations and directions for future research, precede the conclusion 

of this academic paper.  

2. Theoretical Background  

2.1. AI & Healthcare  

AI has been playing an increasing role in all aspects of human life, and the work environment is 

no exception. Over the years, many definitions of AI have been proposed. However, as complex 

as this is, it has been proven difficult for scientists to agree on a common one, as what has helped 

with the continuous developments of AI is the uncertainty and disagreements regarding a precise 

definition (Agre, 2014). However, AI could be defined as ‘an industry of computer science related 

to the automation of intelligent behaviors, and it must be based on applying theoretical principles 

as well as the operation of applicable models’ (Le Nguyen & Do, 2019, p. 1). It can also be defined 

as ‘a collection of interrelated technologies used to solve problems that otherwise require human 

cognition’ (Walsh et al., 2019, p. 2) or as ‘a system’s ability to interpret external data correctly, to 

learn from such data, and to use those learnings to achieve specific goals and tasks through flexible 

adaptation’ (Kaplan & Haenlein, 2019, p. 17). These three definitions intertwine to describe AI; 

however, the cognitive component is often overlooked. This element may assist professionals in 

shifting their focus from cognitive skills to the soft skills they can develop as a positive result of 

working with AI (Huang et al., 2019). 

AI is increasingly involved in various aspects of human life, often without people being 

consciously aware of it (Helm et al., 2020; Lu et al., 2018). It encompasses a range of technologies, 

including Natural Language Generation, Speech Recognition, Virtual Reality, Decision 

Management, Deep Learning and Neural Networks, Robotic Process Automation, Text Analytics, 

and Natural Language Processing (Lu et al., 2018). Among the many fields where AI has made a 

positive impact (e.g., finance, HRM), one that has greatly benefited from advancements in this 

technology is the healthcare sector (Nasr et al., 2021; Howard, 2019; Tursunbayeva & Renkema, 

2022; He et al., 2019). AI has been increasingly implemented in healthcare, as it has proven helpful 

in various aspects, including treatment identification, clinical decision-making, healthcare 

interventions, diagnostic error reduction, and enhancing the care process (Helm et al., 2020; 
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Schwalbe & Wahl, 2020). For instance, clinical decision support systems are ‘computer programs 

that draw upon clinical data and knowledge to support decisions made by healthcare professionals’ 

(Reddy et al., 2018, p. 23). AI is integrated into these programs and has aided in predicting the 

onset of septic shock and making treatment decisions (Anakal & Sandhya, 2017). Furthermore, 

regarding medical applications, AI can assist with patient monitoring, including implementing 

electronic healthcare records and their benefits (Reddy et al., 2018). AI software may also be 

utilised in intensive care units, for imaging and radiology applications, and to assist doctors during 

specific interventions (Ramesh et al., 2004; Hosny et al., 2018). Moreover, neural networks have 

become increasingly important in the healthcare system for predicting outcomes, and their 

application has been examined in this domain for several decades (Davenport & Kalakota, 2019). 

Neural networks play a crucial role in this, as recent research indicates they may predict diagnoses 

more accurately than actual doctors (Reddy et al., 2018).  

The applications of AI are not limited to the aspects mentioned above. They also extend to how 

this technology could assist with more administrative tasks, such as filling patients' charts and 

scheduling appointments (Tursunbayeva & Renkema, 2022). Furthermore, AI and ML can be 

utilised for prioritising patients, reducing waiting times, and handling routine or repetitive tasks, 

which could be helpful for those working in the medical field by allowing doctors to save time and 

focus more on the actual care process (Reddy et al., 2018; Meskó & Gorog, 2020). Past research 

has shown that AI already outperforms individuals in some respects due to its speed and processing 

capabilities (Selenko et al., 2022; Brynjolfsson et al., 2018), and it could even replace humans in 

certain fields of activity (Parker & Grote, 2022). Moreover, implementing AI and the Internet of 

Things has proven useful in creating devices that collect data for customising healthcare products 

(Mariani et al., 2023). Overall, AI has simplified medical practices, ultimately aiding the medical 

profession. 

As primary actors in the medical profession, doctors prioritise the interests of others over their 

own, respond to societal needs, comply with moral and ethical standards, navigate high levels of 

complexity, and are accountable for their decisions while adhering, as much as possible, to their 

moral values (Swick, 2000). AI has infiltrated the medical field in recent years in numerous ways, 

and although this can be seen as a privilege for automating certain processes, there exists a fine 

line between what doctors find helpful and what may be perceived as intrusive (Derevianko et al., 
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2023). Indeed, integrating AI in medicine may also present drawbacks, including potential medical 

errors, challenges in understanding decision-making processes, funding issues, and resistance from 

healthcare professionals regarding AI adoption (Reddy et al., 2018). A medical specialty that leads 

in AI application is radiology (Stewart et al., 2020; Brandes et al., 2020; Gong et al., 2019; Chan 

& Siegel, 2019), particularly in advanced medical imaging such as CT and MRI (Stewart et al., 

2020). Furthermore, studies indicate that AI is also utilised in ophthalmology, cardiology, 

dermatology, clinical neuroscience (Loh, 2018), as well as in surgery (Hashimoto et al., 2018) and 

anesthesiology (Pham, 2023), where its accuracy has demonstrated benefits in aiding clinicians to 

diagnose certain diseases better. According to Perez et al. (2024), there has been an increased 

application of AI in radiology in recent years, highlighting that by entrusting specific repetitive 

and tedious tasks to AI, radiologists can concentrate on more complex issues.   

Therefore, integrating healthcare professionals' expertise with AI's capabilities is fundamentally 

important (Reddy et al., 2018), as doctors may view this either as a threat or an enhancement to 

their professional identity, depending on the identity work they may need to undertake.  

2.2. Professional identity and identity work  

Defining identity and more specifically professional identity has proven to be a challenging task 

in recent years, as it is a concept that cannot be ‘easily put in a box’ as it has more sides than just 

proving to be a competent person or adopting specific values and traits (Wiles, 2013, p. 857). 

According to Petriglieri et al. (2018, p. 126), identities are “meanings associated with the self by 

virtue of personal attributes, relationships, and group memberships. " In the past, an individual was 

considered a professional based on their certifications; however, today, it is more about how people 

perform their jobs and apply their knowledge and skills (Caza & Creary, 2016). Furthermore, 

identities are now viewed as fluid concepts that develop over time, rather than as singular 

milestones that individuals should or could achieve. They have also been recognised as decisive 

factors influencing the acceptance or rejection of processes or changes (Brown, 2017).  

Professional identity is a crucial aspect of a person's life, as it represents the connection between 

their work and how they relate to it (Chen & Reay, 2020; Pratt et al., 2006; Brown, 2017). It can 

be seen as a form of group identification, as individuals may develop a shared identity based on 

the work culture and environment. However, it can also be regarded as individualistic, as people 

cultivate their identities based on various factors (Wiles, 2013). One of these factors is represented 
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by the values held by a professional, which are the main constituents not only of their identity but 

also of their behavior (Schwartz, 2016). Individuals’ emotions, values, and identities significantly 

drive their behavior (Brown, 2017). To better understand why individuals act in specific ways and 

how their identities are influenced- especially in response to changes in the work environment- the 

role of their values should be considered (Carminati & Heliot, 2023). 

Furthermore, when considering various aspects that could influence professional identity, it is also 

important to consider identity work, defined as ‘people’s engagement in forming, repairing, 

maintaining, strengthening, or revising their identities’ (Ibarra & Obodaru, 2016, p. 56). One of 

the main factors contributing to identity work is identity threat (Petriglieri, 2011). Indeed, as AI is 

a powerful force for change, it becomes essential to explore how individuals perceive and respond 

to it –either as an identity enhancement or an identity threat (Selenko et al., 2022). This identity 

work may manifest as a process where individuals first attempt to make sense of what is happening 

and then seek to embrace the newly formed identity (Kyratsis et al., 2017). According to Selenko 

et al. (2022), implementing AI can increase the risk of identity threat if it leads to changes or 

eliminations of aspects related to work that people see as important. Conversely, AI-based changes 

can also result in positive identity transformations if these developments help individuals become 

closer to their ideal selves at work or facilitate improved job-related personal adjustments. Thus, 

it is imperative to understand the role of identity work and identity values, as they help explain 

certain behaviors and attitudes of employees, especially in changing environments or when 

individuals perceive discrepancies in their identity (Brown, 2017).  

According to Bayerl et al. (2018), professionals are bound not only by the rules they must follow 

but also by their moral values and standards. When confronted with changes, such as new 

workplace practices that do not align with their professional or work identities, individuals may 

resist this change rather than embrace it (Chen & Reay, 2020). It is challenging to provide an exact 

definition of professional identity. However, it represents ‘an important cognitive mechanism that 

affects workers’ attitudes, emotions, and behavior in work settings and beyond’ (Caza & Creary, 

2016, p. 4). Building on this idea, work identity focuses more on how a person perceives 

themselves in relation to their job (Petriglieri et al., 2018), while professional identity pertains to 

the sense of self that a person develops regarding their professional career (Caza & Creary, 2016).  

However, although the challenges that doctors might face when dealing with identity threat may 
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seem mainly negative, Carminati & Heliot (2023) argue that learning, self-improvement, 

knowledge development, and maturation can all be positive consequences of clashing identity 

values.  

People’s motivation to perform well in their jobs is closely linked to their professional identity. 

For example, if a person views their job or environment negatively, their job satisfaction may be 

lower than that of someone who feels they can thrive in that setting (Vogel& Feldman, 2009; 

Bayerl et al., 2018). Therefore, how doctors perceive the potential impact of AI on their work 

identity, along with whether they see it as a threat or a positive aspect, needs further analysis. 

Moreover, in recent years, due to the rapid advancement of AI, society has shifted from a ‘Thinking 

Economy’ to a ‘Feeling Economy,’ and these developments could help professionals refocus from 

cognitive skills to the soft skills that can be nurtured through interaction with AI (Huang et al., 

2019). This topic has received significant attention recently, as several universities now offer 

special classes for doctors to enhance their specific soft skills that complement the abilities of AI 

(Paranjape et al., 2019). AI’s rising prominence in task and process automation has also 

highlighted for researchers the importance of the emotional aspects of jobs, which are closely 

related to the soft skills specialists require (Huang et al., 2019).  

2.3. Identity threat and identity enhancement 

AI has been considered a threat in the last couple of years for many fields of activity, as it was 

perceived as taking people's jobs or replacing the human touch in some areas (Kaloudi & Li, 2020; 

Nowak et al., 2018). However, for the medical field, it can be considered more as a positive aspect 

rather than a negative one, as its benefits have been widely discussed over the years (Helm et al., 

2020; Lu et al., 2018; Tursunbayeva & Renkema, 2022; Reddy et al., 2018). Therefore, it is 

necessary to examine if doctors perceive both the positive and the negative aspects of AI so that 

both identity threat and identity enhancement are considered.  

According to Petriglieri (2011, p. 644), identity threat is ‘an experience appraised as indicating 

potential harm to the value, meanings, or enactment of an identity’. Three main components of 

identity threat can be identified: (1) threat appraisal, when individuals evaluate the impact certain 

factors could have on their identity, (2) the anticipation of identity harm, when the person tries to 

understand if the danger is immediate, and (3) temporary or long term and coping responses to 

identity threat when the individual might try to either change the importance of the identity threat 
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or the meanings associated with it, which it the end could lead to an identity exit, which means to 

stop engaging with a role (Petriglieri, 2011). The degree to which a person is more inclined to 

make these changes is also in close connection with the malleability of their identity, which, 

according to Petriglieri (2011), can take four different forms: 1. changing the level of importance 

of an identity for the individual; 2. adapting the meaning associated with the change; 3. abandoning 

an identity and the characteristics associated with it; 4. embracing and acquiring a new identity. 

Therefore, doctors may consciously or unconsciously experience some of the abovementioned 

stages when working with AI.  

In this study, the model developed by Jennifer Petriglieri is adopted due to the thought-provoking 

aspects presented in the theory, which merit further exploration. First, this theoretical model is 

relatively recent; therefore, empirical research is needed to examine its application in real-life 

situations. Furthermore, it is a cognitive deterministic model that does not account for the 

emotional component. However, since identity is defined as comprising emotional, cognitive, and 

relational components (Carminati & Heliot, 2023), including affective elements is important. It 

has been discovered that emotions can generate identity work and enhance the understanding of 

potential identity conflicts, which aids in comprehending possible identity changes (Carminati & 

Heliot, 2023; Cascon-Pereira et al., 2016).  According to Cascon-Pereira and Hallier (2012), 

emotions play a central role in both creating and adjusting identities and appear to be more than 

just an outcome. 

There is a constant fear among professionals of being replaced by AI. However, in the medical 

field, a complete replacement of doctors seems highly unlikely (Davenport & Kalakota, 2019), as 

it is more probable that their work will be augmented by AI instead of being entirely replaced 

(Tursunbayeva & Renkema, 2022). Currently, AI can not wholly replace doctors, as human 

expertise is crucial in preventing mistakes and communicating with patients (Masters, 2019). This 

has been particularly evident in jobs such as radiologist or pathologist, but even in these fields, 

automation will not reach 100% (Davenport & Kalakota, 2019). However, a study by Brandes et 

al. (2020) on medical students from Brazil revealed that students are less inclined to choose 

radiology as a specialty after graduating due to the fear that AI might take over. Conversely, 

research conducted on Canadian medical students indicated that they would prefer radiology as a 

specialty because of its integration with AI (Gong et al., 2019). Given the numerous applications 
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of AI in the medical field today, some people consider it dangerous if doctors do not leverage the 

advantages of this technology, as they might overlook important aspects related to diagnosis 

(Tursunbayeva & Renkema, 2022). 

Still, doctors may feel threatened by the implementation of AI regarding both their professional 

capabilities and recognition (Jussupow et al., 2022). Time exposure plays a key role in identifying 

situations that can be perceived as identity threats; the more time a person spends exposed to a 

certain experience, the more they view it as a threat to their identity (Petriglieri, 2011). How 

individuals respond to identity threats is significant. According to the literature, the first response 

to an identity threat is often to address its root cause (Petriglieri, 2011). However, it is impossible 

to do so in this case, as doctors cannot entirely control the decision to implement AI technology in 

the medical field. They may also choose to target those who made the decisions that led to the 

identity threat, but this does not guarantee that the issue will be resolved. Responses can also be 

positive, which is closely correlated to doctors' involvement in the change process and their 

willingness to adapt to a changing environment (Chen & Reay, 2020).  

Working with AI does not always have negative effects, as people using it can have diverse 

experiences. Instead of feeling a threat to their identity, they might experience an enhancement of 

their identity under such circumstances (Ramarajan et al., 2017).  How an individual perceives AI 

as an essential component of themselves and their commitment to working with and integrating 

AI to accomplish tasks at work is closely connected to how they relate to AI, whether positively 

or negatively (Mirbabaie et al., 2021). Defining identity enhancement has proven challenging, as 

the concept is broad and complex to delineate (Savulescu, 2020). Identity enhancement is an 

experience that individuals perceive as supportive and synergistic to their various identities, arising 

from both internal and external factors (Ramarajan et al., 2017). Previous studies focusing on the 

positive effects of AI on professional identity indicate that professionals view this technology as a 

turning point in identity formation and adaptation, with its significance closely tied to their level 

of understanding of this technology (Strich et al., 2021). It is necessary to investigate how doctors 

who work with AI perceive this influence and to understand whether identity enhancement due to 

AI usage is present in the medical field. A study by Perez et al. (2024) illustrates that radiologists 

who work with AI must adapt their work identities when using AI while also highlighting that 
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these individuals experience both positive and negative feelings when integrating it into their 

practices.  

Overall, individuals can either choose to restructure their identities, which involves engaging in 

identity work, or maintain their current identities despite the changes occurring, attempting to 

minimise and even ignore the change (Petriglieri, 2011; Chen & Reay, 2020). Since there are no 

strict rules regarding how a person may react to such changes, it is also important to consider 

individual perspectives. This is why understanding how specific values, beliefs, and attitudes may 

influence doctors’ reactions to working with AI needs to be explored. This study thus aims to shed 

more light on this topic. It will highlight whether the medical staff perceives AI as a threat or as 

an enhancement while also seeking to understand how their professional identity is changing.  

3. Methodology  

3.1 Research design 

In the past years, AI has played an increasing role in the healthcare field (He et al., 2019), and 

therefore, there is a need to investigate how doctors perceive this development that could represent 

a threat or an enhancement of their work and professional identities. For this reason, a qualitative 

inductive research study was conducted. According to Aspers and Corte (2018, p.155), qualitative 

research is ‘an iterative process in which improved understanding for the scientific community is 

achieved by making new significant distinctions resulting from getting closer to the phenomenon 

studied’.  This type of study was chosen because qualitative research allows the possibility of 

developing new theories and a better understanding of the participants' experiences without the 

limitations that a quantitative study imposes (Tracy, 2019). By doing a qualitative study, the 

researcher is more prone to ‘engage in a progressive extension of existing knowledge as a way of 

discovering new knowledge’ (Gioia et al., 2013, p. 15), which represents a key aspect because this 

research aims to explore the connection between AI and identity threat in the medical field, while 

also aiming to understand the experiences of these professionals and the meaning behind them 

(Fossey et al., 2002; Grossoehme, 2014). Considering that a relatively small number of participants 

has been studied for this research, a qualitative study has been alleged proper to ‘preserve the 

individuality of each of these analyses’ (Bickman & Rog, 2009, p. 221).  
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3.2. Data collection and sample characteristics 

The purposive sampling method was chosen to investigate the relationship between AI and 

professional identity (identity threat and/or identity enhancement). When using a non-probability 

sampling method ‘the units are deliberately selected to reflect particular features of groups within 

the sampled population’ (Ritchie et al., 2003, p. 80). Therefore, the population characteristics were 

used to choose participants for this research, which are appropriate for small-scale studies (Ritchie 

et al., 2003; Saunders et al., 2009). The researcher got familiarised with AI applications in 

medicine and tried to gather more information about other applications during the interviews.  

The participants were contacted through LinkedIn and the researcher’s network and asked if they 

could refer other people who could also be interested in being involved in this study. During the 

contacting phase, and when the interviews were conducted, the researcher asked if the doctors 

work with AI and how aware they are of this aspect.  The doctors that were interviewed were from 

certain medical specialties that have been proven, based on the literature and the doctors’ 

experience, to use AI the most when performing their professions, such as radiology, surgical 

specialties (pediatric and orthopedic surgery, otolaryngology, general and oncologic surgery), 

emergency medicine, anesthesiology and intensive care, neonatology and (Davenport & Kalakota, 

2019; Chen et al., 2020; Pham, 2023). However, the research was also open for doctors following 

other specialties as long as participants confirmed that they use AI. The snowball sampling method 

was also used, where participants were asked if they might have colleagues from those specialties 

working with AI and if they would be interested in participating in the study. Most participants 

said their willingness to participate was also closely related to their interest in this topic.  

A total of eighteen interviews were conducted, but only fourteen of them have been included in 

this research. This choice was made because even though the participants were asked if they 

worked with AI during the reaching-out phase and at the beginning of the interviews, the level of 

AI use did not prove to be sufficient during the interviews. The interviewees were chosen based 

on their particular features, facilitating the exploration and understanding of complex aspects 

(Ritchie et al., 2003). According to Hennink and Kaiser (2022), a sample size of sixteen 

participants should be sufficient to reach saturation, as research showed that between nine and 

seventeen interviews could be enough. Moreover, considering that a qualitative study usually 

requires between five and thirty interviews to be considered relevant (Saunders et al., 2009), a total 
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number of fourteen interviews was deemed appropriate as saturation had been reached. Based on 

the information gathered during the interviews, the researcher also checked for repetitive 

information; therefore, checking if data saturation was attained, a decision was made to stop the 

interviews. A survey was sent to the participants before the interviews, where they could fill in 

their demographic data to focus only on the central questions for this study during the interviews.  

Table 1   

Overview of Participants  

No. Medical Specialty Years of experience Gender Age 

 

Doc 1 Radiology 2 M 26 

Doc2 Radiology 33 F 58 

Doc 3 Otolaryngology- Head and Neck 

Surgery  

20 F 48 

Doc 4 Neonatology 20 F 49 

Doc 5 Emergency Medicine 2 M 26 

Doc 6 Anesthesiology and Intensive 

Care  

4 F 28 

Doc 7 Anesthesiology and Intensive 

Care 

26 F 51 

Doc 8 Anesthesiology and Intensive 

Care 

27 M 28 

Doc 9 Anesthesiology and Intensive 

Care 

2 M 26 

Doc 10 Infectious Diseases 6 F 31 

Doc 11 Pediatric and Orthopedic Surgery  27 M 53 

Doc 12 Radiology 2 F 26 

Doc 13 Pediatric Orthopedics 1 F 25 

Doc 14 General and Oncologic Surgery  19 M 44 

3.3. Research instrument 

Semi-structured interviews were conducted for this research due to their high degree of flexibility 

for the participants and since the researcher used open-ended questions (Ruslin et al., 2022). This 
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aspect was important because the interviewer wanted to gather specific data about the use of AI in 

the medical field while also offering the participants a certain degree of freedom to add more 

information that they might consider relevant. Moreover, according to Kallio et al. (2016), semi-

structured interviews are one of the most used research methods in qualitative studies, especially 

in healthcare. The interviews generally lasted between 25 and 45 minutes and were held in English 

or Romanian, based on the participants' preferences. The interviewed participants lived in various 

countries, including Romania, the United Kingdom, Ireland, France, and Austria. The researcher 

is indeed proficient in both languages. The interviews were audio recorded and transcribed using 

the Amber Script software and each transcription was reviewed by the researcher. Ethical approval 

for this study was received from the BMS Ethics Committee from the University of Twente: 

240893. 

In order to maintain the privacy of the participants while also allowing for easy identification, all 

personal information and identification data were concealed, and the terms Speaker 1 were used 

instead. The interview was composed of questions based on the literature on AI, professional 

identity, and the medical field. At the beginning of the interviews and during the contact phase, 

the researcher explained again what AI means in this study to ensure that both participants shared 

a similar understanding of this concept. A pilot test of the interview guide was conducted, as this 

is important in order to identify possible changes and adjustments that need to be made to the 

interview protocol (Kallio et al., 2016). The interview protocol can be found in Appendix B.  

3.4. Data analysis  

Thematic analysis (Braun & Clarke, 2006) was used to analyse the data and the data structure 

suggested by Gioia et al. (2013). Even though thematic analysis offers the researcher a certain 

degree of flexibility, which might lead to the researcher being able to collect detailed and complex 

data, this data analysis method has six steps that must be followed (Braun & Clarke, 2006). First, 

to become more familiar with the data, the interviews were transcribed and read again. Furthermore, 

the first-order concepts were generated (Gioia et al., 2013) based on the initial codes, followed by 

trying to keep the wording as close as possible to the one used by the participants during the 

interviews. Following this step, the second-order themes were generated, composed of first-order 

concepts grouped based on corresponding themes (Gioia et al., 2013), which were elaborated and 

maintained as similar as possible to the participants’ quotes. The second-order concepts were then 
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reviewed and renamed in the next stage and clustered together in aggregated dimensions, 

facilitating the display of the findings in a more structured form (Gioia et al., 2013). In order to 

interpret the data, rigorous attention was placed on the quotes gathered during the interviews, and 

the most relevant ones can be found in the results section. The concepts discussed in the theoretical 

framework part played an important role when generating the first and second-order themes.   

4. Results 

This research explored how healthcare professionals, such as doctors, perceive the influence of AI 

implementations on their professional identity and practice. This section presents the findings 

obtained from the interviews, elaborating on the first-order codes and second-order themes 

according to the Gioia method. The data structure developed using this method is illustrated in 

Figure 1, and additional quotes supporting the first-order codes can be found in Appendix C.  
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Figure 1:  Data Structure  
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4.1 Doctors’ AI-induced identity work   

After analysing the data collected through the interviews about doctors’ perceptions of working 

with AI, five main themes were identified: ‘Importance of Medical Identity,’ ‘Perception of AI,’ 

‘(Lack of) Identity Threat’, ‘Identity Enhancement,’ ‘Continuous Learning and Growth’  and 

‘ Contextual Boundary Conditions.’  

4.1.1. Importance of medical identity  

From our participants’ words, it was clear that their medical identity was very salient and important 

for all of them, and they saw “becoming a doctor” as a vocation. Many doctors highlighted that ‘I 

could not see myself doing something else ‘ (Doc 1, Doc 5, Doc 7, Doc 8, Doc 9, Doc 11, Doc 13, 

Doc 14) and that ‘a person needs to be willing to make certain sacrifices when deciding to become 

a doctor’ (Doc 6, Doc 8, Doc 9). Furthermore, when asked what motivated them to become doctors, 

the interviewees underlined that: 

It was something that I had always wanted to do; ever since I was little, I knew I wanted to become 

a doctor. Therefore, when the time came and I had to choose a career path, I decided to pursue 

my dream. (Doc 12) 

I believe this profession is a good fit for me from all points of view. It is a noble profession, a 

necessary one that underpins a healthy society. So, in other words, it is a necessity. (Doc 1)  

Additionally, throughout the interviews, the participants shared what they believed to be some key 

characteristics and qualities of being a doctor.  

I believe that dedication to this job should come first. It is very important not to settle for 

mediocrity, be serious, and always be willing to learn. You must understand that everything you 

do has consequences for your patients. (Doc 1)  

You need to be fair to both you and your patients. I mean, there are times when you need to be 

able to recognise your limitations and ask for help when you feel overwhelmed by a situation 

because any mistake you make can be fatal to the patient. It is important not to put your pride or 

desire to assert yourself ahead of the patient's needs. The desire to always want to be better, to 

know more things, and to be more in control of what you know are also important. You need to be 

determined, and I mean to be determined in everything you do, because it is a pretty difficult 

environment to endure. (Doc 8) 
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Even though several characteristics overlapped for various doctors- such as the importance of 

being fair and respectful toward patients- one trait mentioned unanimously was empathy: the 

importance of imagining what it would be like if the tables were turned. Hence, being empathic 

was crucial in their relationships with their patients and colleagues. Therefore, empathy and 

socio-emotional relationships were key components that define medical identity, as mentioned 

by these doctors:  

Being empathetic is a fundamental attribute for a doctor; it is one of the core characteristics of 

our profession, and I would say it is what drives us to want to save our patients. Of course, it is 

important to be an intelligent person, but I believe that without empathy and perseverance, you 

cannot succeed in this profession. (Doc 5) 

A doctor is always a combination of three things: the knowledge you have, how you can put the 

things you know into practice, and how you can build connections with people (the patients and 

your colleagues). (Doc 11) 

The quotes above summarise what doctors perceive as essential characteristics that underline their 

professional identity. They highlight the importance of various aspects that contribute to what 

defines them both as doctors and as professionals, showcasing a strong medical identity.    

4.1.2. Perception of AI   

The participants were asked what AI meant to them, and the majority expressed that they see it as 

a technological advancement that is increasingly growing across many fields of activity: 

I would say that AI acts as a valuable tool in the decision-making process, assisting you in reaching 

certain conclusions, providing recommendations, and double-checking your work. It has been 

increasingly utilized in radiology lately, and in one word, I would say that it represents the future 

to me. (Doc 2) 

During the interviews, an overall positive and open attitude towards AI was observed in all 

participants, regardless of their medical specialty. Many of the doctors that were interviewed 

declared that being open-minded and willing to integrate AI into their practices represented 

fundamental aspects, especially nowadays: 
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I would say that I have always had a positive attitude towards working with AI […]. Using AI also 

helps with efficiency, as we ask ourselves questions like: ‘Are we efficient enough? Can some 

things be improved? Can we save more lives? ‘And since these questions constantly pop up in our 

minds, it helps us realise how important it is to be open-minded and have a certain flexibility when 

using AI because, in the end, you recognise how much AI helps you throughout the medical process. 

(Doc 4) 

Participants noted that they attempted to grasp AI's potential by ensuring that they comprehended 

the concept of AI and its impact on their work. The doctors recognised AI's potential in their field 

and perceived it as an artificial superior brain. 

 I perceive AI as a superior brain in terms of the connections that it can make. For example, 

looking at the theoretical aspect, if you want to access a specific piece of information automatically, 

this ‘artificial brain (AI)’ can offer you much more complex and complete information. Also, most 

of the time, it considers multiple points of view. What I mean is that I believe it to be like a brain 

that incorporates multiple brains, which we as humans do not possess. This makes it superior; it 

is mainly related to the amount of information it can store and the connections it makes. So, for 

me, it represents a superior entity. (Doc 10) 

Though doctors acknowledged the benefits of AI after working with it, some participants also 

highlighted a few limitations they perceived because ‘the more you work with a system, the more 

you understand possible flaws that it might have’ (Doc 2). Therefore, participants noted the 

impossibility of being replaced entirely by AI, as they believe that in the foreseeable future, AI 

would still need human input to achieve the best results and highest level of functionality and 

accuracy: 

You could use AI in a specific field only, together with people who are specialists in that domain. 

I think that AI can help you a lot and can improve the work that you are doing, but I do not believe 

that in the medical field, we will get to a point where you can remove the human component 

altogether. Regardless of technological developments, doctors will still be needed in medicine. 

(Doc 5) 

Emphasising the significance of the human component represented a key aspect during the 

interviews as participants consistently mentioned that even though human errors do occur, and AI 
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has the potential to help mitigate some of these errors, AI can also make mistakes, since it cannot 

be considered 100% reliable and human involvement is still required. This showed that even 

if the level of trust in AI increases, doctors would rather trust their judgment or that of their 

colleagues over AI when making important decisions. 

 I had a case once with a prisoner who came to the ER and said that he swallowed some foreign 

objects. We did an X-ray, and the AI system we used said there was no foreign object and the X-

ray was clear. I returned to the patient, and after doing a detailed anamnesis in the end, we 

realised that there was indeed something there; there were some staples from a shirt tag. I thought 

it was interesting but more in a disturbing way that AI could not identify the existence of an object. 

It should have picked up that there was an object there […]. This was a case where I was proven 

that I should never count 100% on the AI and that it also misses some things. (Doc 5) 

The experiences made the doctors realise the importance of checking every output they get from 

AI and helped them better understand that even though AI is a technology with immense potential, 

it should not be trusted blindly. Moreover, most participants adapted to the rapid developments of 

AI in the medical field and consciously integrated it as much as possible in their work settings. 

While the majority stated that they enjoy keeping up with the latest developments regarding AI, 

they mentioned as well the fact that this is closely related to who you are as a person and how 

open-minded you are as ‘There are many doctors who seem pretty conservative to me, and what I 

mean by this is the fact that they do not want to learn to embrace AI because they believe that it 

will steal their job. However, this is not the case (Doc 5).  

Even though the participants were aware of the benefits of working with AI, some of the doctors 

also stated that always counting on technology can be dangerous and that they still need to be 

able to do their jobs properly without it.  

Somehow, I perceived a change in my identity because I started asking myself questions such as 

‘Who am I without technology? How do doctors in less developed countries practice medicine 

without the help we get from technology? What would I do if I did not have access to such things? . 

I must also be able to practice medicine and adapt to different scenarios without counting on all 

these machines and software, because one day you might not have access to them. Technological 

advancements and AI help, but they should not be a decisive factor in everyday practice (Doc 9)  
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Lastly, another aspect that played a significant role in how doctors perceive the importance of their 

medical identity is represented by the fact that the professionals consider that AI could not 

replicate the passion and dedication shown by them. This aspect was mentioned under different 

nuances during the interviews, such as:  

Combining this passion for medicine with the satisfaction you get when you save someone’s life 

gives you a feeling that a ‘computer’ could never understand. (Doc 5)  

This is not only my job but also represents my passion, and I love what I do […]. This job combines 

passion and dedication for what you do and the satisfaction you get after solving complex cases, 

and I believe that AI could never understand these feelings. (Doc 11) 

Therefore, even though the implementation process can take different shapes based on the medical 

specialty, the interviewees expressed a growing willingness to work with AI more and more, as 

they have had the opportunity to experience first-hand how it helps them, how it improves the 

medical act and what are the benefits for both doctors and patients. Furthermore, based on the 

opinions expressed by the participants, doctors believe it is impossible to replace AI entirely, 

judging by its limitations. However, they are also aware of technology's impact on them and its 

implications for their jobs.  

4.1.3.  (Lack of) Identity Threat 

A thorough examination reveals that all the participants, regardless of their medical expertise, had 

to integrate AI into their everyday duties and subsequently adapt to an expanded use of AI. Even 

though all the doctors worked with AI, specific medical specialties were inclined to use this 

technology more than others. Consequently, this variance enabled those doctors to provide a 

more comprehensive view of their experiences. This higher frequency of use has been observed 

mainly for radiology, anaesthesiology, and surgical specialties, as an increased use of AI in their 

daily tasks has also been observed:  

There is a software in radiology that uses AI and can help you double-check the results before 

delivering them to the patient. I participated in a study developed by one of my colleagues where 

I would give a diagnostic, and then the researcher would ask AI to do the same. I was pleasantly 

surprised to see that in 99,9% of the cases, there was a match between our results. (Doc 2) 



25 
 

My specialty, anaesthesiology, has always been connected to state-of-the-art technology, as we 

use a lot of special monitors and machines […]. It is a job where we depend on technology, and 

AI is integrated into our daily tasks. (Doc 7) 

However, doctors from other medical specialties who were not afraid to express their opinions 

offered a captivating perspective regarding the impact of AI on radiology. Several of them stated 

that radiology was the most susceptible of all medical disciplines to the risks of replacement by AI 

and that AI could represent a threat to this specialty.  

There are certain specialties where AI can significantly impact, such as radiology (…). I believe 

that in the future, not that many radiologists will be needed, but instead, you will need fewer of 

them (radiologists) who could coordinate some AIs. (Doc 14).  

However, while it seemed that radiologists might initially perceive AI as a threat, and even though 

there was broad consensus on the impossibility of total replacement, a certain level of concern 

among some specialties was expressed. Indeed, radiologists perceived themselves as competing 

with AI, especially in the beginning when they started using it:  

There is an ongoing discussion about how and if AI could replace our jobs. I have also experienced 

an amalgam of emotions, from fear of being replaced entirely and thinking that my job would 

disappear to understanding that AI could not wholly replace me. (Doc 12) 

When I chose this specialty (radiology), I felt a general concern among my colleagues that there 

was a chance that AI could replace us in the future, but as time passed, this concern vanished […]. 

I believe that not all radiologists will be replaced by AI, but AI will replace the radiologists who 

do not want to integrate and work with AI. (Doc 1) 

During the interviews, doctors shared their concerns about AI being a potential threat to their 

medical professional identities, as they would be held accountable for certain decisions that an AI 

could individually make. The fact that they would not like to be accountable for AI’s decisions 

demonstrated that even though there is a high level of trust in AI, participants were hesitant to 

declare that they support AI-generated decisions before verifying them.  

You will always need to get validations for results or diagnostics from the doctors. People will 

always want a real person to hold them accountable if something does not turn out well (Doc 12).  



26 
 

This shows that, though doctors count on AI to double-check their work, they still take 

responsibility for whatever happens. It is acceptable for them if they have the final word, and AI 

is used to support their decision-making. Doctors highlighted that specific issues with this arise 

when, for example, AI makes decisions without them double-checking because, at that point, they 

perceive their authority would be undermined. 

At the end of the day, no matter what happens, you are still responsible, so it is your decision to 

consider what AI says and how much you would count on its results. It would not be good if, for 

example, an AI system in the emergency department does the triage automatically, and then if it 

misses something, doctors are responsible for this (Doc 5).  

Therefore, even though doctors seemed to be open regarding AI, the possibility of perceiving it as 

a threat also needed to be considered. Some of the participants stated that they did not perceive AI 

as a threat in their profession, as their role in the decision-making processes remains crucial 

and they could not be replaced so easily:  

I am not afraid of it. You need the human component in the job that I am doing, and I do not expect 

anaesthesiology to be done without the human component (the doctor) in the future. (Doc 7) 

I believe that in the decision-making process, the human component must be present. I could say 

that I am highly positioned in this decision-making process, so I am not worried about being 

replaced by AI. (Doc 11) 

Most participants shared this perspective, mentioning that although AI has significantly advanced 

in recent years and influences how individuals do their jobs, they still feel safe considering their 

chosen profession. Being a doctor gives them certainty and stability because ‘There will always be 

a need for doctors’ (almost all participants).  

To sum up, despite the open attitude towards AI, some reluctance was present and showed that 

doctors were not entirely comfortable with it, as they also had to take responsibility for AI’s 

possible wrong decisions, which could ultimately affect their image as doctors and, consequently, 

their professional identities. Nonetheless, doctors could choose how much they integrate AI into 

their daily tasks and medical practices. Making these choices, consciously and unconsciously, put 

them in a mental space that allowed them to be clearly in charge and exercise control over AI. 
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Consequently, they generally did not view AI as a serious threat, as they maintained the final say 

in decision-making and enjoyed a high level of autonomy regarding AI usage.  

4.1.4. Identity enhancement  

Participants shared some AI aspects that significantly impacted their perception and professional 

identity. The doctors discussed squandering too much time on repetitive tasks that AI could 

automate or take over entirely. Based on the interviews, a dynamic emerged between doctors and 

AI. Although they mentioned occasionally relying heavily on it, most stated they perceive it more 

as taking over tedious and repetitive tasks. In other words, they perceived AI as an assistant 

rather than a colleague, as a tool that can help them, not as their equal.  

I perceive AI as a tool that will help us even more in the future, especially when it comes to small 

and repetitive tasks such as counting micronodules for example, as I believe it will help us 

(doctors) be more productive and give faster and more precise answers. I mean, I see it as helping 

the doctor even more in the coming years. I believe it will be as a future assistant for the doctor. 

(Doc 12) 

I hope that AI will make our jobs easier. There is much bureaucracy, much writing that we need 

to do, and many charts that we need to fill in manually. So, from this point of view, I think that if 

AI can take over these kinds of tasks, it would help a lot and could prove to be a valuable sort of 

assistant, I could say to the doctors. (Doc 8) 

A captivating perspective was offered by one of the most experienced doctors among the 

participants. Even though he stated that he did not believe that AI could replace him as he was ‘too 

important in the decision-making process’ (Doc 11), he mentioned that when it came to the 

bureaucratic process, he would use AI to replace the nurses he worked with ‘I would happily 

replace the nurses that I am working with regarding this part (the bureaucracy) with AI. I would 

not hesitate even a second because you can avoid human errors and speed up the process (Doc 

11).  

These arguments were based on the reasoning that they would prefer AI to manage those tasks so 

they could concentrate more on aspects such as interaction and communication with the patients. 

This could also lead to having more time to focus on human-to-human connections and even 

develop new skills, which leads to perceiving AI as an enhancement tool.  
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Integrating AI more and more will benefit both doctors and patients, as it will allow the first one 

to spend more time with the patient and focus more on the human side, communication, and 

empathy.  (Doc 4) 

Furthermore, participants emphasised the importance of communicating with their colleagues and 

working together as a team, as this process helps improve the quality of the medical services. 

Therefore, doctors pointed out that, with AI taking over repetitive tasks, they could focus more 

on professional relationships with their colleagues, which ultimately could benefit them and the 

patients.  

The more we work together as a team, the more connected we are to each other, which is a good 

thing because, you see, it is important to communicate with the patient. However, it is also 

important to communicate with your colleagues because if this part goes well, then everything 

goes well. (Doc 2)  

You need to collaborate closely with your colleagues and build trust between each other, as it 

brings nice benefits. (Doc 4) 

Moreover, this aids in having a higher level of certainty between the doctors and, consequently, 

working better: ‘You cannot be a surgeon if you are not a team player. This can prove difficult 

because surgeons are people with big egos, so if you do not collaborate with your colleagues in 

other specialties, but especially with your colleagues in your team, it can be quite difficult. If you 

do not collaborate, you cannot effectively do surgery, or you cannot do high-level surgery.’ (Doc 

14).  

Furthermore, it is noteworthy that, for certain medical specialties, doctors also considered AI a 

second opinion, an enhancement to the decisions they could make.  

I believe that when it comes to AI, it represents something that complements our work, not 

something that replaces it […] more like a second opinion that you can use to double-check your 

work. (Doc 10) 

Even though some concerns about being replaced by AI were presented for a particular medical 

specialty, the overall perception of AI was positive, especially if the human component was 

maintained, which seemed to be the case for doctors and how they perceived their medical role. 
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Choosing consciously or unconsciously to view AI as a tool, doctors seemed to (almost) discredit 

the potential threat of AI, choosing to focus on how it could enhance their profession and skills. 

4.1.5. Continuous Learning and Growth  

According to the interviews, based on the actions and strategies put into practice, doctors were 

able to take important steps towards further integrating AI into their professional lives. This study's 

participants showed increased willingness to participate in and adapt to the complex learning 

process. In the medical field, ‘the learning process never ends’ (Doc 1, Doc 3, Doc 7, Doc 8, Doc 

11) and therefore there is a constant need for doctors to be up to date with the latest technological 

developments, newest studies, and procedures, to be able to provide the best care for their patients. 

Consequently, when deciding to integrate and use AI, staying up to date with the most recent 

advancements by attending workshops, conferences, courses, and training on this topic was 

essential.  

We have training for each procedure. I have done some regarding the ultrasound part and 

developed some new echo skills. Once new techniques or machines are developed, we have 

workshops or representatives coming in and presenting them to us. Somehow, we are forced to 

learn as we get a new device, or we are constantly having training on each new device and how 

to use it. If we can, we can also take courses, and I attended some courses regarding some 

machines that use AI. (Doc 3) 

One of the doctors brought up a valuable point that emphasises the importance of attending these 

kinds of events, as the person mentioned that ‘there is a need to update the knowledge that you 

have constantly, because things are changing, are evolving […] I had an introspection moment, 

thinking that I have 15 years left until I retire. Well, in this period, I cannot remain where I am 

now regarding my knowledge and the procedures that I perform, and therefore, I signed up for 

courses that taught me how to use some new machines that were using AI. It was difficult because 

I was one of the oldest people there, and younger people taught us, so I perceived a slight 

discomfort. However, in the end, you have to do this (to keep on learning) for the greater good of 

the patient and to increase the chances of survival.  (Doc 7) 

Committing to a medical career entails signing up for a never-ending learning process. To our 

doctors, even though this came as a prerequisite, it could vary from person to person, as it was 

strongly related to the intrinsic motivation to improve as a professional in addition to wanting the 
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best for the patient. Furthermore, participants noted a distinction between young doctors and 

more experienced doctors. The first category represented a generation that grew up with 

technology and that has a more natural inclination towards using it even in a professional context:  

Yes, being passionate about what you are doing is important, but I believe it is always more 

important to take the time needed to improve yourself and your skills […] I am glad that we had 

the chance in the hospital where I am working to work with AI and other state-of-the-art 

technology even from the very early start of my training as a doctor because it shapes who you are 

as a professional…it has an impact on whom you become as a doctor. (Doc 13) 

The second category focused more on doctors less familiar with AI developments and who seemed 

to need to put extra effort into integrating it into their work: 

Nowadays, the more experienced doctors have gotten to a point where we need to learn from the 

younger doctors when it comes to using specific machines, for example. We learned to do medicine 

in a certain way, back in those days when we did not have access to all this technology. So, you 

see, it is a matter of perspective, of thinking I need to adapt to this, and I am so glad I can learn 

from these young doctors instead of thinking that it could be a shame to learn from someone 

younger than you, which is what we were taught in the past. (Doc 7)  

Therefore, doctors from different generations played a significant role in seeing the changes they 

encountered and perceiving that this continuous learning process could enhance their experience 

and help them improve as professionals.  

Moreover, with an eye toward the future, many participants noted the relevance and importance 

that technology plays and will play in their professional lives and emphasised the impact that the 

increasing use of technology in medicine will have in the future.  

In my job, the technology part is essential, and I expect this trend, where technology is integrated 

more and more, will continue. In the future, I expect to have even more help than we do now (…). 

I am sure that the complexity of the machines we currently use will increase and that, thanks to AI, 

they will be more innovative and more intelligent. I have already observed an evolution compared 

to the past (the doctor mentioned that they had bought state-of-the-art machines), and the new 

ones are more complex, have additional functionalities, and are safer for the patient. I think this 

will be the case more in the future. (Doc 7) 
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Last but not least, the participants shared values that they considered important in defining who 

they were as doctors. Almost all participants mentioned ‘teamwork’ as one of the most significant 

values, followed by ‘dedication’ (Doc 1, Doc 2, Doc8, Doc 9, Doc 13) and ‘perseverance’ (Doc 

3, Doc 5, Doc 6, Doc 11). The doctors were asked if they had experienced any values and/or 

emotional change compared to before they started working with AI. On one hand, the majority 

mentioned that their values did not change; instead, they adapted them to the new way of working.  

 I do not believe that values change. At least, that was not the case for me. However, I can say that 

I believe you define them differently, so yes, in a way you can say that they change, but this change 

happens based on how you relate to them. (Doc 4) 

On the other hand, participants stated that they experienced some emotional change regarding how 

they related to working with AI and how they perceived themselves after implementing this new 

way of working:  

In the beginning, I was afraid of AI because it was this idea that it would replace me and that I 

might not have a job in the future. I had very intense feelings about this, I personally have gone 

from several visions and moods and thoughts related to this, from fatalistic stuff, that I am not 

going to have anywhere to work anymore and it is going to replace us completely and that there 

will be no more doctors and will just be this software to the realisation that it will be our assistant 

and starting to perceive its benefit (…). After understanding how it works and can help me, I 

became more confident in my skills and more open to using it. I understood that there was nothing 

I should have feared. (Doc 12) 

Gaining insights into the never-ending learning process and the resulting attitude shift towards AI 

has clarified some key aspects regarding the factors driving change when employing and 

integrating AI.  

4.1.6. Contextual Boundary Conditions  

Several boundary conditions that influence the implementation process and affect AI perception 

have been identified, which played a role in how this was viewed as either a threat or an 

enhancement. Consequently, participants noted that if the method of implementation in the 

workplace involved greater engagement with medical professionals, soliciting their feedback, 
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providing ongoing training, and clearly explaining the new tools, they were more likely to adopt a 

positive attitude toward using these technologies.  

I am very happy that in the hospital where I work, I have the chance to attend training sessions 

often regarding the new machines that we should use. Very often, we have people who offer 

different workshops, and they present new technologies and new procedures. I believe this is very 

important because it leads to a smoother implementation and integration, and I observed that 

people are less inclined to reject using these new technologies. (Doc 3) 

Another important boundary condition was the level of adoption of AI in a hospital. Doctors 

working in more modern hospitals were more inclined to use AI frequently, either because they 

engaged with it from the start of their medical careers or because this technology was already 

integrated into their workplaces when they began. They were not offered the option to opt out of 

its use. By not giving them this choice, particularly to young doctors starting their careers, they 

were more likely to view it as the default working method and be receptive to future technological 

innovations.  

Many of the software and machines that we use help us a lot. I think it was very important that I 

had the chance to work from the beginning in a state-of-the-art hospital because this way, I could 

learn from the start how to use all of this technology, which made me more willing to try any other 

new technologies that will appear in the future. (Doc 13) 

Coming to the hospital where I currently work, I was forced to adapt rapidly to a high level of use 

of technology and AI. It might have been a bit challenging in the beginning, but now I see how 

different things are compared to doctors who work in a less updated hospital and who do not have 

access to these technologies. (Doc 9) 

The identified boundary conditions significantly influenced doctors' perceptions of AI. The 

method of implementation was crucial because it can directly impact workflow integration and the 

decision-making roles of doctors -AI can function either as a decision-support tool or a decision-

making tool- and any inherent biases they might possess. Furthermore, the level of AI adoption in 

the hospital helped cultivate more trust in the technology, as a higher level of adoption can lead to 

greater confidence in AI and foster better collaboration among hospital staff. If a system is widely 

integrated within a hospital and individuals have similar proficiency levels, this can enhance 
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teamwork among doctors. Consequently, these factors not only shaped their responses but also 

influenced doctors to view AI not as a threat but rather as an enhancement.   

Overall, our doctors saw the increase in technology as the inevitable path towards the future. They 

indicated not only that they had to adjust to using AI even more but also that they viewed AI as a 

mandatory part of their future careers, which would aid them in further developing as professionals.  

5. Discussion   

This thesis explored how doctors working with AI perceive its influence on their professional 

identity and practice. It also sought to investigate whether doctors view AI as an enhancement of 

their identity while acknowledging the potential for identity threats, as highlighted by previous 

research on this topic (Jussupow et al., 2022; Strich et al., 2021). As illustrated in Figure 2, the 

findings demonstrate that due to various factors—namely, attitudes towards AI, AI’s reliability, 

the importance of human relationships, levels of confidence in the doctor’s role, and shifts in 

values and emotions, along with certain contextual boundary conditions—doctors may experience 

an identity change when working with AI. This research also clarified how AI can positively or 

negatively challenge doctors’ professional identities and highlighted the unfolding of identity work 

for them when faced with these challenges. Additionally, it revealed that doctors may engage in 

specific activities and behaviours when working with AI to mitigate potential identity threats, such 

as identity protection, by minimising the importance of AI and clearly stating that they view it as 

an assistant rather than an equal while also striving to benefit from this technology fully. Therefore, 

we demonstrated that doctors engage in identity work not only to address potential threats but also 

during the implementation and integration of AI. In conclusion, implementing AI influences 

doctors’ professional identities, initiating a sense-making and identity work process that may 

ultimately transform their professional identity.  
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Figure 2: Visualization of findings  

5.1 Theoretical Implications 

This thesis makes two significant theoretical contributions to the current identity literature by 

discussing how AI can trigger the sensemaking processes via identity work and, consequently, 

possible identity change.   

5.1.1. AI & Identity threat and enhancement 

This research contributes to the literature on AI and professional identity by examining whether 

doctors view their interactions with AI as a threat to or enhancement of their identity while also 

investigating specific boundary conditions that may influence this perception. Previous studies 

have not clearly established whether the changes noted by medical professionals are seen as 

threatening or enhancing to their professional identities (Selenko et al., 2022). Thus, this paper 

enriches the existing literature by identifying distinct boundary conditions that influence the 

perception of AI as an enhancement. These factors include the method of implementing AI in the 

workplace, opportunities for continuous learning and skills development, and the level of AI 

adoption, all of which have been shown to play a crucial role. In contrast, the unreliability of AI, 

the absence of human connection, and AI-driven systems making decisions—leaving doctors to 

shoulder the responsibility—are identified as factors that could contribute to identity threat. 

Moreover, a previous study by Selenko et al. (2022) called for further exploration of how medical 

professionals perceive their identities. This thesis emphasises that working with AI is viewed as 

an enhancement, while identity threat is only evident to a limited extent.     
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The findings corroborate and expand on past research demonstrating that, despite a persistent fear 

among doctors about the possibility of being replaced (Davenport & Kalakota, 2019; Kaloudi & 

Li, 2020; Nowak et al., 2018), medical professionals also recognised the potential benefits of 

collaborating with AI (Helm et al., 2020; Lu et al., 2018; Tursunbayeva & Renkema, 2022; Reddy 

et al., 2018), as there was a more nuanced understanding of the possible enhancements. 

Consequently, the results supported the notion that doctors considered the advantages of using AI, 

highlighting its positive aspects. This was closely linked to their strong medical identities; they 

acknowledged a minimal chance of being replaced, allowing them to mitigate this concern and 

focus more on the benefits. This supports the findings by Huang et al. (2019), which stated that a 

positive consequence of AI was the shift experienced by professionals from cognitive tasks 

towards socio-emotional ones. By recognising advantages such as having more time to concentrate 

on the human side of care, utilising AI for second opinions, reducing workload, and delegating 

tedious and repetitive tasks to AI, doctors could better embrace the positive aspects of AI usage, 

demonstrating a fit between the roles of medical professionals and AI.  

Previous studies have examined the possibility of identity threats (Jussupow et al., 2022; Mirbabaie 

et al., 2021; Petriglieri, 2011) associated with working alongside AI, which has led individuals to 

adopt various attitudes based on the perceived threat level (Petriglieri, 2011). Our research 

identified collaboration with AI as a potential source of identity threat, especially in the field of 

radiology. Doctors from other medical specialties expressed varying degrees of concern regarding 

the prospect of radiologists being replaced. However, findings concerning the radiologists 

themselves indicated that while AI initially posed a potential threat to their identities, this 

perception was mainly due to how other specialties viewed radiology as easily replaceable. Despite 

recognising this potential threat, their decision to pursue this specialty demonstrates that, for 

radiologists, working with AI has not endangered their professional identities. This contradicts the 

study by Brandes et al. (2020), which illustrated that concerns about working with AI emerged 

during medical school for radiology, resulting in reluctance among students to choose this 

specialty, as noted in the results. The doctors interviewed who chose this field stated they were 

fully aware of this possibility and made an informed choice. Therefore, while a slight level of 

concern was initially noted and a shift in radiologists' attitudes regarding their relationship with AI 

and its impact on their professional identities was observed, our study emphasises that they do not 

see themselves as easily replaceable by AI. Instead, they regard this technology as an enhancement 
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to their profession, which also influences their professional identities. This aligns with and extends 

the findings of the study by Perez et al. (2024), which revealed that radiologists utilising AI have 

to adapt their professional identities and highlighted that integrating AI into their practice can 

evoke both positive and negative emotions.  

Moreover, AI has been shown to assist professionals in shifting their focus from cognitive tasks to 

socio-emotional ones by working alongside them (Huang et al., 2019). Thanks to AI's assistance, 

greater emphasis has been placed on the importance of dedicating more time to the human aspect 

and interpersonal interactions. These elements closely align with the core values of medical 

professionals, explaining the stronger inclination to view AI as an enhancement. The results also 

illustrated how doctors believe that AI could help them refine medical processes and support 

decision-making procedures, consistent with previous findings (Edison, 2023). However, 

regarding the decision-making process, this research highlighted several nuances of AI's 

involvement. On one hand, it indicated that doctors would consider AI as a second medical opinion 

and that double-checking their work could enhance their confidence; on the other hand, there was 

a reluctance to be held accountable for decisions made solely by AI without prior consultation. 

This demonstrates that, although attitudes towards AI were generally positive, concerns about risks 

to autonomy could decrease receptiveness, underscoring the need to ensure that human autonomy 

is respected in the context of AI, thereby supporting previous research by Laitinen & Sahlgren 

(2021).  

A high level of confidence among doctors exists, suggesting that AI will still need a human 

component in the foreseeable future and that the likelihood of its replacement is nearly impossible. 

Furthermore, this research expands current knowledge by demonstrating that while AI may be 

used in the diagnostic process, it is seen more as a second opinion than as an independent 

diagnostic method, allowing medical professionals to retain a certain level of control over the 

medical process. These findings highlight the importance of AI software in diagnostics and support 

prior studies emphasising doctors’ positive views of AI in various diagnostic methods (Le Nguyen 

& Do, 2019; Buck et al., 2022). Additionally, this research enhances the existing understanding of 

doctors’ perceptions of working with AI. As AI is a significant force for change (Selenko et al., 

2022), a coping response to a potential identity threat has been observed in this study, where 

doctors consciously and/or unconsciously tried to downplay the significance of AI in certain 
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scenarios. Employing derogation as a protective strategy against identity threat (Petriglieri, 2011), 

AI was mainly described as an assistant, dismissing the notion that it could pose a potential threat. 

This research found that AI was viewed as an assistant capable of handling tedious and repetitive 

tasks rather than as an equal—contrary to the findings by Selenko et al. (2022), which suggested 

that AI could be perceived more as a "quasi-social actor." Beyond this protective strategy, the 

preference among doctors to delegate monotonous tasks to AI may also explain the contradiction 

regarding the potential of AI replacing radiologists. Many doctors from other medical specialties 

noted that they utilised software that allowed them to interpret X-rays in emergencies with the 

assistance of AI. Consequently, this may have contributed to the notion that radiologists could be 

more easily replaced in the future, differing from how radiologists themselves perceived the 

situation.  

Despite varied attitudes towards AI—often downplaying its significance by perceiving it merely 

as a tool for handling tedious and repetitive tasks—this study demonstrates that doctors generally 

hold a positive view of AI. This finding corroborates research conducted by Selenko et al. (2022), 

which indicated that AI-driven changes could also facilitate positive identity transformations. 

Regardless of their age, gender, or medical specialty, an overall positive attitude towards 

collaborating with AI was observed. It was seen as a potential assistant, suggesting that AI did not 

impede doctors’ freedom to act as they wished but rather assisted in the medical process. However, 

a distinction must be drawn between younger and more experienced doctors, as the latter often 

need to invest more effort to work with and initially integrate AI.  

Therefore, by illustrating how doctors’ professional identities are enhanced through collaboration 

with AI, this study builds upon earlier research indicating that working with AI can lead to identity 

enhancement (Ramarajan et al., 2020). Expanding on the current literature, which posits that both 

identity threat and enhancement should be considered (Selenko et al., 2022), our research 

underscores that the overall perception among doctors is positive, as they view AI as an 

enhancement to their professional identities. Additionally, certain factors crucial to this process 

and influencing this perception were uncovered.   

5.1.2. Adapting to AI & Identity work  

Secondly, this thesis contributes to the literature on identity work by examining how doctors utilise 

identity work and sense-making processes to better adapt to the implementation and integration of 
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AI. It also considers the role of their professional identities and values in this process. Our study 

demonstrated a heightened openness towards AI, with only negligible reluctance to engage with 

it. Prior research has indicated that professionals regard AI as a pivotal factor in identity formation 

and adaptation, with their relationship to it closely linked to their understanding of AI (Strich et 

al., 2021), their perception of it as an essential aspect of their identity, and their commitment to 

utilising it (Mirbabaie et al., 2021). The results indicated that AI was effectively employed and 

integrated across various medical specialties, with participants highlighting its significant role in 

performing their duties and noting that the absence of AI could pose a considerable challenge. This 

enhances the existing literature by demonstrating that medical professionals do not perceive AI as 

a threat but as an integral component of their work. Furthermore, previous research conducted by 

Brown (2017) emphasised the necessity of delving deeper into analysing identity work and 

understanding how individuals navigate this process. The findings revealed that doctors, 

particularly those who did not initially utilise technology, required a smoother and more linear 

adaptation process to achieve the same level of AI proficiency as those who incorporated 

technology from the onset of their residency. These results indicate that, in terms of both tasks and 

professional identities, the implementation process is more complex for more experienced doctors 

and necessitates performing identity work. This supports previous research (Brown, 2017), which 

emphasises that identities represent fluid concepts that develop over time rather than singular 

milestones that individuals should or could achieve. Thus, this study demonstrates that undergoing 

a constant, never-ending learning process, which pushes individuals out of their comfort zones and 

assists in shaping their medical identities, is required. This finding aligns with the research 

conducted by Chen and Reay (2020), which shows that a positive response to AI-induced change 

is attainable.  

Furthermore, this work builds on prior research indicating that identity work primarily arises from 

identity threats (Petriglieri, 2011) while also demonstrating that identity work can be initiated by 

processes deemed enhancing, thereby strengthening individuals’ professional identities. The 

response to AI closely relates to its perception since engagement with disruptive technology can 

challenge the core defining elements of a medical professional (Zaman et al., 2021), leading to 

identity work. This study supports this viewpoint and emphasises that perceptions may vary based 

on doctors’ levels of experience. This aligns with findings by Kyratsis et al. (2017), who propose 

that identity work can unfold as a process where individuals first seek to understand their 
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circumstances and, upon doing so, strive to accept their newly formed identity. Therefore, given 

the robust medical identities of doctors, which are rooted in strong, long-established values 

(Jephson et al., 2024), the medical professionals did not exhibit a greater degree of initial resistance. 

While some resistance was evident, it did not pertain to the new skills that needed to be learned 

but rather to the emotional dimensions, as engaging with AI challenged their autonomy and human 

relationships with patients, fundamental aspects of the medical profession.   

Although previous research has focused on cognitive aspects while neglecting the potential 

influence of emotional elements (Caza & Creary, 2016), identity is viewed as a combination of 

emotional, cognitive, and relational components (Carminati & Heliot, 2023). Our results revealed 

that doctors prioritise the emotional aspect, as many emphasised the significance of their socio-

emotional relationships with colleagues and how these connections shape their identities as 

medical professionals. Furthermore, since past studies have demonstrated that emotions 

experienced by professionals can initiate identity work (Carminati & Heliot, 2022; Cascon-Pereira 

et al., 2016), this study further explored whether and how medical professionals believed this could 

lead to changes in professional identity. The findings indicated that despite initially expressing 

certain negative emotions, such as fear or reluctance, a shift in perspective occurred. In addition 

to their internal motivation factors and technological advancements, this may also result from the 

method of AI implementation in the workplace and the level of AI adoption in a hospital, which 

were identified as contextual boundary conditions influencing this perception. Moreover, given 

that context has often been overlooked or treated carelessly in previous research, understanding its 

importance and its role in shaping the identities of medical professionals is crucial (Johns, 2016) 

and has been considered in this study. Based on the results, the identified contextual boundary 

conditions showed that access to the latest technology in a hospital made doctors more inclined to 

use AI and to be more open about it. Furthermore, doctors who worked in hospitals with a more 

collaborative implementation method, where they were encouraged to attend conferences, 

workshops, or feedback sessions about the new machines they were using, were more inclined to 

embrace these technologies. The identified relationship between these doctors and the hospital 

management supporting their growth confirms a previous study by Ackerhans et al. (2024), which 

stated that providing supportive leadership, along with necessary resources and dedicated time for 

training, increased the willingness to adopt certain technologies and helped medical professionals 

understand their importance. The contextual boundary conditions identified as external factors 
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influencing perceptions and doctors’ reactions indicate that these aspects play a crucial role; 

without them, the perception of AI could be adversely affected. Thus, the findings suggest that the 

greater the level of AI implementation in a hospital and the more advanced the hospital is, the 

more inclined doctors are not only to utilise these technologies but also to stay updated with the 

latest developments and engage more in identity work to adapt to using AI and enhance its 

utilisation. This study builds upon previous research by emphasising the influence of these factors 

and explaining how they contribute to understanding why these doctors perceive AI as an 

enhancement, despite most prior studies considering it a threat.  

Consequently, although the overall sentiment towards AI was positive after individuals adapted to 

the technology and adjusted their perceptions, a shift in attitudes towards AI was observed. This 

shift was evident in the increased utilisation of AI for specific tasks and was also linked to emotions, 

as initial negative feelings transformed into positive ones. This thesis further corroborates existing 

research asserting that learning, self-improvement, knowledge development, and maturation can 

arise from conflicting identity values (Carminati & Heliot, 2023). Emphasising that medical 

professionals undergo a continuous process of learning and growth as they adapt their values and 

identities to new work methods, this study indicated that doctors must remain updated with the 

latest technologies and discoveries as part of their self-development journey. Nonetheless, it 

demonstrated that engaging in identity work could suggest a result of experiencing identity 

enhancement and is not solely tied to identity threat.  

6. Practical implications 

This research also has significant practical implications that can assist medical professionals, HR 

managers, hospital directors, and companies in developing AI technologies. Firstly, as interest in 

the healthcare sector and its enhancement has surged in recent years (Best et al., 2012; Kyratsis et 

al., 2017), the integration of AI into medical practice to improve efficiency and effectiveness has 

become a crucial topic of discussion. This process of AI integration affects not only medical 

practices but also the professional identities of doctors. Therefore, individuals at all levels of 

healthcare services must understand AI's influence and adapt accordingly. The findings of this 

study emphasise the importance of recognising the continuous learning journey that doctors 

undertake. For instance, doctors must stay updated with the latest discoveries regarding new 

treatments, diagnostic methods, and technological advancements that can enhance the medical 
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process. Consequently, HR managers and medical directors should provide ample development 

opportunities for doctors by enabling them to attend training sessions, conferences, courses, and 

workshops. By understanding how their employees perceive working with AI and its impact on 

work performance, HR managers can utilise these insights to offer suitable support to doctors.  

Secondly, our results can assist professionals in making informed judgments about the level of AI 

involvement in daily activities. The findings of this study demonstrate that although there is a 

significant degree of usage, particularly in certain specialties, doctors do not currently regard AI 

as a potential colleague but rather see it as an assistant. This information is beneficial for 

integrating AI into specialties that have not previously utilised it. It can help clarify potential fears 

of being replaced by AI and alleviate concerns regarding this issue. Furthermore, the results reveal 

both the downsides and benefits perceived by doctors working with AI. On one hand, they see this 

as an enhancement that helps reduce time spent on tedious tasks, facilitates improved patient care, 

allows for greater focus on the human element, and provides a second opinion in some cases. On 

the other hand, collaborating with AI can produce some insecurity about their roles and jobs in the 

future, particularly for specific medical specialties, while also emphasising that over-reliance on 

technology could be dangerous. These aspects help doctors already using AI become more aware 

of its potential implications on their jobs and provide a deeper understanding of what working with 

AI entails for medical professionals considering its implementation.  

Ultimately, the study can significantly benefit hospital managers considering the implementation 

of policies and guidelines for leveraging AI to enhance processes. These guidelines could help 

clarify doctors’ roles in AI-influenced decisions and address specific concerns that medical 

professionals may have regarding their responsibilities related to decisions made by AI. 

Furthermore, this study also benefits AI developers and companies creating AI systems, as they 

can gain insights into how the technologies being developed affect end users and how medical 

professionals perceive their collaboration with AI. For example, they could involve doctors in the 

design phase to ensure that the tools they create support doctors’ work rather than undermine their 

medical expertise. 
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7. Limitations and future research  

As with all research, this study has limitations that must be acknowledged. These limitations can 

serve as a starting point for future research.   

First, the sample size was relatively small, which may limit the generalizability of our results. 

However, the high quality of the data—provided by busy professionals such as doctors—and the 

fact that saturation was reached give us confidence that an adequate number of participants was 

considered. Nevertheless, future research could aim to conduct similar studies with a larger sample 

size to explore further nuances and insights.   

Second, although interviews were conducted with doctors from diverse medical specialties, the 

snowball sampling method was used to gather additional participants. This could lead to selection 

bias (Winship & Mare, 1992), as medical professionals more interested in using AI may be more 

inclined to participate than others. Furthermore, doctors might have been more likely to 

recommend colleagues who share the same enthusiasm for the topic. However, some participants 

mentioned that even though they use AI in their jobs, they do not actively pursue it in their daily 

work, which may reduce the potential for selection bias. Thus, future studies could consider using 

a more random sampling method.   

Third, our participants were medical professionals working in Romania, Ireland, Austria, France, 

and the UK. This diversity may have influenced doctors’ perceptions of AI, as each medical system 

has its own policies and regulations. Nonetheless, conducting research with medical professionals 

from various cultural backgrounds enriches the study by providing a more nuanced perspective. 

Future research could further explore whether and to what extent national regulations on AI 

deployment and cultural differences shape professionals’ views on AI implementations.   

Lastly, only the researcher coded the data, which could limit the reliability of the interpretation 

process. Although discussions with supervisors occurred multiple times, instilling confidence that 

the final interpretation was grounded in the data, future research could conduct a similar 

investigation and analysis, employing multiple coders to ensure intercoder reliability. All the 

measures mentioned could enable future studies to deepen knowledge on this topic and enhance 

the reliability of the findings. 
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8.  Conclusion  

In conclusion, this thesis examined how doctors perceive the influence of AI implementations on 

their professional identities and practices. Many participants emphasised the positive aspects of 

using AI and integrated it into their professional identities, viewing it as an enhancement rather 

than a threat. Since the integration and use of AI can be regarded as a complex process that requires 

time and patience, professionals must recognise that this journey involves self-discovery, 

understanding this technology, and embracing its potential changes. This indicates that 

professionals should remain open-minded and engage with technological advancements, which 

can provide unforeseen benefits, particularly in medicine. Therefore, encouraging doctors to view 

AI as a valuable tool for their professional growth, expertise, and skill development by increasing 

its usage and implementation in their daily work could represent a crucial step in advancing their 

professional identity in the future.   

 

 

 

 

 

 

 

 

 

 

 



44 
 

References 

Ackerhans, S., Huynh, T., Kaiser, C., & Schultz, C. (2024). Exploring the role of professional 

identity in the implementation of clinical decision support systems—a narrative 

review. Implementation Science, 19(1), 11. https://doi.org/10.1186/s13012-024-01339-x 

 

Agre, P. E. (2014). Toward a critical technical practice: Lessons learned in trying to reform AI. 

In *Social science, technical systems, and cooperative work* (pp. 131–157). Psychology 

Press. 

 

Akudjedu, T. N., Torre, S., Khine, R., Katsifarakis, D., Newman, D., & Malamateniou, C. 

(2023). Knowledge, perceptions, and expectations of artificial intelligence in radiography 

practice: A global radiography workforce survey. Journal of Medical Imaging and Radiation 

Sciences, 54(1), 104–116. https://doi.org/10.1016/j.jmir.2022.11.016  

 

Anakal, S., & Sandhya, P. (2017, December). Clinical decision support system for chronic 

obstructive pulmonary disease using machine learning techniques. In 2017 International 

Conference on Electrical, Electronics, Communication, Computer, and Optimization 

Techniques (ICEECCOT) (pp. 1–5). IEEE. 

 

Aspers, P., & Corte, U. (2019). What is qualitative in qualitative research. Qualitative Sociology, 

42(2), 139–160. https://doi.org/10.1007/s11133-019-9413-7 

 

Bayerl, P. S., Horton, K. E., & Jacobs, G. (2018). How do we describe our professional selves? 

Investigating collective identity configurations across professions. Journal of vocational 

behavior, 107, 168-181. https://doi.org/https://doi.org/10.1016/j.jvb.2018.04.006  

 

Best, A., Greenhalgh, T., Lewis, S., Saul, J. E., Carroll, S., & Bitz, J. (2012). Large-system 

transformation in health care: a realist review. Milbank Q, 90(3), 421-456. 

https://doi.org/10.1111/j.1468-0009.2012.00670.x  

 

Bickman, L., & Rog, D. J. (Eds.). (2009). The SAGE handbook of applied social research 

methods (2nd ed.). SAGE Publications. https://doi.org/10.4135/9781483348858 

 

Brandes, G. I. G., D’Ippolito, G., Azzolini, A. G., & Meirelles, G. (2020). Impact of artificial 

intelligence on the choice of radiology as a specialty by medical students from the city of 

São Paulo. Radiologia Brasileira, 53(3), 167–170. https://doi.org/10.1590/0100-

3984.2019.0101  

 

Braun, V., & Clarke, V. (2006). Using thematic analysis in psychology. Qualitative Research in 

Psychology, 3(2), 77–101. https://doi.org/10.1191/1478088706QP063OA  

 

Brown, A. D. (2017). Identity Work and Organizational Identification. International Journal of 

Management Reviews, 19(3), 296–317. https://doi.org/10.1111/IJMR.12152 

https://doi.org/10.1186/s13012-024-01339-x
https://doi.org/10.1016/j.jmir.2022.11.016
https://doi.org/10.1007/s11133-019-9413-7
https://doi.org/https:/doi.org/10.1016/j.jvb.2018.04.006
https://doi.org/10.1111/j.1468-0009.2012.00670.x
https://doi.org/10.4135/9781483348858
https://doi.org/10.1590/0100-3984.2019.0101
https://doi.org/10.1590/0100-3984.2019.0101


45 
 

Byrnjolfsson, E., & Macafee, A. (2014). The second machine age: Work, progress and prosperity 

in the time of brilliant technologies. W.W. Norton & Company  

 

Buck, D. S., Sanborn, R. D., Mantel, J., & Steele, K. (2022). Increasing pathways to medicine 

and improving patient outcomes: A multi-systems approach. Journal of Applied Research 

on Children: Informing Policy for Children at Risk, 13(2), Article 8. 

https://doi.org/10.58464/2155-5834.1536 

 

Carminati, L., & Gao Héliot, Y. (2023). Multilevel dynamics of moral identity conflict: 

professional and personal values in ethically-charged situations. Ethics & Behavior, 33(1), 

37-54. https://doi.org/10.1080/10508422.2021.2004891 

 

Carminati, L., & Héliot, Y. G. (2022). Between multiple identities and values: Professionals’ 

identity conflicts in ethically charged situations. Frontiers in psychology, 13, 

813835. https://doi.org/10.3389/fpsyg.2022.813835 

 

Cascón‐Pereira, R., & Hallier, J. (2012). Getting that certain feeling: The role of emotions in the 

meaning, construction and enactment of doctor managers' identities. British Journal of 

Management, 23(1), 130–144. https://doi.org/10.1111/j.1467-8551.2011.00748.x 

 

Cascón-Pereira, R., Chillas, S., & Hallier, J. (2016). Role-meanings as a critical factor in 

understanding doctor managers' identity work and different role identities. Social Science & 

Medicine, 170, 18–25. https://doi.org/10.1016/j.socscimed.2016.09.043 

 

Caza, B. B., & Creary, S. (2016). The construction of professional identity. In A. Wilkinson, D. 

Hislop, & C. Coupland (Eds.), Perspectives on contemporary professional work: 

Challenges and experiences (pp. 259–285). Edward Elgar Publishing 

 

Chan, S., & Siegel, E. L. (2019). Will machine learning end the viability of radiology as a 

thriving medical specialty? The British Journal of Radiology, 92(1094), 20180416. 

https://doi.org/10.1259/bjr.20180416 

 

Chen, Y., & Reay, T. (2020). Responding to imposed job redesign: The Evolving Dynamics of 

work and identity in restructuring professional identity. Human Relations, 74(10), 1541–

1571. https://doi.org/10.1177/0018726720906437  

 

Chen, Y., Stavropoulou, C., Narasinkan, R., Baker, A., & Scarbrough, H. (2021). Professionals' 

responses to the introduction of AI innovations in radiology and their implications for future 

adoption: A qualitative study. BMC Health Services Research, 21(1), 813. 

https://doi.org/10.1186/s12913-021-06861-y 

 

Cruess, R. L., Cruess, S. R., Boudreau, J. D., Snell, L., & Steinert, Y. (2014). Reframing medical 

education to support professional identity formation. Academic Medicine, 89(11), 1446–

1451. https://doi.org/10.1097/ACM.0000000000000427 

https://doi.org/10.58464/2155-5834.1536
https://doi.org/10.1080/10508422.2021.2004891
https://doi.org/10.3389/fpsyg.2022.813835
https://doi.org/10.1016/j.socscimed.2016.09.043
https://doi.org/10.1259/bjr.20180416
https://doi.org/10.1186/s12913-021-06861-y
https://doi.org/10.1097/ACM.0000000000000427


46 
 

 

Davenport, T., & Kalakota, R. (2019). The potential for artificial intelligence in healthcare. 

Future Healthcare Journal, 6(2), 94–98. https://doi.org/10.7861/futurehosp.6-2-94 

 

Derevianko, A., Pizzoli, S. F. M., Pesapane, F., Rotili, A., Monzani, D., Grasso, R., Cassano, E., 

& Pravettoni, G. (2023). The use of artificial intelligence (AI) in the radiology field: What 

is the state of doctor–patient communication in cancer diagnosis? Cancers, 15(2), 470. 

https://doi.org/10.3390/cancers15020470 

 
Edison, G. (2023). The Integration of AI in the Doctor's Toolkit: Enhancing Medical Decision-

making. BULLET: Jurnal Multidisiplin Ilmu, 2(3), 604-613. 

 

Fossey, E., Harvey, C., McDermott, F., & Davidson, L. (2002). Understanding and evaluating 

qualitative research. Aust N Z J Psychiatry, 36(6), 717-732. https://doi.org/10.1046/j.1440-

1614.2002.01100.x  

 

Gioia, D. A., Corley, K. G., & Hamilton, A. L. (2013). Seeking Qualitative Rigor in Inductive 

Research: Notes on the Gioia Methodology. Organizational research methods, 16(1), 15-31. 

https://doi.org/10.1177/1094428112452151  

 

Gong, B., Nugent, J. P., Guest, W., Parker, W., Chang, P. J., Khosa, F., et al. (2019). Influence of 

artificial intelligence on Canadian medical students' preference for radiology specialty: A 

national survey study. Academic Radiology, 26(4), 566–577. 

https://doi.org/10.1016/j.acra.2018.10.007 

 

Grossoehme, D. H. (2014). Overview of qualitative research. J Health Care Chaplain, 20(3), 109-

122. https://doi.org/10.1080/08854726.2014.925660  

 

Hancock, J. T., Naaman, M., & Levy, K. (2020). AI-mediated communication: Definition, 

research agenda, and ethical considerations. Journal of Computer-Mediated 

Communication, 25(1), 89–100. https://doi.org/10.1093/jcmc/zmz022 

 

Hashimoto, D. A., Rosman, G., Rus, D., & Meireles, O. R. (2018). Artificial intelligence in 

surgery: promises and perils. Annals of surgery, 268(1), 70-76. 

https://doi.org/10.1097/SLA.0000000000002693  

 

Howard, J. (2019). Artificial Intelligence: Implications for the future of work. American Journal 

of Industrial Medicine, 62(11), 917–926. https://doi.org/10.1002/ajim.23037  

 

He, J., Baxter, S. L., Xu, J., Xu, J., Zhou, X., & Zhang, K. (2019). The practical implementation 

of artificial intelligence technologies in medicine. Nature Medicine, 25(1), 30–36. 

https://doi.org/10.1038/s41591-018-0307-0 

 

https://doi.org/10.7861/futurehosp.6-2-94
https://doi.org/10.3390/cancers15020470
https://doi.org/10.1046/j.1440-1614.2002.01100.x
https://doi.org/10.1046/j.1440-1614.2002.01100.x
https://doi.org/10.1177/1094428112452151
https://doi.org/10.1016/j.acra.2018.10.007
https://doi.org/10.1080/08854726.2014.925660
https://doi.org/10.1093/jcmc/zmz022
https://doi.org/10.1097/SLA.0000000000002693
https://doi.org/10.1038/s41591-018-0307-0


47 
 

Helm, J. M., Swiergosz, A. M., Haeberle, H. S., Karnuta, J. M., Schaffer, J. L., Krebs, V. E., 

Spitzer, A. I., & Ramkumar, P. N. (2020). Machine learning and artificial intelligence: 

Definitions, applications, and future directions. Current Reviews in Musculoskeletal 

Medicine, 13(1), 69–76. https://doi.org/10.1007/s12178-020-09600-8 

 

Hennink, M., & Kaiser, B. N. (2022). Sample sizes for saturation in qualitative research: A 

systematic review of empirical tests. Soc Sci Med, 292, 114523. 

https://doi.org/10.1016/j.socscimed.2021.114523  

 

Huang, M.-H., Rust, R., & Maksimovic, V. (2019). The feeling economy: Managing in the next 

generation of artificial intelligence (AI). California Management Review, 61(4), 43–65. 

https://doi.org/10.1177/0008125619863436 

 

Ibarra, H., & Obodaru, O. (2016). Betwixt and between identities: Liminal experience in 

contemporary careers. Research in Organizational Behavior, 36, 47–64. 

https://doi.org/10.1016/j.riob.2016.10.001 

 

Jephson, N., Cook, H., & Charlwood, A. (2024). Prisoners of oath: Junior doctors' professional 

identities during and after industrial action. Economic and Industrial Democracy, 45(2), 

556–578. https://doi.org/10.1177/0143831X231175701 

 

Johns, G. (2017). Reflections on the 2016 decade award: Incorporating context in organizational 

research. Academy of Management Review, 42(4), 577-595. 

https://doi.org/10.5465/amr.2017.0044 

 

Jussupow, E., Spohrer, K., & Heinzl, A. (2022). Identity Threats as a Reason for Resistance to 

Artificial Intelligence: Survey Study With Medical Students and Professionals. JMIR 

Formative Research, 6(3). https://doi.org/10.2196/28750  

 

Kallio, H., Pietila, A. M., Johnson, M., & Kangasniemi, M. (2016). Systematic methodological 

review: developing a framework for a qualitative semi-structured interview guide. J Adv 

Nurs, 72(12), 2954-2965. https://doi.org/10.1111/jan.13031  

 

Kaloudi, N., & Li, J. (2020). The AI-based cyber threat landscape: A survey. ACM Computing 

Surveys, 53(1), 1–34. https://doi.org/10.1145/3372823 

 

Kaplan, A., & Haenlein, M. (2019). Siri, Siri, in my hand: Who's the fairest in the land? On the 

interpretations, illustrations, and implications of artificial intelligence. Business Horizons, 

62(1), 15–25. https://doi.org/10.1016/j.bushor.2018.08.004 

 

Kasula, B. Y. (2023). AI applications in healthcare: A comprehensive review of advancements 

and challenges. International Journal of Management Education for Sustainable 

Development, 6(6). Retrieved 

fromhttps://www.ijsdcs.com/index.php/IJMESD/article/view/400 

https://doi.org/10.1007/s12178-020-09600-8
https://doi.org/10.1016/j.socscimed.2021.114523
https://doi.org/10.1177/0008125619863436
https://doi.org/10.1016/j.riob.2016.10.001
https://doi.org/10.1177/0143831X231175701
https://doi.org/10.1111/jan.13031
https://doi.org/10.1145/3372823
https://doi.org/10.1016/j.bushor.2018.08.004


48 
 

 

Kyratsis, Y., Atun, R., Phillips, N., Tracey, P., & George, G. (2017). Health systems in 

transition: Professional identity work in the context of shifting institutional logics. Academy 

of Management Journal, 60(2), 610-641. 

https://doi.org/https://doi.org/10.5465/amj.2013.0684  

 

Laitinen, A., & Sahlgren, O. (2021). AI systems and respect for human autonomy. Frontiers in 

Artificial Intelligence, 4, 705164. https://doi.org/10.3389/frai.2021.705164 

 

Le Nguyen, T., & Do, T. T. H. (2019, August). Artificial intelligence in healthcare: A new 

technology benefit for both patients and doctors. In 2019 Portland International Conference 

on Management of Engineering and Technology (PICMET) (pp. 1–15). IEEE. 

https://doi.org/10.23919/PICMET.2019.8893884 

 

Loh, E. (2018). Medicine and the rise of the robots: A qualitative review of recent advances of 

artificial intelligence in health. BMJ Leader, 2(2), 59–63. https://doi.org/10.1136/leader-

2018-000071 

 

Lu, H., Li, Y., Chen, M., Kim, H., & Serikawa, S. (2018). Brain intelligence: Go beyond 

artificial intelligence. Mobile Networks and Applications, 23(2), 368–375. 

https://doi.org/10.1007/s11036-017-0932-8 

 

Mariani, M. M., Machado, I., Magrelli, V., & Dwivedi, Y. K. (2023). Artificial intelligence in 

innovation research: A systematic review, conceptual framework, and future research 

directions. Technovation, 122, 102623. https://doi.org/10.1016/j.technovation.2022.102623 

 

Masters, K. (2019). Artificial intelligence in medical education. Medical Teacher, 41(9), 976–

980. https://doi.org/10.1080/0142159X.2019.1595557 

 

Meskó, B., & Görög, M. (2020). A short guide for medical professionals in the era of artificial 

intelligence. NPJ Digital Medicine, 3, Article 126. https://doi.org/10.1038/s41746-020-

00333-z 

 

Mirbabaie, M., Brünker, F., Möllmann Frick, N. R. J., & Stieglitz, S. (2021). The rise of artificial 

intelligence – understanding the AI identity threat at the workplace. Electronic Markets 

2022, 32(1), 73–99. https://doi.org/10.1007/S12525-021-00496-X  

 

Nasr, M., Islam, Md. M., Shehata, S., Karray, F., & Quintana, Y. (2021). Smart Healthcare in the 

age of AI: Recent advances, challenges, and future prospects. IEEE Access, 9, 145248–

145270. https://doi.org/10.1109/access.2021.3118960  

 

https://doi.org/https:/doi.org/10.5465/amj.2013.0684
https://doi.org/10.1136/leader-2018-000071
https://doi.org/10.1136/leader-2018-000071
https://doi.org/10.1007/s11036-017-0932-8
https://doi.org/10.1016/j.technovation.2022.102623
https://doi.org/10.1080/0142159X.2019.1595557
https://doi.org/10.1038/s41746-020-00333-z
https://doi.org/10.1038/s41746-020-00333-z


49 
 

Nowak, A., Lukowicz, P., & Horodecki, P. (2018). Assessing artificial intelligence for humanity: 

Will AI be our biggest ever advance or the biggest threat? IEEE Technology and Society 

Magazine, 37(4), 26–34. https://doi.org/10.1109/mts.2018.2876105 

 

Paranjape, K., Schinkel, M., Nannan Panday, R., Car, J., & Nanayakkara, P. (2019). Introducing 

artificial intelligence training in medical education. JMIR Medical Education, 5(2), e16048. 

https://doi.org/10.2196/16048 

 

Parker, S. K., & Grote, G. (2022). Automation, algorithms, and beyond: Why work design 

matters more than ever in a digital world. Applied Psychology, 71(4), 1171–1204. 

https://doi.org/10.1111/apps.12241 

 

Pham, F. M. P. (2023). Artificial intelligence-supported systems in anesthesiology and its 

standpoint to date—A review. Open Journal of Anesthesiology, 13(7), 140–168. 

https://doi.org/10.4236/ojanes.2023.137014 

 

Perez, F., Conway, N., Peterson, J., & Roques, O. (2024). Me, my work and AI: How 

radiologists craft their work and identity. Journal of Vocational Behavior, 155, Article 

104042. https://doi.org/10.1016/j.jvb.2024.104042 

 

Petriglieri, J. L. (2011). Under Threat: Responses to and the Consequences of Threats to 

Individuals’ Identities. Academy of Management Review, 36(4), 641–662. 

https://doi.org/10.5465/AMR.2009.0087 

 

Petriglieri, G., Ashford, S. J., & Wrzesniewski, A. (2018). Agony and ecstasy in the gig 

economy: Cultivating holding environments for precarious and personalized work identities. 

Administrative Science Quarterly, 64(1), 124–170. 

https://doi.org/10.1177/0001839218759646  

 

Pratt, M. G., Rockmann, K. W., & Kaufmann, J. B. (2006). Constructing professional identity: 

The role of work and identity learning cycles in the customization of identity among 

medical residents. Academy of Management Journal, 49(2), 235–262. 

https://doi.org/10.5465/amj.2006.20786060 

 

Ramarajan, L., Rothbard, N. P., & Wilk, S. L. (2017). Discordant vs. Harmonious Selves: The 

Effects of Identity Conflict and Enhancement on Sales Performance in Employee–Customer 

Interactions. Academy of Management Journal, 60(6), 2208–2238. 

https://doi.org/10.5465/AMJ.2014.1142 

 

Ramesh, A. N., Kambhampati, C., Monson, J. R. T., & Drew, P. J. (2004). Artificial intelligence 

in medicine. Annals of The Royal College of Surgeons of England, 86(5), 334–338. 

https://doi.org/10.1308/147870804290 

 

https://doi.org/10.1109/mts.2018.2876105
https://doi.org/10.2196/16048
https://doi.org/10.1111/apps.12241
https://doi.org/10.4236/ojanes.2023.137014
https://doi.org/10.1016/j.jvb.2024.104042
https://doi.org/10.5465/AMR.2009.0087
https://doi.org/10.5465/amj.2006.20786060


50 
 

Reddy, S., Fox, J., & Purohit, M. P. (2018). Artificial Intelligence-enabled healthcare delivery. 

Journal of the Royal Society of Medicine, 112(1), 22–28. 

https://doi.org/10.1177/0141076818815510  

 

Ritchie, J., Lewis, J., & Elam, G. (2003). Designing and selecting samples. In J. Ritchie & J. 

Lewis (Eds.), Qualitative research practice: A guide for social science students and 

researchers (pp. 77–108). SAGE Publications. 

 

Ruslin, R., Mashuri, S., Rasak, M. S. A., Alhabsyi, F., & Syam, H. (2022). Semi-structured 

interview: A methodological reflection on the development of a qualitative research 

instrument in educational studies. IOSR Journal of Research & Method in Education, 12(1), 

22–29. https://doi.org/10.9790/7388-1201052229 

 

Sarwar, S., Dent, A., Faust, K., Richer, M., Djuric, U., Van Ommeren, R., & Diamandis, P. 

(2019, April 26). Physician perspectives on integration of artificial intelligence into 

diagnostic pathology. npj Digital Medicine, 2, Article 28. https://doi.org/10.1038/s41746-

019-0106-0 

 

Saunders, M., Lewis, P., & Thornhill, A. (2009). Research methods for business students (5th 

ed.). Pearson Education. 

 

Savulescu, J. (2020). Justice, fairness, and enhancement. In T. Murray & V. T. Chuan (Eds.), 

The ethics of sports technologies and human enhancement (pp. 309–326). Routledge. 

https://doi.org/10.4324/9781003075004-26 

 

Schwalbe, N., & Wahl, B. (2020). Artificial intelligence and the future of global health. The 

Lancet, 395(10236), 1579–1586. https://doi.org/10.1016/S0140-6736(20)30226-9 

 

Schwartz, S. H. (2016). Basic individual values: Sources and consequences. In T. Brosch & D. 

Sander (Eds.), Handbook of value: Perspectives from economics, neuroscience, philosophy, 

psychology, and sociology (pp. 63–84). Oxford University Press. 

 

Selenko, E., Bankins, S., Shoss, M., Warburton, J., & Restubog, S. L. (2022). Artificial 

Intelligence and the future of work: A functional-identity perspective. Current Directions in 

Psychological Science, 31(3), 272–279. https://doi.org/10.1177/09637214221091823  

 

Shuaib, A., Arian, H., & Shuaib, A. (2020). The increasing role of artificial intelligence in health 

care: will robots replace doctors in the future? International journal of general medicine, 

891-896. https://doi.org/ https://doi.org/10.2147/IJGM.S268093  

 

Stewart, J. E., Rybicki, F. J., & Dwivedi, G. (2020). Medical specialties involved in artificial 

intelligence research: Is there a leader? Tasman Medical Journal, 2(1), 20–27. 

 

https://doi.org/10.9790/7388-1201052229
https://doi.org/10.4324/9781003075004-26
https://doi.org/10.1016/S0140-6736(20)30226-9
https://doi.org/10.1177/09637214221091823
https://doi.org/
https://doi.org/10.2147/IJGM.S268093


51 
 

Strich, F., Mayer, A. S., & Fiedler, M. (2021). What Do I Do in a World of Artificial 

Intelligence? Investigating the Impact of Substitutive Decision-Making AI Systems on 

Employees’ Professional Role Identity. Journal of the Association for Information Systems, 

22(2), 304–324. https://doi.org/10.17705/1JAIS.00663  

 

Swick, H. M. (2000). Toward a normative definition of medical professionalism. Acad Med, 

75(6), 612-616. https://doi.org/10.1097/00001888-200006000-00010  

 

Tracy, S. J. (2019). Qualitative research methods: Collecting evidence, crafting analysis, 

communicating impact (2nd ed.). Wiley. 

 

Tursunbayeva, A., & Renkema, M. (2022). Artificial Intelligence in health‐care: Implications for 

the job design of Healthcare Professionals. Asia Pacific Journal of Human Resources, 61(4), 

845–887. https://doi.org/10.1111/1744-7941.12325  

 

Vogel, R. M., & Feldman, D. C. (2009). Integrating the levels of person-environment fit: The 

roles of vocational fit and group fit. Journal of Vocational Behavior, 75(1), 68–81. 

https://doi.org/10.1016/j.jvb.2009.03.007 

 

Walsh, T., Levy, N., Bell, G., Elliott, A., Maclaurin, J., Mareels, I., & Wood, F. (2019). The 

effective and ethical development of artificial intelligence: an opportunity to improve our 

wellbeing. Melbourne, Australia: Australian Council of Learned Academies. 

 

Wiles, F. (2013). 'Not easily put into a box': Constructing professional identity. Social Work 

Education, 32(7), 854–866. https://doi.org/10.1080/02615479.2012.705273 

 

Winship, C., & Mare, R. D. (1992). Models for Sample Selection Bias. Annual Review of 

Sociology, 18(1), 327–350. https://doi.org/10.1146/annurev.so.18.080192.001551 

 

Zaman, G., Radu, A. C., Răpan, I., & Berghea, F. (2021). New wave of disruptive technologies 

in the healthcare system. Economic Computation and Economic Cybernetics Studies and 

Research, 55(1), 117–133. https://doi.org/10.24818/18423264/55.1.21.08 

 

 
 

 

 

 

 

 

https://doi.org/10.1097/00001888-200006000-00010
https://doi.org/10.1016/j.jvb.2009.03.007
https://doi.org/10.1080/02615479.2012.705273


52 
 

Appendix A: Demographic Data – Questionnaire  

Name Age Gender Medical 

Specialty 

Years of 

Experience 

Hospital 

Location  

Do you use AI at 

work? 

A       

B       

…       
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Appendix B: Demographic Data – Questionnaire  
Themes  Main questions  Probing questions  

Introduction& Work Identity Could you tell me why you decided 

to become a doctor? 

 

Could you briefly explain a day at 

your job?  

 

 What does it mean to be a good 

doctor? In your opinion, what are 

some qualities of a good 

professional? 

Why? 

Values and professional identity Could you name some values that 

you believe are important for a 

doctor? Why? 

Are there any other personal values 

that you would like to add? 

You have been working as a doctor 

for some time now. Have you 

observed any difference in the 

values you had in the beginning and 

the ones you have now? 

 

 Would you say that working with 

AI has influenced your professional 

identity?  

Why? Can you provide an 

example?  

 Would you say that your 

professional identity made you 

more likely to adopt AI changes?  

 

 

AI  

Could you tell me how you would 

describe AI? 

 

 What are some tasks you are using 

AI for? 

 

How do you see the advancements 

of AI affecting or enhancing your 

profession now? What about the 

future? 

How do you prepare for this?  

 

Could you give me some examples 

of how it could affect your 

profession?  

 

Could you give me some examples 

of some benefits/drawbacks? 

Has your attitude about AI changed 

over time? 

Why? How? 

What do you think are the 

limitations of AI? 

How important do you think is the 

human component? 

Why? Could you elaborate? 

 Have you observed any changes 

regarding you professional identity 

since you started working with AI?  

 

 Do you believe that in the future 

your job could be replaced 

completely by AI? 

Why/why not? Could you 

elaborate?  

Closing  Is there anything you would like to add? 
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Appendix C: Exemplary quotes of first-order codes 

First order code Quotes 

1a. Driving force 

behind deciding to 

become a doctor 

I chose to become a doctor because I liked the idea that I could help people and be helpful in 

this way. I also enjoy being able to communicate with people and patients a lot. (Doc 3) 

 

I decided to become a doctor because I wanted to help people. I still believe it is essential to 

be willing to give something back to the society and not only. The fact that I like to work with 

people helped me a lot in making this choice, as I like to listen to them and to understand their 

needs (and here I do not mean only their medical needs). (Doc 4) 

 

My family played an important role when I decided to become a doctor. (…) After graduating 

from medical school and starting to work as a doctor, I realised that being a doctor is not 

necessarily a vocation. However, I would rather say that it is a job for people who are more 

inclined to be workaholics and willing to sacrifice. Moreover, some people do it only for their 

social status, because it sounds good to say you are a doctor. (Doc 6) 

1b. Key 

characteristics of 

being a professional 

First of all, I believe it requires a high level of knowledge, you need to know both the 

theoretical and the practical part, and here, especially in my job (surgeon), it implies the 

manual work that you do, the integration of different techniques and the integration of the 

machines that you use. Secondly, you must always be critical towards yourself and never 

forget to be humble, even as a doctor. (Doc 11)  

 

Every doctor should understand that the patient comes first, before anything else. Then, I 

believe that to be a good doctor, you need to be committed, communicate properly, and not 

be afraid to stand up for your patient. (Doc 2) 

 

I would say that to be a competent doctor you need to know both the theoretical and the 

practical things very well. Hence, knowledge is essential, along with being a responsible 

person. (Doc 7)  

1c. Empathy and 

socio-emotional 

relationships as a 

key component that 

defines who you are 

as a doctor 

 

Being empathetic helps significantly in this job because putting yourself in the patient’s shoes 

is important to understand their feelings. (Doc 7) 

 

Knowing how to work in a team and when to ask for help will always benefit the patient, and 

at the end of the day a doctor should never put his pride before the well-being of the patient 

(Doc 8) 
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It is important to be a good doctor, to be prepared, but what is super valuable is to be able to 

have empathy and respect towards your patients, to think what would happen if you were in 

their place (Doc 9) 

 

Medicine should be multidisciplinary, so you can not practice medicine on your own, 

especially not in a hospital, you would always need the opinion of another colleague from the 

same or a different department. Therefore, being able to work in a team is critical in our 

profession (Doc 10)  

2a. Flexible & open 

attitude towards AI 

I have always been very curious to see the benefits of using AI. For example, we needed to be 

patient and wait some time for many trials that used robots that integrated AI to take place to 

make sure that they are safe to use (…). However, I have never been reluctant to use AI. All 

the innovative technologies make our jobs easier and help us get a better surgical outcome. 

Therefore, I have always embraced this part of my profession. (Doc 3) 

 

I would embrace everything related to AI and technology in general because it helps us 

(doctors) decrease the time it takes to manage a patient, decrease the error rates, and improve 

the medical act overall. (Doc 5) 

 

Overall, in radiology there is a general impression that before we get to that point where we 

can talk about being entirely replaced by AI, it will help us more and more. This is why people 

should be willing to integrate it as much as possible into our practice. (Doc 1) 

 

I was reluctant in the beginning, because there was this hesitation regarding how good it is, 

how can it replace an experienced professional (…). However, as time passed, I understood 

what an important role it plays and how much it helps us and since then I started integrating 

it more. (Doc 13) 

2b. AI as an artificial 

superior brain, but in 

the foreseeable 

future, AI will 

always need the 

human input 

For me, AI is like an extra brain that you can use. It is like a tool that can substitute, for 

example, the lack of time, and what I mean by this is, for example, when you are in a situation 

where the time pressure is crucial, you might need to count on AI for some medical diagnosis 

or help with specific procedures. (Doc 13) 

 

AI’s capacity to access and use large databases to solve complex tasks highlights one of the 

main differences between humans and AI’s capabilities. (Doc 1) 

 

The stakes are too high in this field to be able to give 100% of your trust to AI and to remove 

the human component altogether. (Doc 14) 
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For example, for the oncologic pathology, there are a lot of therapeutic schemes, many drugs, 

many pills, that for some patients work, for others do not, for some they can save them, for 

others they can kill them. There is no way to tell for sure; sometimes it is like a gamble. 

Indeed, you, as a doctor, can weigh up certain things and specific criteria. However, oncology 

has not advanced so much that we can say, yes, this drug works for everyone, this therapeutic 

regimen works for everyone. Moreover, this machine, you give it the patient's data, what 

diseases they have had, what complications they have had, what treatments they have tried. It 

did not work, all sorts of things like that, and it tries, with the help of all the information taken 

from scientific articles, to give you the drug scheme that works the best and has been used for 

years, based on thousands of articles that have been analysed. It would be almost impossible 

for you as a person to do this, as it would take you a tremendous amount of time to go through 

all this information. (Doc 5) 

I believe that the human component will remain extremely important in medicine because 

even now, considering all the medical advancements, everything is still coordinated by the 

human being. At this point, the AI component has not reached the level of sophistication that 

would allow it to perform surgery or anaesthesia independently, so it still needs a doctor. (Doc 

7) 

 

The fact that AI uses this complex mechanism that can process data makes it superior based 

on this aspect to the human mind, as this is something extraordinary that helps us a lot when 

doing our jobs. (Doc 6) 

No, I am not afraid of being replaced, as only a computer alone could not do the job that a 

doctor does. I do not think that AI will reach the type of connection required between a doctor 

and a patient in the near future or that it will be able to get to that level of interhuman 

communication required in medicine. (Doc 3) 

 

I think you can program AI to do the anamnesis and set a diagnosis, but doing the follow-up 

and seeing how the patient’s condition evolves based on that treatment is something humans 

should do. The final decision should be in the hands of doctors (…). I do not believe that 

something created by humans will be able to replace humans completely (Doc 2) 

 

Nowadays the human component is indispensable. I can not tell how things will evolve, but 

people would never trust a result given only by AI (…). The human component will still be 

needed. (Doc 1) 

2c. AI can make 

mistakes as well, not 

It happened to me to get some false positive results when using AI. For example, it saw some 

things that were not there, and in the end, the X-ray results from the radiologist differed from 
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100% reliable – still 

human involvement 

 

those of the AI software. I am sure it also depends on the software, but I would not completely 

trust it to give the final result. (Doc 8) 

 

The critical eye of the doctor is critical, especially as a doctor gains more experience over 

time. From my point of view, an important aspect in medicine is the observational part, where 

you see the patient, interact with him/her and so on (…). So, I believe I could not rely 100% 

on AI and decide not to see the patient with my own eyes. (Doc 10) 

 

For example, once when I was on-call we did an X-ray on a patient and the AI software said 

that there was something there but the attending specialist said there was not (…). So indeed, 

the fact that AI still makes mistakes, I believe is a limitation, but the more it is used and the 

more it learns from the mistakes, the better it will be in the future (Doc 1) 

 

Because cases are so varied, and anatomy and people are so different, there are cases in which 

what we use, where the system still does not work correctly all the time. It lacks precision and 

sometimes it feels like it does not have the experience required to make final decisions (Doc 

13) 

2d. Always counting 

on technology can 

be dangerous  

 

If we rely too much on AI and technology, when there is going to be a blackout, for example, 

because it happens even here, we had blackouts…what will we do then? Indeed, there are 

generators and so on, but maybe they break down. What do you do then if you are used to AI, 

which helps you do certain things? I am just saying. I think it would be pretty difficult when 

you do not have this device, this software, this artificial intelligence at hand to provide you 

the help you are used to getting. (Doc 5) 

 

I believe that counting on technology could be distracting doctors from patients, so I do not 

believe it would be a good thing to rely only on it. (Doc 6) 

 

AI is using a learning curve, and nowadays, you can still see mistakes occasionally even if the 

technology advances. It already helps us and it will definitely help us even more in the future, 

but at the moment there is still much room for improvements (Doc 14)  

 

In my field, it is challenging to work without technology nowadays. It is not impossible, but 

returning to how things were done a long time ago is pretty difficult. (Doc 7) 

2e. Passion and 

dedication that AI 

can not replicate 

Being a doctor represents more than half of my life, because when I am not physically at the 

hospital I am on-call from home (…). Therefore, even if you want it or not, you always think 

about your patients, even when you are at home, and this is not an easy thing to do, it requires 

an unquestionable dedication and passion to sustain this type of life for a long time. (Doc 7) 
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This is my passion. I fell in love with surgery from the very beginning. It is a job that gives 

you much satisfaction, seeing that we manage to save the patients’ lives. (Doc 14) 

 

Being a doctor means that you have to be willing to sacrifice many things, be dedicated and 

offer everything that you have (…) For my specialty everything is like a complicated puzzle. 

Unfortunately, I work with people who end up being in ICU, people who are incredibly sick 

and who sometimes can not be saved. Therefore, you need to like everything this job entails; 

otherwise, you could not do it. (Doc 6)  

 

You should be passionate about what you are doing, and I know it will sound like a cliché, 

but when you like what you are doing, you will not feel like you are working. Especially in 

the specialty I am following, I believe that if you are not dedicated and passionate about your 

job, you will not make it physically and mentally, as we go through very tense situations.  

(Doc 8) 

3a. Higher chances 

of using AI for 

certain specialties& 

increased usage of 

AI in daily tasks  

 

AI is a massive help for me as a surgeon, it is integrated in many of the procedures I have to 

do when I am operating and it makes our lives easier (…) I do not think that we could do what 

we do now without AI and technology. (Doc 3) 

 

Nowadays, there is a tendency to use AI more, and anesthesiology is one of the medical 

specialties that has benefited from this trend. The machines that we use and that in turn use 

AI help us a lot and improve the monitoring process. (Doc 9) 

 

Right now, some of the robots we use when we operate use AI, which is already part of our 

practice. (Doc 14)  

3b. Not all medical 

specialties feel safe, 

increasing concerns 

for radiology 

I believe that for people working in radiology, there is a more significant concern of being 

replaced. (Doc 11) 

 

I believe for this specialty (radiology) there are more discussions regarding this topic (being 

replaced) than for others (…) I noticed that also at Congresses people mention this topic a lot. 

(Doc 12)  

 

If I followed this specialty (radiology), I believe I would be more concerned about being 

replaced. (Doc 7) 

3c. Being 

accountable for AI’s 

decisions 

For example, if something bad happens based on the decisions made by AI and the patient’s 

family wants to sue you, I think it would be pretty bad for the doctor to get sued for a decision 

made by AI. This is why I do not believe that someone would take full responsibility for the 
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 decisions made by AI, especially when it can still make quite big mistakes because, in the end, 

it can influence your career and your future. (Doc 8) 

 

Counting only on the results given by AI could distract us from the patient, which I believe is 

dangerous. (Doc 6) 

 

Being afraid of technology is a physiological fear, and it has been present for some time 

already (…). There is a particular fear of counting too much on technology, of letting it make 

decisions for you, because in the end we are responsible for a person’s life. Therefore, there 

is a level of reluctance when you have to let someone else, or something else in this case, 

decide for you. (Doc 14)  

 

There are life-and-death situations, very complex cases where you can not let technology 

decide for you, and your expertise as a doctor is the most important factor (Doc 11).  

3d. High levels of 

confidence of 

doctor’s role in the 

decision-making 

process 

 

You need an actual human being when you have to make important decisions (Doc 6) 

 

I find it almost impossible in my specialty to remove completely the human component, as in 

anesthesiology the decision-making process is very complex (…). As smart as AI can get, it 

is highly unlikely that a software can take this kind of decision. (Doc 8).  

 

No matter how much things evolve, you still need a human when making important decisions, 

especially in critical circumstances; therefore, I do not believe AI can completely replace me. 

(Doc 9) 

4a. AI taking over 

the tedious and 

repetitive tasks 

 

It is reassuring to know that, for example, in the future, when you are operating, you do not 

have to take one of the doctors out of the surgery, so this person can go and maybe check 

some things (e.g. something regarding the medical record). However, rather than a robot can 

go and do this for you, these kinds of tasks would prove helpful to be taken over by AI. (Doc 

14) 

 

AI takes over the repetitive part, which is an extraordinary aspect because we (doctors) can 

use that time to specialise more in other directions, evolve, and do something more valuable 

for the patient with the time we gain. (Doc 3) 

 

AI helps with the painstaking tasks, as it takes over these and gives me, as a doctor more time 

to focus on other tasks. (Doc 1) 
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Not to mention that many routine, simple tasks take much time, and AI can do that, which 

gives the doctor more time to focus on the important things, on the stuff that can only be done 

by humans. (Doc 14) 

4b. Having more 

time to focus on the 

human side, patients 

and profession 

 

AI is like some extra help that we can get, something that helps us do things faster and more 

efficiently and leaves us enough time to focus more on better understanding the patient and 

on developing this human side that has proven to be so important over the years and that AI, 

a robot, or technology can not replicate (Doc 13).  

 

Using AI helps us focus on what is truly important. It helps us be more involved with the 

patient, spend more time with him/her, try to understand the patient better. I see this as an 

evolution for the better. (Doc 12) 

 

I think we need to keep increasing the percentage of AI use to make our jobs easier and for 

the greater good of the patient. We need to implement and use any available technology to 

offer an advantage to both the patients and the doctors. (Doc 3)  

4c. AI as a second 

opinion for some 

specialties  

In emergency care, we use it as a second opinion, mainly because we are always against the 

clock, and sometimes, we might not have time to wait for the radiologist to interpret the X-

Ray, the CT, etc. So, we are trained to interpret them in these circumstances and use AI 

software to double-check. (Doc 5) 

 

Having AI as a second opinion helps you be more relaxed and offers extra certainty about the 

diagnosis you give to the patients. It also helps with increasing the number of patients you 

consult daily, the flexibility of work and the attention to detail. (Doc 1)  

 

The software we are using helps me be more confident about the diagnosis I put (…) especially 

because I am a resident and sometimes we are not that sure, using AI to double-check is useful. 

(Doc 13) 

 

In radiology, we can use it [AI] as a second opinion. I participated in research where both AI 

and I would interpret some X-rays, and I was pleasantly surprised to see that we had the same 

interpretation and results in 99,9% of the cases, which I believe is fantastic. (Doc 2)  

 

5a. Staying up to 

date by attending 

courses, trainings, 

workshops on using 

AI  

 

New drugs and new studies are coming out all the time and, in this field, we always need to 

update ourselves about these changes; you can not get stuck in the past (…). Especially now, 

it has proven to be very interesting for me how since we moved to a new hospital with state-

of-the-art technology, we had training regarding how to use specific machines and specific AI 

software in order to be able to do our jobs properly. (Doc 14) 
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A doctor's learning process never ends because new treatment regimens always appear. You 

must always be up to date with everything, especially now considering the rapid developments 

of AI and how important these are for anaesthesiology. By this, I mean not only to know what 

is happening in the hospital where you work, but also at an international level. You always 

need to strive to be one of the best, and you can only do this by constantly being open to 

learning. (Doc 8) 

 

It is nice that we talk about these changes at the congresses that we attend, because in this way 

it is easier for us to integrate these intelligent software into our daily jobs, it increases the 

possibility of using it more and in the end, it benefits both the doctors and the patients. (Doc 

12) 

 

Training is essential, both theoretical and practical. Being a doctor implies always learning 

new things and adapting to changes. (Doc 10) 

 

5b. There is a never-

ending learning 

process &. 

Distinction between 

young doctors and 

more experienced 

doctors 

 

We, as doctors, are open to change as this is something that we are taught to do ever since we 

were students. We always need to adapt to and embrace changes; honestly, I believe that in 

most cases, change is good. (Doc 8) 

 

I have observed that there is a trend, especially among younger doctors. They are more 

familiar with using AI, are more inclined to make steps towards the future, be more efficient, 

and count on the help of technology (…). As I have mentioned, I believe this (AI) will be the 

future and it could prove more difficult for us, older people to adapt, but I am sure we will 

succeed (Doc 4)  

 

The fact that we have used machines that use AI from the beginning helps us to be more open 

to it. This helps with optimising the process and the procedures that we do, which is a good 

thing for both the patient and the doctor. However, when integrating all these new 

technologies, we need to ensure that people are adequately trained to use these machines, 

regardless of age or if they are doctors, nurses, or other medical personnel. (Doc 9) 

5c. Increasing the 

utilisation of 

technology in 

medicine is the 

future 

 

No matter what happens in the end, in the medical field, the responsibility lies with the doctor. 

I do believe that AI plays a significant role in our field. I have observed a clear evolution of 

how things were when I started my residency compared to how they are now. Honestly, 

working with AI helped me better comprehend this technological part and understand at the 

same time that this is indeed the future. (Doc 5) 
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I observed an increase in the use of technology in radiology, and I believe that as a doctor, I 

will have to learn to work with this software even more in the future and adapt to its use. They 

have already proven useful to us, but I believe that in the future they will help us (doctors) 

save more time, increase the number of patients we see in a day, focus more on the medical 

part and somehow have a better yield. (Doc 12) 

 

Initially, I was not such a big fan of integrating and using technology, as I believed that we 

(as people) would become lazier. However, my perspective has changed, and I now see it as 

a higher form of knowledge. I believe we could not survive without it, neither now nor in the 

future. (Doc 6) 

 

Nowadays, there are no conferences where you would not have at least one lecture about AI. 

Somehow it feels like it is present everywhere now, and I have seen the amplitude it has gained 

during the past 10 years. (Doc 2) 

5d. Values and 

emotional change 

when working with 

AI 

Initially, I saw AI as an ‘enemy’; I perceived using it as somehow cheating and choosing the 

easy way. I had an intense internal conflict about this, I believed it was way too easy to get 

access to basically everything. I was like this until I understood how broad knowledge is 

nowadays and how many things we can learn and know with the help of AI. After this, my 

perspective changed entirely now, and I believe you can not do your job correctly now as an 

anesthesiologist without using the benefits of AI. (Doc 6) 

 

Yes, at the beginning, I was more reluctant; I was thinking about how efficient a system could 

be. My attitude changed because I realized it can evolve faster than humans. It doesn't replace 

an experienced, trained eye, but working with it, I saw it's beneficial. I realized it, especially 

when it broke down, and I worked without it for an evening, and I was on call, and I felt the 

difference between how fast I was doing things with it and how it is without it. (Doc 13) 

 

I believe the level of confidence that I had in AI increased, together with the level of 

confidence that I had in myself when I saw that my results and the robot's results overlapped 

around 99% regarding the results of those X-rays. (Doc 2) 

 

I was lucky enough to work with technology as much as possible from the beginning, so I 

cannot say that I observed a change when I started to integrate AI more. However, after 

finishing my residency and I started working at a hospital in a smaller city, I observed when 

interacting with more experienced (older) doctors that there was a certain reluctance to use 

technology, it was like they were scared of something, so I believe that for them AI would 

have been something shocking. I want to say that being exposed to technology from the 
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beginning played a role in how open I was to start working with AI and integrating it. (..) As 

we integrated more at work, I observed other doctors in the hospital who, after understanding 

how AI works and what its benefits are, started to use it more. It was like a switch was made, 

and from being reluctant in the beginning, they moved to using AI almost on a daily basis 

(Doc 7) 

6a. AI 

implementation 

method in the 

workplace  

 

I think what was beneficial for me was the fact that even from the early beginning, the place 

where I worked was up to date with the newest technologies and procedures used in modern 

hospitals. (…) I believe an important role in this was also played by the medical specialization 

that I have chosen, but overall, it had an important role (Doc 7)  

 

When I chose to work at the hospital where I work now, the implementation of the technology 

and the way it was presented to us were important to me. It's important to feel that you are 

part of the process, not that you are forced to use something without first understanding its 

implications. (Doc 2)  

 

I think it is really important that whenever we start using new technologies, so in the testing 

phase, we are always asked to give feedback after using them for a certain period of time. In 

this way we can make sure that the machines are really suited for what we have to do. If they 

prove good and fitting, we will continue to use them, but if this is not the case, nothing is 

forced onto us. (Doc 9) 

 

After working with new technologies and being one of the people who always tries to 

implement new things, I observed that it is important how you implement it. I would say that 

this process plays a very important role because if people understand why we would need to 

use these and how they can help, they will be more willing and open to changes in the future. 

(Doc 11)  

6b. Level of 

adoption of AI  

I have been working with AI from the beginning of my residency, the machines and the 

software that we need, they all work based on AI, so I believe this indeed was important 

regarding how open I was about this and how easy it is for me to work with it and integrate it 

into my daily practice. (Doc 8)  

 

We have high-tech ORs now, which not only improve the medical outcome, but they play an 

important role in doing more non-invasive procedures for the patient. In these ORs we have a 

lot of technology, machines and AI software integrated, which is going to prove to be useful 

for the doctors that will follow and that will be able to use these technologies from the 

beginning. (Doc 11) 
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After finishing my residency, I moved to a smaller hospital that was less modern and I 

observed a real difference regarding other doctors’ attitudes towards using more modern 

machines and techniques. It took some time to try to get closer to the level of usage of 

technology that I was used to and to try to bring these changes here. (Doc 7) 

 

 


