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Abstract

Distributed Denial of Service (DDoS) attacks prevent users from accessing a service by
flooding it with excessive, unsolicited traffic. A popular form is the Reflection & Am-
plification (R&A) attack. These take advantage of legitimate services by reflecting and
amplifying their responses to victims. IP spoofing is integral to these attacks, as attackers
change their source address to that of the victim, thereby masking their own. This makes
retribution against these attackers very challenging. A relatively unexplored approach for
exposing information about malicious spoofed traffic is to leverage the unique properties of
anycast routing. Under anycast, multiple sites are configured so that clients are automati-
cally connected to the site topologically closest to them. This means that if spoofed traffic
arrives at a certain anycast site, the spoofer must be located near that site, regardless of
what source address it uses. It is possible to analyze the catchment of networks that an
anycast site serves using the Verfploeter technique, a method that relies on active IPv4
wide probing. For this study, we lure spoofed DDoS traffic to the Tangled anycast testbed,
consisting of 32 widespread nodes. This is done by deploying the AmpPot honeypot at
every location. With this setup, we can create a list of prospect origin networks where a
spoofer potentially resides by filtering out networks from catchment measurements. This
is done based on the assumed hop count from the spoofer. We validated this method with
ground truth data provided by CAIDA’s Spoofer project. Based on our test subjects, we
can narrow down a spoofer’s network by systematically eliminating up to 98% of known
autonomous systems and routed prefixes. This sets the stage to determine more precisely
where spoofed DDoS attacks originate, which can greatly help in retribution against at-
tackers.
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Chapter 1

Introduction

Distributed Denial of Service (DDoS) attacks have wreaked havoc on the internet since
its inception. By flooding a victim with a large amount of unsolicited traffic, legitimate
users are denied access as the network or computational resources cannot keep up. Over
the years, these blunt but very effective attacks have taken on various forms. A popular
category in recent times is the Reflection & Amplification (R&A) attack. During these
attacks, the unsolicited traffic is not directly sent by a malicious node but reflected off of
a benign one. A malicious node forges request packets with the victim’s source address
and sends them to a benign reflector. This forging is known as IP spoofing, a technique
facilitated by some network operators not implementing proper source address validation.
The reflector receives the request and returns an unsolicited response to the victim. Am-
plification happens when the reflector hosts a service that can send large responses based
on small requests. By sending certain requests for protocols such as NTP or DNS, the
adversary can increase the size of the packets the victim receives. As adversaries mask
their actual IP address by changing it to that of the victim, distinguishing spoofed traffic
from benign traffic becomes complex. Let alone discovering the origin of the traffic. This
is the reason why countermeasures against R&A attacks often revolve around diverting
traffic instead of finding the adversary and holding them accountable.

A little-explored approach is investigating what information can be exposed about mali-
cious spoofed traffic by leveraging the unique properties of anycast routing. In an anycast
network, multiple sites can announce the same IP address. The BGP tries to route clients
contacting this address to the site "most nearby". In other terms, if a client located in The
Netherlands sends a request to an address announced by various geographically diverse
sites, it has a high probability of being routed to a site located in Amsterdam compared to
those further away. This is a process mostly invisible to clients, let alone something they
realistically have any control over.

Therefore, valuable insight can be gained if a malicious spoofer weaponizes a reflector
hosted on an IP address, which is announced across a topologically wide-spread set of any-
cast sites. The anycast site receiving the spoofed traffic indicates that the spoofer likely
resides in a network close to it. The most notable work on this subject is done by Vries
et al. [17]. They mention that a packet arriving at an anycast site with a source address
that should not be routed to that site could be a strong indicator for detecting malicious
spoofing.

Of course, "close by" is a relative term in networking. Fortunately, a method known
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as the Verfploeter technique was designed by de Vries et al. and further improved by Hen-
driks et al. [18, 24]. This technique enables us to reliably measure which /24 prefixes are
routed to which particular sites within an anycast network. This is done by sending ICMP
probes from one anycast site to every probable /24 prefix in the IPv4 space. All anycast
sites record from which prefixes they receive a reply, which makes up that site’s anycast
catchment. The implementation by Hendriks et al. can also measure unicast catchments
for each site.

The Verfploeter technique has been extensively tested on Tangled, an anycast testbed
consisting of 32 worldwide deployed sites conceived by Berthodolo et al. [11]. However,
no previous work has analyzed incoming spoofed traffic in an anycast environment besides
de Vries. Therefore, we deploy AmpPot on each of Tangled’s sites to lure in DDoS-based
spoofed traffic. Designed by Krämer et al., AmpPot is a honeypot disguised as an attrac-
tive reflector for R&A attacks [35]. It has proven highly effective in attracting DDoS-based
spoofed traffic in a controlled manner. This is done by replying to well-known amplifiable
requests with real or superficial responses without causing any real damage to the victim.
Most protocols popular for their amplification potential are covered by AmpPot, including
NTP and DNS.

By having a proven method for both inviting spoofed traffic to our anycast sites and
measuring every anycast site’s catchment, our research is the first to combine these tech-
niques to expose information about spoofed traffic. This allowed us not only to strengthen
the case for using anycast to detect spoofed traffic, as mentioned by de Vries, but also to
narrow down the networks from which spoofed traffic likely originates.

1.1 Research goal

The goal of this research is to determine spoofed traffic and examine what information can
be exposed about its origin networks with active catchment measurements. Shedding light
on this idea can lay the groundwork for developing methods to identify networks where a
spoofer might reside, making it possible to respond more effectively to DDoS attacks.

To achieve this goal, we focus on answering the following three questions:

i What characteristics are evident in honeypot traffic originating inside and outside our
anycast catchments?

ii How can these characteristics be used to narrow down from which networks spoofed
traffic originates?

iii Within which margins can we be sure the spoofers’ origin network is contained in our
narrowed-down set?

The first question gives a profile of the spoofed honeypot traffic we have measured through-
out this work and will describe how this relates to our anycast locations. The second
question describes a methodology derived from this knowledge to narrow down networks
from which spoofed traffic likely originates. The last question elaborates on how accurate
and effective the proposed methodology is in locating a spoofer.
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1.2 Thesis structure

The remainder of this thesis is structured in the following chapters: Chapter 2 goes more
in-depth on topics related to R&A attacks, anycast catchments and honeypots. Chapter 3
covers previous work related to ours. The results of the first research question are discussed
in Chapter 4. Chapter 5 discusses question two, while 6 and 7 focus on the last question.
We end this thesis by discussing limitations in Chapter 8 and the subsequent conclusions
in Chapter 9.
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Chapter 2

Background

2.1 Distributed Denial of Service Attacks

At its core, the internet allows any connected client to communicate with any endpoint
freely and as frequently as desired, given the endpoint’s IP address is known. This fun-
damental concept enables Denial of Service attacks. By flooding a victim with abundant
traffic, an attacker can deny legitimate use of the victim’s services as its resources get
depleted. DoS attacks are often done in a distributed manner, where an attacker instructs
a large set of nodes (often a botnet) to enlarge the stream of undesired network traffic sent
to the victim (DDoS) [41, 52]. These attacks can have serious consequences and are not
trivial to mitigate, as demonstrated by recent examples [22, 32, 45]. DDoS attacks can be
generalized into two types:

i Volumetric attacks rely on overwhelming a victim or the network it is located in by
generating a large amount of traffic. The bottleneck can be either the network link not
being able to forward all the packets, the victim failing to process all the traffic or a
combination of both.

ii Semantic attacks rely on depleting the victim’s resources via the application layer,
instead of the network or transport layer. This can be done by cleverly exploiting or
misusing a protocol [50].

2.1.1 Reflection & Amplification Attacks

Reflection & Amplification (R&A) attacks are an advanced category of DDoS attacks.
This method introduces a third party called the reflector, which is weaponized by the
usage of IP spoofing and abusing amplifiable protocols. The attacker manipulates the
reflector by spoofing their own IP address to that of the victim, reflecting large volumes
of unsolicited traffic to the victim. Amplification occurs when an attacker takes advantage
of an application protocol hosted on the reflector. The goal is to have a larger response
sent to the victim than the initial request sent to the reflector. Amplification is, therefore,
quantifiable by the Amplification Factor (AF) 2.1. AFs for certain protocols can rise into
the hundreds. A study by Rossow et al. demonstrated AFs for NTP up to 556.9 and for
CharGEN up to 358.8 [46].

AF = Response Packet Size
Request Packet Size

(2.1)
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Figure 2.1: A simplified diagram picturing the attacker, reflector and victim during
an R&A attack.

In more detail, an R&A attack is carried out as follows:

1. Attacker A sends a request to reflector R. Through spoofing, the source IP of this
request is that of victim V.

2. R receives this request and assumes, based on the source IP, it is coming from V.
Therefore, it processes the request and sends a larger (or amplified) response to V
depending on the protocol and request that is used by A.

3. V receives the large unsolicited response, overwhelming the network link it resides
in or draining its resources trying to process it.

A non-distributed R&A attack as described above is shown in Figure 2.1.

2.1.2 IP Spoofing

Any packet sent between two endpoints over the internet is transmitted using the Internet
Protocol (IP). Each node, for example, an end device, router, or server is given a unique
IP address. These addresses are needed to route packets (IP datagrams) to their desired
destination. Therefore, each packet stores a source IP address (meaning the address of the
sender) and destination IP address field in its IP header. Unfortunately, due to the naive
implementation of the IP, the source address is often not verified to be the sender’s actual
address. This flaw enables nodes sending packets to lie about the IP address they originate
from [20]. Within the context of DoS attacks, this IP spoofing is utilized in the following
ways:

• In traditional DoS attacks, attackers often use spoofing to masquerade their IP ad-
dress, or that of the nodes executing a DDoS attack to avoid retribution.

• An attacker can spoof the source address dynamically, making it very difficult for
the victim to filter traffic based on the address it is coming from.
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• Upper layers of the OSI model use the source as a reply address, most notably the
protocols found in the application layer. For example, if a time request is sent to an
NTP server containing a spoofed IP address, the server will send the response to that
address without question. This explains why spoofing is essential for R&A attacks
to work.

2.1.3 Amplifiable protocols

Not every application protocol is suitable for amplification within an R&A attack. Natu-
rally, it should be able to generate large responses triggered by small requests. Granted,
with the nuance that the attacker cannot communicate further past the initial request
sent to the reflector, because of IP spoofing. TCP-based protocols require a 3-way hand-
shake to be completed before sending application data is possible, making them complex
to weaponize. Although research has been done on TCP reflection with impressive re-
sults [12, 36, 37], they are not the prime target for amplification. UDP-based protocols do
not require a handshake making direct request-and-response communication for applica-
tion data possible, more fitting for R&A attacks. Work done by [13,31,35,36,46] show that
many protocols have large amplification potential (for example SSDP, QOTD, CharGEN),
but the most commonly exploited are DNS and NTP.

The DNS (Domain Name System) protocol provides a distributed and hierarchical sys-
tem for looking up which IP address corresponds to a given domain name. For example, if
www.utwente.nl needs to be accessed, the web browser queries the DNS to find it needs
to contact 130.89.109.227. Due to its distributed and hierarchical nature, various server
types can be used to achieve amplification within the DNS. Open DNS resolvers are a
common example [57]. These nodes are the middleman between the client and the various
hierarchical levels of name servers: Root, Top Level Domain (TLD), and Second Level
Domain (SLD). When openly exposed to the internet, any client on the internet can query
these resolvers making them a fitting reflector. However, SLD name servers can be stand-
alone reflectors themselves [39].
Besides choosing the right reflector, attackers have a selection of parameters to enlarge the
size of DNS responses:

• ANY query types return all available DNS records for a given domain [53].

• TXT records can yield large responses, especially for top-ranked or maliciously crafted
domains [39].

• The EDNS extension mechanism can be used to enlarge the maximum response
length of 512 bytes [39].

• DNSSEC adds cryptographic signatures to DNS responses making them larger, es-
pecially combined with the above-mentioned techniques [54].

Apart from DNS, NTP also provides a large amplification potential. The Network Time
Protocol’s primary use is synchronizing the clock time of clients. However, commands used
for diagnostic purposes can yield large responses. The monlist command returns the last
600 connected clients [47]. Other examples are the version and showpeers commands [16].
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2.2 IP Anycast

Originally, the internet was conceived with only one-to-one communication in mind, com-
parable to traditional mail. A sender can send data to one distinct receiver, with both
parties being identified by their unique IP address. The IP later expanded the unicast
approach with options to send data to more than one receiver. Broadcast allows data
transmission to all nodes in a network and multicast to a subset of nodes with a shared
interest (during videoconferencing for example). However, these routing methods do not
solve the limitations of unicast:

• Redundancy is made difficult when unicast routing is used. If the receiving node goes
offline, it is up to the transport or application layer to redirect to a backup node.

• Load-balancing is complex to implement. If there is a need to spread out traffic over
multiple receivers to reduce the load on up- or downlink bandwidth, unicast does not
provide an integrated solution.

• Latency due to a geographical location is not easily mitigated under unicast. For
the fastest experience, clients benefit from using any endpoint physically closest to
them.

IP anycast tries to solve these shortcomings by allowing multiple different sites to be
advertised under the same IP address. When a client contacts this address, it is routed
to the "best" option making one-to-one-of-many communication possible. This is done
without relying on extra logic provided by the client, network, or endpoint [40].

2.2.1 Autonomous Systems & BGP

To determine the best option, anycast leverages the BGP (Border Gateway Protocol)
which is used to exchange routing information across different ASes (Autonomous Sys-
tems). To grasp the concept of ASes, it is important to understand that the internet is
not comprised of one massive network. Rather, out of tens of thousands of large networks,
each being an AS. In turn, an AS is responsible for routing a specific range of IP addresses,
known as its IP space.

When a node needs to communicate with an IP address outside its AS, the AS’s rout-
ing table is consulted. BGP makes sure these tables are up-to-date, as routing between
ASes constantly changes. Each row consists of an IP address prefix (varying in specificity),
the path of all ASes needed to get there and the IP address of the next hop. These prefixes
are also known as routed prefixes (RPFXes). Every AS can send a BGP announcement
indicating a routing change, primarily when a new IP range is acquired or routing policies
have changed. These are propagated to all ASes as they update their routing tables and
notify their peers accordingly.

2.2.2 Routing approach

An AS will choose the next hop, taking into account the best-fitting prefix and shortest AS
path. Under unicast, that will still be possible for only one site. Anycast’s advantage of
allowing different sites to have the same IP address becomes apparent. By deploying sites
in multiple ASes (preferably in various geographical locations), clients are directed to the
site with the best-fitting path. This results in lower latency [48], balances (DDoS-based)
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AS 1

AS 2 AS 3

AS 4 AS 5

Site A
IP: 2.2.0.2

Site B
IP: 2.2.0.2

Site C
IP: 2.2.0.2

Sends request to 2.2.0.2

Figure 2.2: A simplified diagram of three anycast sites routed under the same IP
address. BGP routing makes an effort to select the site with the shortest path.

heavy traffic over multiple sites [28,42,56], and makes redundancy possible when properly
implemented. This is demonstrated in Figure 2.2.

2.2.3 Adoption & Measurement

Anycast mainly found its footing in DNS shortly after it was introduced for root servers.
Today, most TLD servers are anycasted and adoption is rising under authoritative name
servers [19, 51]. CDNs, anti-DDoS prevention services and many other entities benefit
from the technology as well [14]. However, deploying and managing multiple anycast sites
is challenging. BGP routing can be unpredictable, not every AS hop adds the same latency
and AS routing policies are not always transparent. This creates the need to analyze and
understand which IP prefixes an anycast site is covering. Measuring these catchments has
been done by various methods.

Catchment mapping is commonly performed using platforms such as RIPE Atlas [2]. These
services offer measurements from various distributed VPs (Vantage Points) sending probes.
This setup allows for querying anycast services from topologically diverse locations across
the internet. By analyzing the responses, the goal is to gain knowledge of catchments by
mapping the IP addresses of VPs to anycast sites [42,48].

2.2.4 Verfploeter

The downsides of using this approach are the added complexity and cost of managing all
VPs. Also, deployments of VPs are not unbiased compared to the population of internet
users [9]. Therefore, efforts have been made to measure catchments using the anycast sites
themselves, rather than relying on a network of active VPs.

Verfploeter is a tool designed to send ICMP echo requests from the anycast network block
(or inside the anycast service IP prefix) to almost all /24 IPv4 networks. Catchments can
be mapped by recording which anycast site receives the incoming reply [18, 24]. Every
anycast site sends the attributes of incoming ICMP replies to a central collector where
they are labeled and aggregated, as demonstrated in Figure 2.3. This effectively makes
any computer on the internet replying to ICMP pings a passive VP, drastically increasing
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Site A

Internet

Site B

Collector

Figure 2.3: A diagram picturing Verfploeter’s mapping process. The black arrows
represent the internet-wide ICMP probing. Via anycast routing, every node’s reply
ends up at one of the sites. This information is collected and aggregated to map out
each catchment.

the granularity of the mapping. The only trade-off compared to measurement platforms is
that every anycast site has to participate during a measurement, as all sites need to record
incoming echo responses simultaneously for a complete result.

2.3 IP Spoofing prevention

IP anycast has proven to be an effective tool to blunt DDoS-attacks when deployed in
a well-designed manner [42, 56]. However, solving the problem by actively detecting and
preventing DDoS-attacks is more desired. A large amount of research has been done
on devising effective methods to achieve this goal. Artificial intelligence techniques and
statistical methodologies can yield the detection of DDoS attacks [29]. However, these
approaches have the disadvantage of relying on real-time traffic classification, requiring
detection to occur as the attack is already underway. A potentially more proactive method
of combating DDoS attacks is the prevention of IP spoofing. As described in section 2.1.2,
spoofing is the driving force behind R&A attacks and makes traditional attacks more
powerful.
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Internet

Site A

Site B

Figure 2.4: A diagram picturing two anycast sites. Site A can deduce spoofing as
the attacker is using an IP not typically seen in its catchment.

2.3.1 Ingress filtering

Spoofing prevention has been ongoing since very early on the internet’s lifespan. RFC 2827
(or BCP38) is a best practice recommendation that advises AS operators to implement
ingress filtering on their outgoing traffic [49]. Simply put, if traffic wants to leave with a
source IP outside of the prefix the operator is handling, it must be dropped. Implementa-
tion of this best practice has been increasing but is still far from widespread, presumably
because AS operators do not directly gain any benefit from implementing these network
hygiene practices [3].

2.3.2 Catchment-based Detection

BCP38 relies mostly on the goodwill of AS operators, indicating a need for an alternative
method against IP spoofing. Anycast shows potential for this purpose. Although a spoofer
can lie about its source IP, it cannot manipulate how its packets are topologically routed
to their destination. Similarly, the same can be said for which particular anycast site the
packets arrive at. Section 2.2.2 explains that clients are routed to the anycast site with the
best-fitting path from the AS they reside in. De Vries et al. mention that when a packet
arrives at an anycast site with a source address typically not served, it could indicate an
instance of spoofing, as displayed in Figure 2.4 [17].

For this approach to be feasible, finely granular and precise mapping of a site’s catch-
ment is essential. As described in Section 2.2.4, Verfploeter fits into this need, being able
to probe the IPv4 space from a major hitlist and subsequently observe which anycast site
receives a reply.
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Chapter 3

Related work

This chapter of the report will focus on all previous studies related to the subject matter and
how this research plans to expand upon their results. The state-of-the-art in TTL-based
spoofing detection will be touched upon together with previous Verfploeter deployments,
other methods of catchment mapping and catchment-based spoofing detection. Lastly,
important work on amplification honeypots will be discussed.

3.1 TTL-based Spoofing detection

To prevent a packet from ending up in a routing loop due to misconfigured networks, the
IP header contains a Time-to-Live (TTL) field. RFC 791 demands that every module
handling an IP datagram must decrease its TTL value by 1 (representing 1 "hop"). When
it reaches 0, the packets must be dropped [4], with each operating system having its own
publicly known initial TTL value.

This mechanism can also be utilized to detect spoofed packets. Although an attacker
can change the initial TTL value, the number of hops a packet has traveled cannot be
manipulated. This means that the TTL of a spoofed packet will not match that of a legit-
imate one, as the hops decrease based on the attacker’s topological location, illustrated in
3.1. Cheng et al. [55] utilized this idea by proposing a two-step method. Legitimate traffic
is first observed to create a mapping between clients and their valid hop count. During
the enforcement stage, every packet is checked against this mapping and dropped when
the TTL is outside a certain range. An improvement proposed by Mukaddam et al. [43]
changes the mapping by saving a list of all possible hop counts seen in the past per IP,
instead of one value.

Unfortunately, this method falls short in the context of UDP and, therefore, R&A at-
tacks. Traffic is deemed "legitimate" when it has completed a TCP handshake. This
classification does not work for UDP, because of its connectionless architecture, as de-
scribed in Section 2.1.3. Michael et al. [8] try to stretch the idea of TTL-based filtering
by implementing active probing for every received packet to verify its hop count. Besides
deeming this impractical, they conclude that more fundamental solutions are needed to
combat IP spoofing.
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IP: 2.2.0.2 

IP: 2.2.0.2
(spoofed) 

TTL: 61

TTL: 62

Figure 3.1: A simplified diagram of TTL-based spoofing detection. The TTL val-
ues do not match up because the attacker sends spoofed traffic from a topologically
different location than the legitimate sender.

3.2 Verfploeter deployments

Verfploeter’s global probing methodology was first measured on both the B-Root DNS
service and the Tangled anycast testbed by de Vries et al. [18]. In both cases, catchments
were studied by comparing Verfploeters mapping to the traditional method of probing by
active VPs provided by RIPE Atlas. Here Verfploeter’s much broader coverage for most
populated areas was demonstrated by the lack of probes RIPE Atlas has deployed in areas
such as China. Also, Verfploeter greatly outperformed Atlas by the number of observations
in areas covered by both methodologies, concluding with the fact that Verfploeter was able
to see approximately 430x more blocks compared to Atlas. These highly dense catchments
allowed for the discovery of divisions within ASes, by analyzing various catchments occur-
ring inside the same AS. Approximately 12.7% of all ASes seemed to be served by more
than one site, where ASes announcing more prefixes often see more sites from their network.

Crucially for our research, they also analyzed the stability of catchments with Tangled.
If the set of VPs in a catchment rapidly fluctuates, it becomes a less reliable source for
deducing spoofed traffic. Measuring every 15 minutes for a day, they observed that 95% of
the 3.71M passive VPs keep responding and stay within their catchment. Approximately,
a remaining 2.5% stopped responding and the other 2.5% flipped from catchment. It has
to be said that Tangled has greatly expanded its sites since then. Also, these measure-
ments were done over 24 hours, not multiple days or weeks. Although promising, more
measurements are needed to prove that catchments are stable enough for further analyses
like ours.

3.3 Catchment Mapping

The usage of probing with Verfploeter or a measurement platform such as RIPE Atlas
does not encapsulate all work done on mapping anycast catchments. A study done by
Microsoft Bing shows the usage of analyzing logs and active client-side participation [44].
This method can get as broad of a result as Verfploeter but is limited by the number of
clients able and willing to participate.
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A different approach is the analysis of logs made available by anycast operators, as seen
with [14,21]. Naturally, these logs give the clearest picture of anycast catchments possible
and are interesting to utilize, but operators giving away their logs is rare due to policy or
privacy reasons. Besides, they are not a solution for continuous measurement.

Within the context of DNS, there have been several studies that try to get more insight
into what networks a site can serve by enriching probing taking into account latency and
geolocation. [10,15,38].

3.4 Catchments against Spoofing

De Vries et al. scaled up their work with Verfploeter by deploying it in Cloudflare’s any-
cast network [17]. They demonstrated Verfploeter’s potential as a countermeasure against
spoofing by first measuring if the IPs in their hitlist (one single address per /24 prefix)
are associated with only one anycast site. Results not only show that this is the case for
95% of the IPs, but many ASes and the entirety of their addresses are seen at just one site
within Cloudflare’s network.

With this knowledge, they deem source addresses arriving at a site outside this mapping to
be likely spoofed. This was further demonstrated by measuring a known SYN-flood attack,
where a steep rise of unexpected traffic throughout the attack was observed. Although this
shows potential for catchments being a strong signal against spoofing compared to only
TTL analysis or other methods, questions remain.

Cloudflare has with more than 300 sites the biggest anycast network in the world, ex-
plaining the small and specific catchments. Our research allows verifying this technique
on the scale of Tangled, having only 32 sites available. Not to mention, SYN-flood attacks
do not resemble the traffic seen during R&A attacks as described in section 2.1.1.

3.5 Amplification Honeypots

There is no previous work on deploying honeypots within an anycast network. Fortunately,
this is a proven method for attracting spoofed traffic for amplification under unicast deploy-
ment. Notable work was done by Krämer et al. building AmpPot, a honeypot deploying
a set of services in an amplifiable configuration shown in Table 3.1 [35].

Responses are sent to clients based on a chosen strategy. "Emulated" chooses a ran-
dom response in a protocol-specific format. "Proxied" sends a legitimate response coming
from a real service. Lastly, "agnostic" replies to any request with a large set of random
bytes not representing a real response at all. Interestingly, agnostic honeypots missed a
sizable amount of attacks compared to proxied and emulated. However, their deployment
was not able to conclude which is the better strategy.

In other work, Krupp et al. modify AmpPot to fingerprint scanners probing for ampli-
fiable services to link them to attacks [33]. They expanded their work with AmpPot to
correlate R&A attacks to so-called booters, which provide DDoS attacks as a conveniently
presented service [34]. Most recently, Griffioen et al. took honeypot analysis to a new
level for amplification attacks by deploying a network of over 500 custom honeypots [23].
Interestingly, with their widespread deployment, they concluded that attackers do not care
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Protocol Percentage of all attacks AF Scenario
NTP 37.0% 556.9 Section 2.1.3
DNS 28.5% 28 to 54 Section 2.1.3
SSDP 27.3% 30.8 SEARCH request
CharGen 7.0% 358.9 Character generation request
QOTD < 0.3% 140.3 Quote request
MSSQL < 0.3% - -
NetBIOS < 0.3% 3.8 Name resolution
SNMP < 0.3% 6.3 GetBulk request

Table 3.1: AmpPot supported protocols and percentage of observed attacks. In-
cluded are the AF’s and attack scenarios observed by the work of Rossow et al. [46]

if a reflector is clearly a honeypot. Outside of the protocols served by AmpPot, Kondo et
al. build their honeypot to further investigate amplification of Memcached [30].
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Chapter 4

Data collection

The goal for this study is to determine spoofed traffic and identify a candidate set of
offending networks. To achieve this, we compare catchment data with honeypot traffic
destined for our anycast network. Aside from de Vries et al. mentioning it in their work,
no previous research has been conducted on analyzing DDoS-based spoofed traffic in the
context of an anycast environment [17]. Therefore, a setup was built to carry out catch-
ment measurements and invite spoofed traffic into the Tangled anycast testbed. The main
goal of this installation is to gain an understanding of which traffic characteristics can be
used for comparison against catchment data. With exploratory analysis on which anycast
and unicast honeypots are involved in attacking the same target, we build a traffic profile
establishing the basis for narrowing down a spoofers’ origin network.

In this chapter, we discuss every asset of the measurement setup and provide a data
demographic across an observation period of three months for both anycast and unicast
honeypot traffic.

4.1 Measurement setup

Several technologies are combined to create the unique measurement setup for this work.
Our system consists of 33 nodes. 32 identical measurement nodes spread across the world
serve as our vantage points. An essential detail is that each of these 32 nodes are reachable
by their unicast address and a dedicated anycast prefix. This is made possible by the fact
that each node can announce this prefix through BGP by leveraging the Tangled testbed.
One node outside of this setup serves as our collector. Lastly, both take advantage of an S3
instance for data backup. A simplified diagram of the entire infrastructure is pictured in
the Appendix A.1. In the sections that follow, we provide more detail on each component
of our measurement setup.

4.1.1 Measurement nodes

Our measurement nodes are the central piece of this setup. An exhaustive list of all 32
measurement nodes and their locations can be found in the Appendix A.2, their geographi-
cal distribution is drawn on a map in Figure 4.1. In summary, there are eleven deployments
in North America, eight in Asia, eight in Europe, two in South America, two in Oceania,
and one in Africa. Each node has an identical software stack, which is pictured in Figure 4.3

One of the two core processes running on each measurement node is the honeypot Amp-
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Figure 4.1: A map showing all 32 measurement nodes.

Pot. We choose to configure it to run in "Emulation Mode" for every service it supports,
as described in Table 3.1. This means that it reacts to well-known, amplifiable requests
with a realistic but superficial response. Every one of these requests is saved in an SQLite
file, which is backed up daily to S3. An important detail is that AmpPot listens to traffic
destined for two IP addresses. One is the node’s unique unicast address; the other is
an address from the dedicated anycast prefix, which is the same across all measurement
nodes. To ensure that these honeypots are not able to do real damage, they are heavily
rate-limited. When a not-yet-observed source address arrives at AmpPot, it is allowed to
send three initial requests. After that, the /24 prefix of that source address is saved, and
AmpPot allows only one request every 60 seconds from any of the addresses in that prefix.
Every hour, this list of prefixes is wiped to mask the rate-limiting as much as possible.

The other process running is the MAnycast client, which receives measurement instructions
from the collector node. These mainly involve commanding the node to listen for incoming
ICMP echo replies and (depending on the type of measurement) send ICMP echo requests.
Incoming ICMP replies are then formatted and sent to the collector node.

4.1.2 Collector node

Outside of the 32 measurement nodes in our anycast network, we also deployed an extra
collector node. The collector node serves as the home base of this setup, with launching
catchment measurements and aggregating data being its main purpose. Its software stack
is pictured in Figure 4.2. The MAnycast server executes two types of daily catchment mea-
surements. One is an anycast catchment measurement, where one node is used to probe
a hitlist from an anycast address and all nodes record incoming replies, as described in
Section 2.2.4. The other is a unicast catchment measurement, where all nodes probe to a
hitlist from their respective unicast address. In both cases, the MAnycast server collects
and aggregates replies from all nodes to a CSV file and backs it up to S3.

The ANT Lab research group at USC provides the hitlist used for these measurements.
This dataset represents a set of addresses in each probable IPv4 /24 block that is most
likely to be ICMP echo responsive [1]. We deem a probing result from an address of this
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list to apply to the full /24 prefix it belongs to. The collector node also hosts a ClickHouse
database where all honeypot traffic data is ingested daily. This enables us to slice through
traffic data efficiently while also enabling live monitoring with Grafana.
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Figure 4.2: A diagram showing the core software stack and data flow of the collector
node.
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Figure 4.3: A diagram showing the core software stack and data flow of a measure-
ment node.
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Protocols Total Request Count
NTP 3,726,693,863
DNS 799,065,650
UPnP 77,353,037
Memcached 37,290,590
LDAP 21,687,567
RPC 436,819
MS SQL 314,495
SNMP 148,213
SIP 102,397
TFTP 78,546
RIP 41,348
SIP 6,829
QOTD 1,906
Jenkins CI 461
NetBIOS 169
Chargen 168

Table 4.1: Total amount of requests observed per protocol over all 32 honeypots
during our observation period of 82 days.

4.2 Honeypot traffic

In this section, we provide details about the nature of the traffic captured by our honey-
pots. We do this for every honeypot’s unicast and anycast endpoint. Although this work
does not focus on fully profiling DDoS attacks, the insight gained from analyzing this traf-
fic is crucial for understanding how we use spoofed traffic in combination with catchment
measurements to narrow down prospect offending networks.

Our honeypots were actively monitored from 11 November 2024 to the first of February
2025. During this period, all 32 sites received a grand total of approximately 4.7 billion re-
quests aimed at 1.1 billion unique targets. Adversaries mainly seemed to weaponize NTP,
accounting for 79.97% of all observed traffic. DNS made up 17.13%, with other proto-
cols facilitating the remainder of attacks, as seen in Table 4.1. This data demographic is
only scoped around DNS and NTP , since these two protocols were the clear favorites for
weaponization during our observation period.

4.2.1 Unicast traffic

Firstly, we focus on the number of requests, targets and attacks for unicast traffic to give
insight on how our honeypots are reached by adversaries in a more traditional context.
Typically, a unicast honeypot observes around 1.2 million NTP and 132,000 DNS requests
daily. When it comes to targets, 9,915 distinct source addresses are observed for NTP
and 1,878 for DNS daily. These figures are derived from calculating the median number of
requests and distinct source addresses for each site during the observation period, followed
by calculating the average of these medians. It is safe to say that all sites see a very similar
amount of NTP traffic on unicast; DNS is less evenly spread. A full breakdown is shown
in Figures 4.4, 4.5, 4.6 and 4.7.
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Figure 4.4: Median number of daily NTP requests over all unicast locations.
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Figure 4.5: Median number of daily DNS requests over all unicast locations.
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Figure 4.6: Median number of daily distinct targets over NTP for each unicast
location.
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Figure 4.7: Median number of daily distinct targets over DNS for each unicast
location.
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Figure 4.8: NTP request per second at the Dallas unicast honeypot on December
8, 2024.
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Figure 4.9: DNS request per second at the Dallas unicast honeypot on December
12, 2024.

To get a sense of how many sites share the same target within the same day, we zoom
in on the 21st of January as an example. This was an above-average day, with our unicast
honeypots seeing 10,247 distinct source addresses for NTP and 4,232 for DNS. 80.5% of
targets from the NTP set were observed at least once across 29 to 32 sites that day.
Interestingly, distribution over DNS is very different, with 75.1% of targets observed at
least once at only one to four sites. We leave a more detailed study of the distribution of
attack targets to future work.

4.2.2 Observed attacks

Only analyzing targets does not directly tell much about actual attack campaigns. To gain
an understanding of how many large campaigns are observed within a day, we assume a
major attack is happening during any burst of traffic far above the rate seen under normal
circumstances. To get a sense of what the largest bursts of traffic consist of, we choose
two days based on a typical number of total requests for both NTP and DNS and plot out
their request per second distribution.

On the eighth of December 2024, the us-dfw unicast honeypot observed a total of 1.27
million NTP requests; the request per second distribution is displayed in Figure 4.8. This
plot shows that usually, the number of requests per second does not climb higher than 20.
For 95% of the day, traffic does not spike above 47 requests per second. This day did see
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Figure 4.10: Total amount of NTP request for each anycast location. Only those
with 1 million or more are plotted.
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Figure 4.11: Total amount of DNS request for each anycast location. Only those
with 100,000 or more are plotted.

some large bursts between 100 and 120 requests per second.

For DNS, the same honeypot observed 132,000 requests on the 12th of December, 2024.
Figure 4.9 makes it immediately clear that this traffic is a lot more tame, with request per
second not reaching above nine for 95% of the day. When traffic surpasses this threshold,
the largest rate we see is 17.

It is important to note that relying solely on traffic spikes to define a major attack cam-
paign does not yield a complete picture. There are many cases where a wide set of targets is
attacked on a relatively low request per second rate for days or weeks, which could be just
as or even more damaging to the victim compared to intense bursts. Nevertheless, there
is reason to believe our honeypots are well represented in the DDoS-attack ecosystem, as
we confirmed their participation in the attacks targeting multiple educational institutions
on January 15, 2025 [26,27]. Sixteen unicast honeypots participated, all of them attacking
the same prefixes. The largest burst we measured spanned seven minutes, where each
honeypot received around 21,000 DNS requests.
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Figure 4.12: Average amount of prefixes in every site’s catchment measured daily
over a week.

Intersection Overlap
sg-sgp ∩ in-bom 12.6%
in-bom ∩ us-sjc 3.5%
sg-sgp ∩ us-sjc 3.4%
in-bom ∩ br-sao 2.6%
us-dfw ∩ in-bom 0.8%
us-dfw ∩ br-sao 0.7%
sg-sgp ∩ br-sao 0.7%
us-dfw ∩ us-sjc 0.2%
us-dfw ∩ sg-sgp 0.1%
us-sjc ∩ br-sao 0.1%

Table 4.2: The top five any-
cast honeypots intersected based on
source address and packet arrival
day tuples for NTP traffic.

Intersection Overlap
us-dfw ∩ us-mia 44.8%
cl-scl ∩ br-sao 11.0%
us-dfw ∩ in-bom 1.7%
in-bom ∩ us-mia 1.4%
us-dfw ∩ br-sao 0.3%
in-bom ∩ br-sao 0.1%
us-mia ∩ br-sao 0.1%
us-dfw ∩ cl-scl 0.0%
cl-scl ∩ us-mia 0.0%
cl-scl ∩ in-bom 0.0%

Table 4.3: The top five any-
cast honeypots intersected based on
source address and packet arrival
day tuples for DNS traffic.

4.2.3 Anycast traffic

Traffic observed by our anycast honeypots is the most valuable, as this has to stem from
adversaries topologically near the measurement node. This has the added effect that the
amount of requests observed across anycast honeypots is not spread evenly. Starting with
NTP, only a select few sites received the majority of anycast traffic. Within our two-
month observation period, the Dallas site received 38.9% of all NTP traffic destined for
our anycast address. The rest of the top five are comprised of Singapore (15.5%), Mumbai
(12.6%), San Jose (10.6%) and São Paulo (6.7%). The same can be observed for DNS.
Santiago receives 35.6% off all DNS anycast traffic. Sites that follow are Dallas (20.8%),
São Paulo (18.8%), Miami (9.3%) and Mumbai (3.3%). A full breakdown can be seen in
Figures 4.10 and 4.11. Instinctively, the amount of traffic an anycast site receives could
be linked to the size of its anycast catchment. The more clients an anycast site typically
serves, the higher its chances of receiving the most traffic. Although Mumbai, São Paulo
and Dallas are seen in the top ten largest anycast catchments, the majority do not fit in
this notion. As shown in Figures 4.11 and 4.12, Santiago is the largest receiver of DNS
traffic, but has the 18th-largest catchment. Vice versa, Frankfurt has the largest anycast
catchment, but ranks 11th and 10th for DNS and NTP, respectively.
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4.2.4 Anycast spoofing detection

As we discussed in Section 2.3.2, de Vries et al. mentioned the potential for using anycast
to detect spoofed traffic. Their strategy revolves around examining if an incoming packet’s
source address belongs in a site’s anycast catchment. If it does not, they deem it likely
that the packet is spoofed. To investigate their intuition, we again choose a day of NTP
and DNS anycast traffic from the busiest site for each protocol as displayed in Figure 4.10
and 4.11. Each day has a recorded amount of distinct targets closely matching the average
per day for the site in question. The /24 prefix of each target is extracted and compared
to the /24 prefixes of the sites’ anycast catchment replies.

On December 8, 2024, the Dallas anycast honeypot observed 4,192 distinct targets over
NTP. Only two of those targets have a /24 prefix, also seen in the site’s anycast catch-
ment of the same day. For DNS, the Santiago honeypot saw 412,182 distinct targets on
November 19, 2024. Not a single /24 prefix corresponding to these targets is seen in the
site’s anycast catchment. These observations coincide with those seen by de Vries, which
strengthens the assumption that spoofed traffic is captured by our anycast honeypots.

4.2.5 Target overlap

To gain more insights on attack targets, we analyzed if there is any overlap between any-
cast sites. The same targets seen across multiple anycast sites in the same timeframe could
indicate that attack campaigns are launched from multiple locations. Therefore, we com-
piled a list of all unique source addresses and corresponding packet arrival days for each of
the top five NTP and DNS anycast honeypots, as displayed in Figures 4.10 and 4.11. All
possible honeypot pairs for both these protocols were analyzed for intersections based on
their source address and packet arrival day tuples. Looking at NTP, the highest overlap
measured is 12.4% between Dallas and Singapore, while the remaining combinations never
reach above 4%. For DNS, Dallas and Miami have 44.8% in common. Santiago and São
Paulo overlap 11%, with the remaining below 2%. All figures are shown in Tables 4.2 and
4.3. It is clear that targets observed at one anycast honeypot over NTP are rarely seen
at any other anycast honeypot. In other words, NTP packets with a destination address
matching our anycast IP and a source address targeting a specific victim are often observed
at only one location. DNS traffic does seem to overlap more across anycast sites.

Another valuable statistic is the amount of overlap of targets between an anycast hon-
eypot and one or more unicast honeypots. If this is the case, it becomes clear which of our
unicast honeypots are weaponized in an attack launched from a particular anycast catch-
ment. By filtering all unicast honeypot traffic from various sites to only include targets
seen at a particular anycast honeypot, it becomes clear there are strong similarities. An
example for NTP is visualized in Figure 4.13. In the top left is the number of anycast NTP
requests per second plotted for the Dallas honeypot. The remaining plots are for various
unicast honeypots. All unicast traffic is filtered to only have source addresses observed at
the Dallas anycast honeypot in the same timeframe. This pattern can be observed daily
for all other anycast sites as well, showing that targets observed at one anycast honeypot
can often be seen at various or all unicast honeypots in the same timeframe.
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Figure 4.13: Graphs plotting NTP requests per second over the first six hours of
January 21 for the us-dfw anycast honeypot and various unicast honeypots. All unicast
targets are filtered to those also seen by the us-dfw anycast honeypot.

us
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Chapter 5

Methodology

In the previous chapter, we made it clear that NTP was by far the most weaponized protocol
during our observation period. To create a level playing field, we base the conclusions from
our exploratory analysis on this protocol. In particular, the analysis brought three key
insights about DDoS attacks in our anycast environment:

i Only a select number of sites received the most anycast traffic.

ii Targets observed at one anycast honeypot are rarely seen at any other anycast hon-
eypot in the same timeframe.

iii Targets observed at one anycast honeypot can often be seen at various or all unicast
honeypots in the same timeframe.

This profile leads to the assumption that attack campaigns weaponizing our worldwide
honeypots are often launched from within a single anycast catchment. We also have a
strong intuition that within an anycast catchment, these attacks are launched by a sin-
gle spoofer. We come to this conclusion mainly because TTL values stemming from this
traffic are stable, which coincides with the work done by Krämer et al. [35]. We leverage
this set of characteristics in our methodology for narrowing down a spoofer’s origin network.

Our methodology relies on filtering out prospect networks from one anycast catchment
and various unicast catchments. These cathcments correspond to the sites a target has
been observed. This is done by comparing their hop counts to those seen in spoofed traf-
fic. These hop counts are calculated by assuming an initial TTL value and subtracting
that from the observed value seen in spoofed traffic and ICMP echo replies in catchments.
In this chapter, we discuss in detail how we implement this methodology to produce the
smallest list of prospect networks possible where a spoofer could reside.

5.1 Preliminary work

To make sure comparing hop counts from both catchments and spoofed traffic is even vi-
able, insight is needed into how stable both data sources are. When it comes to traffic,
Krämer et al. make a valid remark that TTL values can also be dynamically spoofed [35].
It seems that for the traffic we observed, spoofers are not concerned about masking their
TTL value. When we analyse every TTL value captured by both our anycast and unicast
honeypots, more than 97% of all values fall in the 235 to 250 range. This makes an initial
value of 255 highly likely, the maximum for the TTL field.
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Figure 5.1: A top-down overview showing where traffic data and catchment data
are utilized to build a prospect list for potential networks a spoofer might reside.

The stability of catchment measurements is also key for our method to work. Fluctua-
tions in the number of ICMP echo replies, the anycast catchment they belong to or their
TTL value have implications on how we should compare them to spoofed traffic. Recent
work done by Hendriks & Degen et al. shows that IPv4 anycast catchments can be con-
sidered stable for 3 weeks, with an error rate of 10%. 95% of prefixes route to the same
site over the course of one week [25].

TTLs were not considered in their work, which we analyzed over a week of daily mea-
surements. Within the context of anycast, 90.7% of ICMP echo replies that were mapped
more than once to the same site kept a perfectly stable TTL value. On average, TTL
values for all unicast sites did not change for 91.1% of the hitlist.

An important detail is that anycast and unicast routes to the same measurement node
are not always equal. This means that a spoofer’s hop count to the same honeypot can
vary depending on whether the connection is made via unicast or anycast. Therefore, a hop
count from spoofer to anycast honeypot should never be compared to unicast catchment
data and vice versa. Although we did not do a full analysis on why this is the case, we
suspect that it may be related to the implementation of the Tangled testbed.

5.2 Approach

Our approach for implementing the methodology starts by first selecting an attack target.
This is done by choosing a spoofed source address only observed at one anycast site and
preferably as many unicast sites as possible within the same timeframe. The TTL values
extracted from this traffic at each site are converted to hop counts. Initial TTL values for
most operating systems are public knowledge, as seen in the Appendix A.1. This makes
conversion trivial by the use of a simple algorithm shown in the Appendix at Listing 1.

The single anycast catchment and the various unicast catchments corresponding to the
weaponized sites are filtered. This is done by matching the hop counts from their replies
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Figure 5.2: A Venn diagram showing the intersection of prospects from various
unicast honeypots active in an attack into one final "unicast prospect list".

to those seen in the spoofed traffic. From this process, we gain two prospect lists of routed
prefixes (RPFXes) for both anycast and unicast. These two lists are then intersected to
produce the smallest set of prospect networks from which the spoofer could originate. A
visual breakdown of this process is pictured in Figure 5.1. In the remainder of this section,
we discuss in more detail how both prospect lists are created.

5.2.1 Anycast prospect list

As we assume the spoofer resides within the select anycast catchment, narrowing down the
set of networks observed in this catchment represents the first step in building a prospect
list. All catchment replies with a hop count matching the value seen from the spoofer are
extracted. Due to routing irregularities, an exact match is too tight of a margin to en-
capsulate the spoofer’s network. Therefore, we increase the reach by matching hop counts
within a pre-determined jitter value. We discuss in Section 6.3.1 how we choose this value.

The source addresses from the filtered replies are cross-referenced with CAIDA’s prefix
to AS mapping dataset [6], creating a list of candidate routed prefixes and ASes where the
spoofer could originate from. The algorithm used for building the anycast prospect list is
listed in the Appendix at Listing 2.

5.2.2 Unicast prospect list

As described earlier, a chosen target is not only observed at one anycast site but also across
many unicast sites. The goal for creating a unicast prospect list is to leverage all unicast
sites active in an attack as vantage points. Intersecting this information with the anycast
prospect list yields a more precise final set of networks.
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Creating a unicast prospect list is similar to the method used for anycast, except for a
few key differences. For every unicast site active in the attack, the hop count from the
spoofer to the site is calculated in the same manner as mentioned in Section 5.2. Each
relevant unicast catchment is filtered to build a prospect list based on hop count. Prospect
networks are extracted from each unicast catchment by again matching these hop counts
with those from the spoofer to the site. For the same reason as described in Section 5.2.1,
hop counts are matched with a jitter to account for routing irregularities.

All filtered unicast catchments are again cross-referenced with CAIDA’s pfx2as dataset
and intersected to form a single "unicast prospect list". As illustrated in the Venn dia-
gram in Figure 5.2, the more active unicast honeypots in an attack, the smaller the prospect
list potentially becomes. Still, because of irregularities in routing, a complete intersection
is too tight of a margin to encapsulate the spoofer’s network. Therefore, every distinct
routed prefix from all filtered unicast catchments is given a majority vote score. When
an RPFX is seen in 25 of the 32 filtered catchments, it gets a score of 25. All RPFXes
with a majority vote score equal to or larger than a pre-determined value are saved in
the unicast prospect list. We discuss how this score is chosen in Section 6.3.2. The full
algorithm is listed in the Appendix at Listing 3.

The final step of this methodology intersects both the unicast and anycast prospect lists
based on their routed prefix to create the final result.

5.3 Limitations

It is clear that heavily relying on TTL values for narrowing down a set of networks has its
drawbacks, mainly stemming from irregularities in internet routing. Some network opera-
tors implement load balancing, causing traffic to be distributed across different paths with
possibly varying hops. Also, routing policies can be changed, or other traffic engineering
invisible to us can cause TTL fluctuations.

Therefore, this methodology must be tuned to find the best balance in the final prospect
list’s accuracy and size. Increasing the jitter on matching hop counts for both unicast and
anycast prospects might result in a high probability of encapsulating the spoofers’ origin
network. However, this has the added effect of increasing the prospect list’s size, rendering
it less useful. The same goes for the chosen majority vote score for the unicast prospects.
It is for that reason that in the next chapter, we dive into what parameters should be
expected for this methodology to be most effective.
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Chapter 6

Validation

In the previous chapter, we laid out every step in our approach for implementing our
methodology. Before we can narrow down a set of networks from which an attacker sends
spoofed traffic to our honeypots, we need validation that our methodology is effective.
Without ground truth, there is no way of determining under which parameters our prospect
list includes the spoofer’s origin network. Fortunately, we got the opportunity to collabo-
rate with UC San Diego’s Center for Applied Internet Data Analysis (CAIDA) to leverage
their Spoofer project, enabling us to build ground truth.

6.1 CAIDA Spoofer project

Since 2015, CAIDA has run the "Spoofer" project, initially conceived by Robert Beverly in
2005. The main goal of the project is to map out with active measurements which prefixes
and ASes can be spoofed to and from [7]. What makes the project unique is that it is
entirely crowdsourced; anyone with a PC connected to the internet can participate. As
explained in Section 2.3.1, not all AS operators implement BCP38, enabling spoofed traffic
to leave their networks. By making all participating nodes routinely send non-malicious
spoofed traffic from around the world, insight is gained into the scale and scope of ingress
filtering by AS operators. To be precise, the project managed to collect data from more
than 12.217 ASes in 220 countries. For our study, CAIDA agreed to have their clients
send spoofed traffic to all 32 unicast sites and our dedicated anycast address. The spoofer
project collects data from its spoofer clients in a four-step process, also displayed in Figure
6.1:

1. The project records both inbound and outbound spoofing for its crowdsourced clients.
Inbound spoofing is analyzed by a CAIDA host sending a packet with a spoofed source
IP that appears to come from within the client’s network.

2. If the packet is not dropped along the route, the spoofer client detects this, confirming
inbound spoofing is allowed.

3. For outbound spoofing, the client itself sends a packet with a spoofed source IP to
two infrastructures.

4. If the packet is not dropped during its outbound route (meaning outbound spoofing
is allowed), both CAIDA’s Archipelago (ARK) measurement infrastructure and our
measurement nodes receive it [5]. In our case, packets are intercepted by tcpdump
and backed-up to S3 daily.
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Figure 6.1: The four-step process on how the spoofer project collects its data and
where our measurement setup is included.

922

173

Total amount of spoofer
clients reaching one anycast

site

Spoofer clients not behind
NAT

Spoofer clients reaching all
32 unicast sites 142

114Spoofer clients residing in a
prefix probed by our hitlist

Figure 6.2: A data funnel showing how many usable data points were extracted
from the traffic sent by CAIDA’s Spoofer project.

6.2 Data points

The packet payload sent by CAIDA’s Spoofer clients allows us to check if the packet is
indeed spoofed and what the client’s actual source address is. First off, the packet’s source
address is spoofed when it leaves the client’s device. This address is also included in the
packet’s payload to check if the source address is rewritten by NAT when it reaches its
destination. However, most important is the sequence ID embedded in the payload, which
enables cross-referencing with CAIDA’s database to determine the actual source address
of the client.

From January 21 to February 8, 2025, 922 Spoofer clients reached our measurement setup
at an anycast site. Because of NAT, 173 were able to send actual spoofed packets. From
this set, 142 clients were also able to send a spoofed packet to all 32 unicast sites in the
same timeframe. Lastly, 114 of those clients reside in a prefix we are able to probe with
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Figure 6.3: Bar plot showing which anycast site each of the 114 data points reached.

Subject ID Anycast Sites UTC Date
A us-sea 2025-02-04
B in-bom 2025-01-31
C br-sao 2025-01-27

Table 6.1: Three sets of spoofed packets used as validation subjects, each based on
one target observed at one anycast site and all unicast sites.

our catchment measurements. A breakdown is displayed in Figure 6.2. Figure 6.3 shows
which anycast each of the 114 data points reached.

6.3 Experiment

The goal for the data collected from the Spoofer project is to determine under which pa-
rameters our methodology is most effective. These parameters include which jitter values
for the matching of hop counts and which majority vote score results in the smallest final
prospect list, granted that the spoofer’s origin RPFX is still included.

For this validation experiment, three sets of spoofed traffic from three different clients
are chosen out of the pool of 114 data points discussed in the previous section. These
are chosen to create a diverse set of anycast sites: Seattle, Mumbai and São Paulo, as
Table 6.1 shows. Lastly, every client’s original IP address falls in a /24 RPFX to create
a level playing field. There is also a clear strategy for choosing a fitting catchment used
for comparison. The anycast catchment measurement for each subject has been carried
out on the same day the target has been observed. This seems well within the accuracy
margins analyzed in Section 5.1. Because unicast catchments have a much broader reach
for each site, it is likely that not the full IPv4 hitlist sends a response for each site during
one measurement. Therefore, all 32 daily unicast catchments from November 24 to the
first of December 2024 have been aggregated to create the most complete dataset.

In the remainder of this section we discuss what results we see for both the anycast and
unicast prospect list on various jitter values and majority vote scores.

6.3.1 Anycast prospects

For each of our subjects, we build an anycast prospect list as described in Section 5.2.1.
Starting with zero, we increment the jitter value by one until each prospect list includes
the desired RPFX of the spoofer. With this analysis carried out, it seems subjects A and
B need a minimum jitter of two for the right RPFX to be included in the filtered anycast
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Anycast Site Catch Reply’s RPFXes ASes
us-sea 58,626 11,726 1,252
in-bom 300,423 81,235 12,018
br-sao 168,872 41,068 8,236

Table 6.2: Table showing each site’s catchment size (reply count) and its observed
amount of routed prefixes and ASes.

Anycast Site Hops Catch Reply’s RPFXes ASes
us-sea 6 31,780 6,380 914
in-bom 10 127,969 51,196 8,623
br-sao 6 9,487 6,626 2,861

Table 6.3: Amount of anycast catchment replies with a matching hop count to that
from the spoofer, with the corresponding amount of routed prefixes and ASes.

catchment. Subject C was able to encapsulate the desired RPFX on an exact match. This
results in eliminating 45.8% of the Seattle catchment, 57.4% of Mumbai and 94.4% for São
Paulo. The full breakdown can be seen in Tables 6.2 and 6.3.

6.3.2 Unicast prospects

As discussed in Section 5.2.2, we not only have to balance the jitter value for the filtering
unicast catchments. There is also a need to choose a fitting majority vote score when
combining all filtered catchments to one unicast prospect list. To see the effect of both
parameters, we analyzed what majority vote score is needed to encapsulate the spoofer’s
RPFX for jitter values one to three across all 114 data points.

Let us denote UP as our unicast prospect list and S as the RPFX of the spoofer. Let
us also define a majority vote score M and a jitter value J where M ∈ {1, 2, 3, . . . , 32}
and J ∈ {1, 2, 3}. We want to reduce |UP| as much as possible, while S ∈ UP. This
means we also want the P (S ∈ UP | M = m,J = j) to be as high as possible. Looking
at the data displayed in Figure 6.4, we have chosen a sweet spot of m = 22 and j = 3
as an example. This value for M demands a consensus of more than two-thirds of all
filtered unicast catchments, minimizing |UP| to the greatest extent possible. Still, the
P (S ∈ UP | M = m,J = j) = 0.69, giving a reasonable probability the spoofers RPFX is
in the unicast prospect list, based on the 114 data points we have.

Applying the chosen parameters to our subjects leaves A with a unicast prospect list
of 133,996 RPFXes in 21,877 ASes. For B, the results are 135,954 RPFXes and 22,786
ASes. C ends up with 118,806 RPFXes in 24,546 ASes.
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Figure 6.4: A graph showing for all 114 Spoofer data points the maximum required
majority vote score to encapsulate the desired RPFX, for various jitter values.

6.3.3 Intersection

As a last step, both the unicast and anycast prospect lists are intersected to create the
final result. For subject A, this intersection yields a final prospect list of 2,763 RPFXes in
549 ASes. Subject B comes out at 11,838 RPFXes in 2,724 ASes and subject C results in
3,928 RPFXes in 1,825 ASes. This means that by intersecting both unicast and anycast
prospect lists, we were able to reduce the prospect RPFXes for subjects A, B and C seen
in 6.3.1 by 56.7%, 92.3% and 40.7%, respectively.

6.4 Conclusions

Based on the subjects we have tested in this validation experiment, we conclude that
filtering out an anycast catchment within a jitter value of two may be a safe margin for
encapsulating the spoofers’ RPFX. It is possible that this jitter value could be further
optimized by analyzing more cases outside of the three subjects presented, but we leave
this for future work. For creating a unicast prospect list, we have discussed how data from
the Spoofer project can be utilized in choosing fitting parameters concerning the jitter
value and majority vote score. Meaning, for the prospect list to be as small as possible
while still including the desired RPFX. Building a unicast prospect list and intersecting it
with the anycast prospect list proves to be a valuable strategy, as it greatly reduces the
amount of prospects in the final result. This is especially true for large anycast catchments,
as seen with subject B.
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Chapter 7

Case Studies

In our validation experiment from the previous chapter, we discussed under which param-
eters our proposed methodology is most effective in narrowing down a spoofers’ network.
Still, the ultimate goal for our methodology is to pinpoint as precisely as possible from
which networks DDoS attacks are launched. In this chapter, we apply insights from the
validation experiment on malicious spoofed traffic recorded by our honeypots to show how
effective our methodology can be in a real-world context.

The structure of this chapter is very much comparable to the previous one. Three sets of
spoofed traffic are chosen, this time stemming from our honeypots. As described in the
introduction of Chapter 5, NTP traffic was by far the most prevalent across our honeypots
and fits the best in our desired profile compared to other protocols. To create a level
playing field, we only consider traffic over this protocol for this chapter. Results for the
anycast and unicast prospect lists, as well as the final intersection, are discussed for each
of the three examples.

7.1 Studies

The three chosen sets of spoofed traffic all have a specific target observed on one single
anycast honeypot and as many unicast honeypots as possible in the same timeframe. As
Figure 4.10 shows, the top three most active anycast honeypots based on NTP traffic were
Dallas, Singapore, and Mumbai. We decided to choose a target seen at each of these three
sites, as we know there is little overlap, as demonstrated by Table 4.2. Details of each set
are shown in Table 7.1. For the remainder of this chapter, these sets of spoofed traffic
will be referred to by their anycast location or subject ID. Catchments have been chosen
and aggregated in the same manner as in Section 6.3. The anycast catchment chosen for a
given subject is recorded on the same day the spoofed traffic is observed. All daily unicast
catchments from November 24 to the first of December 2024 are aggregated to ensure the
largest coverage of the IPv4 hitlist possible.

Subject ID Anycast Site Unicast Sites UTC Date Start Time End Time
A us-dfw 32 2024-11-30 06:30 07:20
B in-bom 29 2024-12-03 14:50 15:00
C sg-sgp 27 2024-12-03 09:00 11:00

Table 7.1: Three sets of spoofed packets, each based on one target observed at one
anycast site, various unicast sites, and within a defined timeframe.
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Anycast Site Catch Size RPFXes ASes
us-dfw 140,457 25,136 2,616
in-bom 320,512 84,210 12,187
sg-sgp 82,890 32,535 3,914

Table 7.2: Table showing each site’s catchment size (reply count) and its observed
amount of routed prefixes and ASes.

Anycast Site Hops Prospect Size RPFXes ASes
us-dfw 7 50,501 16,486 1,888
in-bom 11 159,670 44,771 7,688
sg-sgp 11 47,888 18,595 2,040

Table 7.3: Amount of catchment replies with a matching hop count to that from
the spoofer to the honeypot, with corresponding amount of routed prefixes and ASes.

7.1.1 Anycast prospects

As our validation experiment in Section 6.3.1 showed, a jitter value of two was needed
in two out of three subjects to encapsulate the Spoofer client’s RPFX within a filtered
anycast catchment. Tables 7.2 & 7.3 show that applying such a jitter on a hop count of
seven eliminated 64% of Dallas’ catchment replies from prospect consideration. A spoofer
to honeypot hop count of 11 eliminated 50.2% and 42.2% for Mumbai and Singapore,
respectively.

7.1.2 Unicast prospects

As we discussed in Section 6.3.2, a balance must be struck between making the unicast
prospect list as small as possible. Granted, while also maintaining an acceptable proba-
bility that the spoofer’s RPFX is encapsulated. This is done by choosing a fitting jitter
value and majority vote score. For these subjects, we choose a sweet spot of 22 for the
majority vote and a jitter value of three. This means unicast catchments are filtered based
on a hop count match within a margin of three. If a RPFX is seen in at least 22 filtered
unicast catchments, it is added to the final unicast prospect list. As presented in Section
6.3.2, these parameters give a probability of 0.69 that the spoofer’s RPFX is encapsulated
in the unicast prospect list based on our ground truth.

This results in a unicast prospect list of 95,141 RPFXes in 14,805 ASes for subject A.
Subject B and C end up with 122,858 RPFXes in 21,148 ASes and 84,816 RPFXes in
13,040 ASes, respectively.

7.1.3 Intersection

Both the unicast and anycast prospect lists are again intersected based on routed prefix to
create the most narrowed-down set of networks. For subject A, this intersection resulted in
a final prospect list of 8,557 RPFXes in 1,108 ASes. Subject B comes out at 8,822 RPFXes
in 2,191 ASes and subject C results in 8,211 RPFXes in 1,030 ASes. By intersecting the
unicast and anycast prospect lists, we reduced the prospect amount of RPFXes for subjects
A, B, and C, seen in Section 7.1.1, by 48.1%, 80.3%, and 82.9%, respectively.
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7.2 Conclusions

When analyzing the size of the anycast prospect lists, it should be noted that the numbers
presented in this chapter should not be directly compared to each other or other anycast
sites in general, as they are strongly dependent on catchment size and topology. Still, it
is reassuring to see that they fall in the same range compared to subjects with the same
jitter value in Section 6.3.1. The same can be said for the unicast prospect lists in Section
6.3.2, as those are created with the same jitter value and majority vote score.

As for the final prospect list resulting from the intersection, we managed to narrow the set
of networks to as low as 8,211 RPFXes in 1,030 ASes in the case of subject C, eliminating
approximately 99.2% of known RPFXes and 98.7% of known ASes. Given that there was
no way to determine the origin of this traffic before this methodology, this is a significant
step in the right direction for narrowing down where R&A attacks are launched from.
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Chapter 8

Limitations

Although our proposed methodology sets a step in the right direction for narrowing down
in which networks a spoofer potentially resides, various important limitations and issues
need to be mentioned. These revolve around our ground truth and the jitter value for hop
count matching.

8.1 Ground truth

As described in Chapter 6, building a ground truth is essential in deeming the designed
methodology effective. Without a set of verified spoofed packets from which the actual
source address can be extracted, it is impossible to know if the prospect list includes the
right network. Not to mention, these packets ideally should be sent from various locations
to all measurement nodes in our setup within the same timeframe. Finding clients able to
do this voluntarily and ethically is not trivial. Although CAIDA’s Spoofer project seems
to be a great fit, due to time constraints, only a small set of 114 usable data points were
collected before this analysis had to conclude. As the ideal jitter values and majority vote
score were determined based on such a small set, it could be that these parameters are still
on the conservative side, increasing the final prospect list size in Chapter 7.

Another problem concerning the ground truth is the bias towards the São Paulo any-
cast catchment. 74% of the 114 data points were observed on our br-sao anycast site.
This bias seems to correspond with all traffic received from the Spoofer project over the
short two-week observation period. As we have no say on where Spoofer participants are
located, it is difficult to diversify this data. However, it could be that by collecting more
traffic from the Spoofer project over a longer period, this bias is balanced out.

8.2 Jitter

In Chapter 6, we demonstrate that the main parameter influencing the size of prospect lists
is the required jitter value for the matching of hop counts. We are aware that TTL values
are a coarse data point, which we discussed in Section 5.3. Therefore, the fact that some
jitter is needed to encapsulate the desired RPFX was expected. Especially for unicast,
as the reach of a site’s unicast endpoint is much broader than anycast, making incoming
traffic more susceptible to TTL fluctuations. However, a jitter value of three, seen in the
example of Section 6.3.2, is higher than we initially thought was needed. The reason for
this could be due to the topology of our measurement nodes or some traffic engineering
done by Vultr, which hosts our VPSes.

41



Traffic observed on an anycast site should be close by in terms of hops compared to the
other sites in question. It is not far-fetched to assume that the hop count from the spoofer
should be able to match directly or, at most, with a jitter value of one to hop counts in
the anycast catchment. Still, a jitter of two was needed for two out of the three validation
subjects, while the remaining subject was able to match the spoofers’ hop count on an
exact match in Section 6.3.1. This means that possibly every anycast catchment has a
varying optimal jitter value.

The reason for this could again lie in the topology of our nodes or the implementation
of the Tangled testbed with Vultr. More insight can be potentially gained by analyzing
how other anycast and unicast catchments fair against hop count comparison, based on
ground truth outside of the subjects we could cover. This is something we leave for future
work.
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Chapter 9

Conclusions and Future Work

The goal of this work was to determine spoofed traffic and identify a candidate set of of-
fending networks by filtering catchment data. This has been realized by collecting spoofed
DDoS traffic across 32 worldwide honeypots, each reachable by a shared anycast address
and their unicast address. Based on the insight this data gave us, we proposed, validated,
and tested a methodology able to produce a prospect list of offending networks based on
hop count. With the knowledge gained from this process, we can answer all research ques-
tions formulated in Section 1.1.

What characteristics are evident in honeypot traffic originating inside and out-
side our anycast catchments?
In Section 4.2, we discussed that our honeypots saw the most weaponization on their NTP
service over the 82-day observation period. What stands out is that this traffic was only
received by a select few honeypots over anycast. Attack targets across these active anycast
honeypots are rarely shared with each other on the same day. However, these targets are
often observed at various or all unicast honeypots within the same timeframe. Also, the
TTL values associated with one target are stable across both types of honeypots, which
coincides with the work done by Krämer et al. [35]. This profile leads to the assumption
that attack campaigns weaponizing our worldwide honeypots are often launched by a single
spoofer from within a single anycast catchment.

How can these characteristics be used to narrow down from which networks
spoofed traffic originates?
The profile sketched by our honeypot analysis forms the basis for our methodology, which
we laid out in Chapter 5. We are able to build a prospect list of networks where a spoofer
potentially originates from by leveraging the single anycast catchment and various unicast
catchments an attack target is observed in. The anycast catchment is filtered based on
matching the assumed hop count from the spoofer to the hop counts seen in the catch-
ment replies. The hop count must match within a pre-defined jitter value. Hop counts
are calculated based on subtracting the observed TTL value from an assumed initial TTL
value. The matching replies are cross-referenced with CAIDA’s pfx2as dataset to see which
RPFXes make up the anycast prospect list. The same process is done for all relevant uni-
cast catchments. All of them are filtered based on matching the spoofers’ observed hop
count within a jitter value. All prospects are then unified based on a majority vote to build
our unicast prospect list. Lastly, anycast and unicast prospects are intersected to create
the most narrowed-down set of networks.
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Within which margins can we be sure the spoofers’ origin network is con-
tained in our narrowed-down set?
By leveraging CAIDA’s Spoofer project, we can build ground truth from spoofed packets
sent by participating clients to our measurement nodes. These packets allow us to verify if
they are indeed spoofed and what the sender’s actual source address is. Based on the cho-
sen validation subjects, a spoofers’ RPFX is contained in our anycast prospect list within
a jitter value of two. For unicast, a jitter value of three and a majority vote of 22 is an
example of a sweet spot in balancing the size and accuracy of the unicast prospect list.
With these parameters, we have shown a probability of 0.69 for the spoofers’ RPFX to be
included, as discussed in Section 6.3.2. Based on this insight, we managed to narrow down
a malicious spoofer’s origin network to as low as 8,211 prospect RPFXes in 1,030 ASes,
eliminating approximately 99.2% of known RPFXes and 98.7% of known ASes, as shown
in Section 7.1.3.

9.1 Future work

The knowledge gained from this work can be used as a stepping stone for many different
efforts in understanding spoofed traffic. In this section we discuss the most important
examples of opportunities to expand this research.

9.1.1 Honeypot traffic

We have collected a wealth of spoofed traffic from our unicast and anycast honeypots much
larger than we could cover in this work. There is a lot more knowledge to be gained if this
data is more closely analyzed. In our analysis, we defined an attack as one target seen in
the same timeframe across various honeypots. However, there could be more granularity
hidden in the data. Examples are packets that have similarities in the chosen payload or
other unexplored data fields. Also, we saw that multiple targets are often attacked within
the same prefix. Aggregating packets within a target prefix instead of choosing only one
target address could yield less coarse hop counts, resulting in a more precise prospect list.

Furthermore, when analysis is scaled up over the whole measurement period, entire at-
tack strategies can be uncovered based on which anycast and unicast sites participate. We
have already shown that NTP is weaponized very differently compared to DNS when only
looking at distinct targets across honeypots. What would be particularly interesting to
examine is the cause of target overlap between anycast honeypots seen only for DNS and
not NTP traffic.

9.1.2 CAIDA Spoofer validation

Another valuable asset stemming from this work is the ability to receive verifiable spoofed
packets at our anycast and unicast sites, from which we can extract the sender’s actual
source address. Collecting more traffic from CAIDA’s Spoofer project will undoubtedly
help in further dialing in the parameters used to build our prospect network list.

9.1.3 BGP manipulation

During our work, we did not take advantage of BGP manipulation offered by the Tangled
anycast testbed. One method that could potentially help in narrowing down the spoofers’
origin network is BGP AS path prepending. If a set of ASes appears likely to host the
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spoofer in question based on the build prospect list, each of their paths to the anycast site
can be made incrementally "less favorable". This is done by prepending hops to them,
making the path seem longer. If the spoofed traffic diverges to another anycast site after
a certain prepend, it might mean the spoofer resides in the AS corresponding to that par-
ticular path.

Another interesting use of Tangled’s flexibility is selectively withdrawing sites from the
anycast network. By withdrawing the anycast site on which a certain target is observed,
the spoofed traffic has to diverge to another site in a freshly divided anycast environment.
By building an anycast prospect list for this site and repeating the process, we build a set
of prospect lists from the perspective of various anycast sites. It would be interesting to
analyse the results yielded by the intersection of these lists.
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Supporting material
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Figure A.1: A simplified diagram picturing a top-down view of our measurement
setup and how data flows between the various entities.

OS Initial TTL Value
Max value 255
Network Equipment 255
Linux/Mac OS 64
Windows XP and newer 128
Windows versions before XP 32

Table A.1: Initial TTL values for common operating systems.
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Location Code Location
au-mel Melbourne, Australia
au-syd Sydney, Australia
br-sao São Paulo, Brazil
ca-yto Toronto, Canada
cl-scl Santiago, Chile
de-fra Frankfurt, Germany
es-mad Madrid, Spain
fr-cdg Paris, France
gb-lhr London, United Kingdom
gb-man Manchester, United Kingdom
il-tlv Tel Aviv, Israel
in-blr Bengaluru, India
in-bom Mumbai, India
in-del New Delhi, India
jp-itm Osaka, Japan
jp-nrt Tokyo, Japan
kr-icn Seoul, South Korea
mx-mex Mexico City, Mexico
nl-ams Amsterdam, The Netherlands
pl-waw Warsaw, Poland
se-sto Stockholm, Sweden
sg-sgp Singapore, Singapore
us-atl Atlanta, United States
us-dfw Dallas, United States
us-ewr Newark, United States
us-hnl Honolulu, United States
us-lax Los Angeles, United States
us-mia Miami, United States
us-ord Chicago, United States
us-sea Seattle, United States
us-sjc San Jose, United States
za-jnb Johannesburg, South Africa

Table A.2: All 32 of our measurement nodes with their location and location codes.
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Appendix B

Algorithms

Algorithm 1 Calculate hop count from TTL
1: Input: ttl
2: Output: hop
3: if ttl > 128 then
4: hop ← 255− ttl
5: else if ttl > 64 then
6: hop ← 128− ttl
7: else if ttl > 32 then
8: hop ← 64− ttl
9: else

10: hop ← 32− ttl
11: end if

Algorithm 2 Building an anycast prospect list
1: Input: anycast_catchment← [(src_addr, ttl), ...], jitter, spoofer_hops
2: Output: anycast_prospect_list
3:
4: anycast_catchment← convertTTLToHops()
5: anycast_prospect_list← [ ]
6:
7: for (src_addr, hop) ∈ anycast_catchment do
8: if hop ≥ spoofer_hops− jitter and hop ≤ spoofer_hops+ jitter then
9: Append (src_addr, hop) to anycast_prospect_list

10: end if
11: end for
12:
13: anycast_prospect_list← convertSourceToRPFX()
14: Return anycast_prospect_list
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Algorithm 3 Building a unicast prospect list
1: Input:
2: unicast_catchments← {nl_ams : [(src_addr, ttl), ...], ...},
3: spoofer_hops← [(site, hop), ...],
4: jitter,
5: mv_score
6: Output: unicast_prospect_list
7:
8: unicast_catchments← convertTTLToHops()
9: rpfx_count← {}

10: unicast_prospect_list← [ ]
11:
12: for (site, catchment) ∈ unicast_catchments do
13: spoofer_hop← spoofer_hops[site]
14: rpfx_set← ∅
15:
16: for (src_addr, hop) ∈ catchment do
17: if hop ≥ spoofer_hop− jitter and hop ≤ spoofer_hop + jitter then
18: (rpfx)← convertSourceToRPFX(src_addr)
19: Add (rpfx) to rpfx_set
20: end if
21: end for
22:
23: for (rpfx) ∈ rpfx_set do
24: if (rpfx) ∈ rpfx_count then
25: rpfx_count[(rpfx)]← rpfx_count[(rpfx)] + 1
26: else
27: rpfx_count[(rpfx)]← 1
28: end if
29: end for
30:
31: end for
32:
33: for (rpfx, hop) in rpfx_count do
34: if rpfx_count[(rpfx)] ≥ mv_score then
35: Append (rpfx) to unicast_prospect_list
36: end if
37: end for
38:
39: Return unicast_prospect_list
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