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Executive Summary  
The increasing adoption of technological and Artificial Intelligence (AI) systems by public and 

governmental organizations raises concerns about the protection of fundamental and privacy 

rights of individuals. Especially, within the migration and border control sector, more 

technologies are being implemented to enhance the efficiency of migration processes. However, 

research shows that the fundamental rights of migrants are being harmed due to criminalization, 

discrimination, and increased surveillance (Amnesty International, 2024). As a results, the 

European Union (EU) has established regulations that govern data processing activities to 

safeguard the privacy rights of individuals. One of the most important principles governing these 

data processing activities is the principle of proportionality. However, concerns have increased 

regarding privacy rights due to the increasing data processing regulations, such as the principle 

of proportionality. As they try to increase privacy protection, it is often seen by public and 

governmental organizations as difficult to understand and how to implement in practice 

effectively. This study examines to what extent and how the principle of proportionality is 

included within the most relevant EU regulations and what gaps may exist that could harm 

privacy rights. Therefore, the research aims to provide policy recommendations and practical 

insights for public governmental organizations on how to implement and ensure proportionality 

standards when utilizing technological (AI) systems when processing personal data to protect 

privacy rights. The primary research question guiding this study is: To what extent and how is 

proportionality embedded in the EU regulatory framework and how can it be enhanced to better 

align with public organizations' expectations and privacy protection when using (AI) 

technologies in border management? 

 
A qualitative research design was applied, combining a comprehensive literature review on legal 

requirements and a policy analysis on the EU regulatory framework combined with semi-

structured interviews among relevant public governmental organizations, privacy experts, and 

humanitarian organizations. The results reveal that the principle of proportionality is formally 

embedded within the EU regulations, however, it lacks practical understanding and guidance. 

Moreover, requirements within the regulations are inconsistently applied, causing less deep 

ethical considerations when deploying technological (AI) systems. To address the main policy 

and practical gaps, a proportionality assessment and policy recommendations have been 

developed to safeguard privacy rights of migrants within the EU migration and border control 

sector in the future when using (AI) technologies.  
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FRIA   The Fundamental Rights Impact Assessment  
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MS   Member States 
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1. Introduction  
Technologies are not new in modern society and are used for everyday practices. Among these 

technological innovations, so-called Artificial Intelligence (AI) systems are being developed. 

Numerous organizations increasingly use both technological and new AI systems to enhance 

their operations and processes. One important sector that has been developing AI technologies 

significantly over the last few years is the migration sector, which tries to manage migration 

flows at borders. The technological (AI) systems could potentially enhance the speed of border 

controls and application procedures while respecting the human rights of the people (Forti, 

2021). Therefore, more and more European Union (EU) states are incorporating these 

technological (AI) tools into the management of their migration flows. Examples of these 

technological tools include facial recognition, fingerprints, biometric scanners, infrared cameras, 

and other automated data collection mechanisms (Forti, 2021). However, the integration of these 

technologies in the context of border controls is raising questions and concerns that are necessary 

to address. Many human rights organizations, such as Amnesty International (2024), have 

studied the violation of human rights and privacy at borders related to the use of technologies by 

states. Their report highlights that while these technologies intend to enhance the efficiency of 

border controls, they can also lead to criminalization, discrimination, and increased surveillance 

of travelers and migrants leading to increased vulnerability and infringement on human rights 

and privacy.  

 
The infringement of privacy is primarily abused by the extensive processing of personal data 

within these systems, since migrants are asked to hand in a significant amount of this personal 

data. Personal data can include date of birth, full family names, country of origin, gender, 

criminal records, and biometric data. Consequently, personal data is being processed to train 

algorithms, which drive AI-systems to assess the risk level of a passing individual, resulting in 

granting or denying access to the EU. The personal data obtained is then registered and screened 

within various databases across the Member States (MS). This results in an increasing number of 

privacy and data protection violations and raises questions about proportionality (Statewatch, 

2023). In addition to the use of technology in border management systems, many other (public) 

organizations are incorporating (AI) technologies into their systems to improve efficiency and 

streamline operations. Also here, concerns arise about the balance between the substantive 

proportionate processing of personal data while maintaining privacy standards (European 

Parliament, 2020). To ensure that proportionality is guaranteed, the Treaty on European Union 
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established a standard on the principle. This principle requires that personal data processed by 

technological systems must be relevant, adequate, and strictly limited to what is necessary for the 

intended purpose (European Data Protection Supervisor, 2024). Although this appears to be a 

logical principle, there is, in practice, a lack of clear guidance on how organizations and MS 

should assess the proportionality of personal data processed by technological systems at the 

borders (McGregor & Molnar, 2023). As a result, it has been demonstrated that the effects of 

technologies on human beings are not adequately examined and assessed, emphasizing the 

critical need for a balanced approach that prioritizes proportionality in the development and use 

of technological (AI) systems at borders (Warthon, 2024). However, a thorough proportionality 

assessment within technological systems has yet to be adequately investigated or developed by 

the relevant authorities of involved countries within the EU, even when concerns about privacy 

rights breaches are currently highly politicized (Alarcón et al., 2024).  

 
Multiple European risk assessments, including the so-called Fundamental Rights Impact 

Assessment (FRIA) and the Data Protection Impact Assessment (DPIA), have been established 

to assess the high risks of technological border systems that could affect privacy and other 

fundamental rights (Delinavelli, 2023). Although these assessments are looking promising, they 

are falling short in addressing proportionality risks. For example, the FRIA aims to evaluate the 

impact of AI-systems on fundamental rights, yet it falls short of guidelines that measure and 

ensure proportionality in practice. In addition, this risk assessment is only applicable to high-risk 

AI-systems and only assesses this system before the system is installed (Ajoodha & Browne, 

2025). This is concerning, since the amount and type of data processing changes over time, 

meaning that these systems could potentially harm privacy rights in the future (Haefner et al., 

2023). In addition, the high-risk categorization as described by the AI Act excludes the AI-

systems used at borders, therefore, these systems do not have to comply with the Act for the 

upcoming years (Bouvier, 2024). As a result, while these assessments show important steps 

toward safeguarding privacy rights, there remain significant concerns about their ability to 

operationalize proportionality principles effectively. These concerns highlight the urgent need for 

enhanced guidelines that can provide clearer guidance on how to assess and implement 

proportionality standards when using (AI) technologies, particularly in sensitive and highly 

politicized areas such as border management (Alarcón et al., 2024).  
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1.1 Relevance   
Scientific relevance  

This study intends to contribute to a more comprehensive understanding of the deployment of 

(AI) technologies, highlighting the regulatory improvements and guidelines required to ensure 

proportionality and thus privacy rights within such systems. The study will explore the regulatory 

framework governing (AI) technologies at EU borders, specifically examining the extent to 

which the proportionality principle is implemented in practice and to what extent it safeguards 

the privacy rights of migrants. Although the principle of proportionality is legally embedded 

within the EU regulatory framework, there remains a lack of clarity and academic consensus on 

how to implement the principle in practice (Kloza & Drechsler, 2024). The EU established risk 

assessments falls short on this operationalization. Therefore, the research will try to identify the 

essential and needed components governing proportionality within the EU regulatory framework 

and such an assessment, help guide organizations on how to effectively protect the personal data 

processing of migrants when using technological (AI) systems. Consequently, the study is 

addressing a critical research gap in the field of digital governance and privacy law in a highly 

sensitive public area.  

 
Societal relevance  

As seen in the literature, the integration of technologies within border management has 

significant implications for human rights, in particular for the privacy rights of migrants 

(Amnesty International, 2024; Statewatch, 2023). The expectations and practical implementation 

of proportionality by relevant governmental organizations will be examined to identify the gaps 

and necessary improvements. While not all organizations may explicitly advocate for migrant 

rights, there is a growing recognition of the importance of ethical considerations while 

implementing (AI) technologies (Haefner et al., 2023). Therefore, understanding the expectations 

and experiences of these organizations regarding proportionality and, thus, safeguarding privacy 

rights when implementing (AI) technologies is crucial for this research.  
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1.2 Research aim and questions  
Using the case study of (AI) technology used in EU border management, the research seeks to 

offer practical insights for organizations on how to implement and ensure proportionality 

standards when using technological systems and processing personal data to safeguard privacy 

rights. To achieve this, the following main research question and research sub-questions have 

been established.  
 
Main research question  

To what extent and how is proportionality embedded in the EU regulatory framework and 

how can it be enhanced to better align with public organizations' expectations and privacy 

protection when using (AI) technologies in border management? 

 
Sub-questions 

1. How is the proportionality principle embedded within the EU regulatory framework? 

2. What are the gaps regarding the proportionality inclusion within the EU regulatory 

framework compared to the practical implementation?  

3. Do the relevant public and humanitarian organizations’ expectations align with the EU 

regulatory framework? 

4. What guidelines are necessary to enhance proportionality implementation when using 

(AI) technologies to protect privacy rights effectively? 
 

The first sub-question is essential for a comprehensive understanding of the current EU 

regulatory framework covering (AI) technologies at the EU borders. This question creates an 

understanding of the current legal base covering the proportionality principle and, therefore, 

privacy rights. Inclusion refers to the scope of governance and regulation that the EU aims to 

establish within its regulatory framework concerning proportionality standards. This legal base is 

essential for answering the second sub-question, which will investigate the gaps. The gaps refer 

to the difference between the inclusion of proportionality in the EU regulations and the degree of 

practical implementation of these proportionality standards in the EU border management 

context. Identifying these gaps is critical for understanding where improvements are needed. In 

addition, the third question will try to identify the expectations towards the EU regulatory 

framework governing the data processing of relevant public and humanitarian organizations in 

the migration sector. The research aims to examine to what extent these organizations understand 

the proportionality principle, what they expect to be included within the regulations, how they try 
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to comply with the EU regulations, and how they ensure privacy rights for migrants. Moreover, 

this research seeks to understand the views of privacy experts and humanitarian organizations to 

establish comprehensive recommendations for the implementation of proportionality.  

 
As a result, the second and third sub-questions will identify gaps and needs in the inclusion of 

proportionality in the EU regulatory framework, which will serve as a framework for the final 

question. The final question will attempt to develop a set of guidelines to address the gaps and 

expectations highlighted. As a result, the guidelines will assist organizations in better 

understanding how to comply with proportionality standards and adopt them in the future when 

incorporating (AI) technologies into their processes. These guidelines will help other companies 

to safeguard and successfully execute proportionality following EU legislation when considering 

and implementing (AI) technologies. 

1.3 Structure  
The thesis is structured into different chapters, as follows. The first chapter consists of the 

Literature Review, which describes earlier investigations on the topic and highlights the 

relevance of this research. The second chapter presents the Theoretical Framework, covering the 

main concepts and frameworks, along with the conceptual framework and an explanation of the 

key concepts. This is followed by a description of the EU border management Case Study 

chapter. Next, the Methodology chapter outlines the research design, operationalization of the 

key concepts, and explains how validity and reliability will be ensured throughout the research. 

The fifth chapter shows the Results after data collection has been completed, aiming to answer 

the research questions. Finally, the last chapter includes the Conclusions and Discussion, as well 

as any implications remaining from the research. 
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2. Literature review   
Finding previously developed research on (AI) technology integration in border management can 

be challenging due to the relatively recent nature of the topic. However, increasing research is 

being conducted regarding human rights infringements related to AI systems. Therefore, this 

literature review evaluates the existing studies that have examined the impact of (AI) 

technologies on privacy and proportionality standards and identifies gaps relevant to this 

research.  

 
Both the EU and the US have intensified their efforts in border management to mitigate security 

risks and enhance efficiency. This is a process of “smartening” their border management, which 

includes the integration of technologies and the development of AI systems. Technologies come 

in multiple forms and have been in place for over a decade. The most recent technological 

developments also include AI features, introducing radars, drones, biometric systems, and 

satellite data systems. These systems are, for example, placed at the seacoast to monitor crossing 

migrants (Frontex, n.d.). The primary objective of these technologies is to improve the 

effectiveness of border control. This includes increased technology testing, relying on profiling 

conducted through algorithms, and the utilization of surveillance tools on travelers and migrants. 

Consequently, the EU has assigned significant mandates to relevant EU border agencies to test 

and implement these technologies (Gandhi, 2024). A study by Nalbandian (2022) investigated 

the case in the United States (US), which is implementing technologies at its borders to enhance 

its border security, but mainly to prevent illegal migrant movements. In 2018, the US developed 

a new biometric database called the Automated Biometric Identification System, asking migrants 

for facial images, fingerprints, iris scans, and information about their sex, criminal records, and 

other personal history. Additionally, the US is also gathering data from public resources to 

expand its knowledge and data. The public data, together with other gathered biometric data, is 

used by machine-based learning technologies to identify patterns of criminal activities. The US 

institutions are receiving more funds nowadays to expand their mandates and data collection 

methods for border management technologies.  

 
Although AI promotes itself as a tool for supporting the implementation and delivery of 

immigration rules and initiatives, its use will have negative consequences on migrants, 

particularly refugees and asylum seekers. Nations that aim to balance security and efficiency, 

like the EU, could give in to the interest of AI, which can have unintended negative 
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consequences for migrants. States with anti-immigration policies, like the United States, may not 

prioritize the rights of irregular migrants, leading to severe consequences for those most 

vulnerable to these (AI) technologies (Nalbandian, 2022). 

 
Human rights violations  

According to a study by Amnesty International (2024), these consequences lead to human rights 

breaches, as can be seen in the following example. The EU helps Libyan authorities by providing 

resources, training, and coordination, allowing Libyan coastguards to intercept boats and return 

migrants and refugees to Libya. This is accomplished through the use of aerial surveillance, 

including drones operated by Italy and Frontex, to spot boats and alert Libyan authorities, leading 

to their interception. When these migrants return to their original country, these migrants face 

detention, torture, sexual violence, and other abuses. Beyond physical breaches, these 

technologies raise concerns about discrimination, algorithmic bias, privacy violations, and 

broader human rights infringements, particularly regarding the massive collection and processing 

of (sensitive) personal data. When algorithms work with biased data, they produce biased 

outputs. This is particularly concerning with innovative migration technology. For example, an 

AI-powered lie detector is being tested at airports in Hungary and Greece. The algorithm 

examines passengers' facial expressions and, if it senses suspicion, the system assigns the 

passengers for further screening by a human officer. However, AI may have difficulty 

accounting for cultural differences or memory impairments among asylum seekers. Furthermore, 

facial recognition frequently misidentifies women and people of darker skin tones (Molnar, 

2024).  

Another recent study by Peerboom (2022) highlights the fact that the EU has a strong tendency to 

prioritize border security above the privacy rights of migrants. Critical mistakes are made in 

safeguarding and informing migrants about their privacy rights. These rights include the right to 

data protection, to access the data, to make decisions themselves, and to have insight into how 

their data is being processed. In addition, there is a lack of accountability, a lack of algorithm 

transparency, and a lot of cybersecurity vulnerabilities appear. The literature emphasizes the 

urgent need for measures to protect the privacy rights of migrants from the EU and its MS. 

Despite these concerns, the EU continues prioritizing the protection of its borders over migrants’ 

privacy (Peerboom, 2022). Therefore, Molnar (2023) calls for further investigation on how the 

EU should create a “commitment to a human-rights-based approach to the development and 

deployment of border technologies”.  
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Proportionality standards   
As a response to the existing research about human and privacy rights infringements, the EU has 

established the EU Artificial Intelligence Act (the EU AI Act) to protect these. However, 

research has shown that the Act is not sufficient to protect the privacy rights of migrants because 

of the lack of an understandable framework to assess proportionality. To understand the gaps in 

the literature, the principle of proportionality will be explained shortly.  

 
Proportionality is a principle that goes way back before the existence of technological and AI 

applications. It has always been a general standard within the law and governing of the EU. In 

the broader and more general EU context, it refers to the restriction of authorities to exercise 

their powers. This results in forcing authorities to balance their use of measures with the 

proposed aim. In addition, they need to clarify that the measures they would like to implement 

must be necessary for the aim, and they should not impose any individual rights (European 

Union, 2024). In the context of privacy rights, proportionality is necessary for safeguarding the 

processing of personal data, since it serves as a limitation for data collection (European Data 

Protection Supervisor, 2024). When any (AI) technology is, in some way, restricting the rights of 

privacy, proportionality ensures that these restrictions on the rights must be fair, and the 

measures taken when using (AI) technologies must be suitable for achieving the intended goal. 

Thus, when evaluating the processing of personal and biometric data, proportionality commands 

that only the personal data necessary and relevant for the intended purpose should be collected 

and processed (Karliuk, 2022; European Data Protection Supervisor, 2024). The author Karliuk 

(2022) mentions the concerns regarding the practical implementation of the proportionality 

principle. For instance, how organizations can ensure that the use of technological (AI) systems 

remains within the necessary limits and ensure that no excessive constraints are placed on 

marginalized individuals, such as migrants. The specific way proportionality functions and how 

it should be implemented correctly is still a topic of intense discussion within the academic world 

and has not been researched well yet (Kloza & Drechsler, 2024).  

The existing literature emphasizes the ethical and legal problems created by technology (AI) 

usage in border management, particularly in terms of human rights, privacy, and proportionality. 

However, there is a lack of research looking into how proportionality might be properly 

implemented within border management. This study intends to contribute to this discussion by 

investigating how to create a more human-centered legislative framework in the EU. Ensuring 

that technology use is consistent with fundamental rights and privacy laws, and in particular, 

complying with and the right implementation of the proportionality standard. 
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3. Theoretical framework  

3.1 Artificial intelligence  
Definition  

There is no global consensus over a definition for AI because it encompasses multiple 

technologies and systems with diverse methods and applications. However, the new EU Artificial 

Intelligence Act (2025) has tried to create the following broad definition for AI in Article 3: “AI 

system’ means a machine-based system that is designed to operate with varying levels of 

autonomy and that may exhibit adaptiveness after deployment, and that, for explicit or implicit 

objectives, infers, from the input it receives, how to generate outputs such as predictions, 

content, recommendations, or decisions that can influence physical or virtual environments”.  

To clarify this further, the EU AI Act has established key characteristics that divide the definition 

of AI, including machine-based learning, varying levels of autonomy, adaptiveness, use of AI 

techniques, generating output, and influence on physical and virtual environments. In the context 

of border management systems, AI refers to technologies and algorithms that assess individuals 

passing the EU borders and therefore enhance the speed of border controls. The assessment is 

focused on the extent the which passing individuals pose a risk to public security, if these 

individuals are part of irregular migration, and therefore trying to predict individuals’ traveling 

behaviors (Vavoula, 2021). This analysis is done through multiple algorithms that collect, 

examine, and evaluate a significant amount of data about travelers, such as information on visa 

applications, travel patterns, and biometric data. Consequently, the algorithms collect and 

process personal data, which is able to read through millions of data sets of macro-level travel 

information (Belderbos, 2025). 

 
Classification of AI systems   

The EU AI Act (2025) has established a framework to distinguish between four types of AI 

systems to identify the associated risks and impacts these systems create when collecting and 

processing personal data. The higher the classification of the type, the stronger the regulations 

and requirements will be. The Act distinguishes between “Unacceptable Risk”, “High Risk”, 

“Limited Risk”, and “Minimal Risk” as can be seen in Figure 1 below. This figure was 

established by the European Commission in 2022 and is comprehensive in showing the risk 

categorization. However, currently, the “Transparency Risks” as shown in the figure of the 

European Commission are now named as “Limited Risks” within the AI Act. 
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Figure 1: The EU risk categorization for AI systems 
 

 

 

 

 

 

 

 

 

 

 

(European Commission, 2022) 

 
To understand the different AI technologies and the extent they require compliance with the AI 

Act, a short description of each category will be given. This will also help understand how 

proportionality plays a role in the AI Act, ensuring that the level of oversight and compliance 

requirements is appropriate to the potential risks associated with each type of AI system. By 

categorizing AI technologies based on their risk levels, developers and providers can better 

navigate the regulatory landscape and implement necessary measures to mitigate the risks (EU 

Artificial Intelligence Act, 2025).  

 
Unacceptable risk – Banned AI systems  

Article 5 of the AI Act describes which AI systems are a significant threat to society and their 

fundamental rights and therefore are banned from being used. The systems include for example 

social scoring systems and manipulative AI systems, such as real-time biometric identification 

systems in public spheres (EU Artificial Intelligence Act, 2025).  

 
High risk – Compliance  

Most of the AI- systems used will fall around the high-risk systems, therefore, the AI Act 

revolves around these systems as described in Article 6 of the Act. Examples of these systems 

can include biometrics, infrastructure, education, law enforcement, migration and border control 

management. These systems are classified as those that are likely to adversely affect the safety or 

fundamental rights of EU citizens. It is essential to evaluate the anticipated risks before these 
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systems are introduced to the market and continuously throughout their development. They 

require strict compliance with the AI Act and providers of the system should be responsible for 

ensuring this compliance (EU Artificial Intelligence Act, 2025).  

 
Limited risks– Transparency  

AI systems that pose a limited risk (as described in Article 52 of the AI Act), such as systems 

that interact with humans (e.g. chatbots), emotion recognition systems, biometric systems, and 

categorization and AI systems that generate or manipulate images, audio, or video material, will 

have to comply with a limited set of transparency obligations.  

 
Minimal risks – Unregulated  

All other AI systems that pose only a low or minimal risk (as described in Article 69 of the AI 

Act) may be developed and used without complying with additional legal obligations under the 

AI Act. Nevertheless, the European Commission encourages providers of AI systems to 

voluntarily meet the mandatory requirements for high-risk AI systems (EU Artificial Intelligence 

Act, 2025). 

3.2 Proportionality principle  
To ensure that personal data is handled according to EU standards and privacy rights are 

safeguarded, the so-called proportionality principle has been established by European law, under 

the Treaty of European Union (TEU) in Article 5. They defined the principle of proportionality 

as (The Treaty of European Union, 2012).  

“The institutions of the Union shall apply the principle of proportionality as laid down in the 

Protocol on the application of the principles of subsidiarity and proportionality. Under the 

principle of proportionality, the content and form of Union action shall not exceed what is 

necessary to achieve the objectives of the Treaties.” 

The principle of proportionality is enshrined in multiple legal systems and different (national) 

regulations across the world. It is used to guide decision makers in order to create more 

justifiable and morally acceptable decisions. These considerations can therefore be applied to 

technological (AI) systems, and consequently, the principle of proportionality could be very 

important and useful when looking at ethical considerations (Karliuk, 2022).   

 
As can be seen, proportionality remains a subjective concept, meaning the concept can be 

interpreted in many ways, therefore making it difficult to define and measure it (Pass, 2024). 

This problem is also one of the main reasons why this research is conducted. To investigate what 
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the standards are, how relevant public organizations understand the concept and under which 

circumstances, interviews will be held to get an understanding. Due to the different actors 

involved in the research (governments, public organizations, migrants, and non-governmental 

organizations (NGOs)), different interests apply. Governments’ interests lie in the face of 

prioritizing innovation, security, economic growth, and controlling their borders over the 

regulation of privacy protection when using AI technologies. On the other hand, migrants’ and 

NGO’s interests lie in prioritizing their (migrants) safety and maintaining privacy rights (Zaidan 

& Ibrahim, 2024). Public organizations are between trying to safeguard privacy rights and trying 

to be compliant with EU regulations, avoiding any sanctions while optimizing their processes 

with AI. Therefore, it is necessary to find a balanced way in which the multiple interests are 

considered when regulating proportionality. 

 
The European Data Protection Supervisor (EDPS) (2019) has created a so-called “proportionality 

test” which organizations can consult when considering and implementing new (AI) 

technologies. The steps underlying this test are shown below in Figure 2. In short, these steps 

include: 1) Firstly, assessing the importance or the legitimacy of the goal, and to what extent the 

taken measures are meeting the goal. 2) Secondly, assessing the intensity and scale of the 

measure, understanding how the measure could affect privacy rights and should not put an 

excessive burden on the individual. 3) The third step includes the proportionality principle, 

meaning finding a balance between the extent of the measure and the constraints this will have 

on privacy rights. 

Figure 2: Proportionality test   

 
 
 
 
 

 
 

Also, within this framework, it is not clear where this balance lies and which/when a right is 

violated. The EDPS (2019) instructs organizations to compare the constraints and benefits for 

themselves, which is very inconsistent and unclear. This research will therefore try to find an 

answer to this question of how organizations can interpret this comparison and be compliant with 

the regulations of proportionality. 4) The last step refers to taking suitable actions/changes to 

make sure the taken measures are appropriate and safeguard the rights of the individuals.  
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3.3 Defining rights  
In this research, numerous concepts regarding fundamental rights, human rights and privacy 

rights are being given. Therefore, it is essential to clarify the distinction between these rights and 

specify which rights this research will focus on. Fundamental rights are rights that are 

determined and written down within the constitutions of each country but also should align with 

the overarching fundamental rights stated in the Charter of Fundamental Rights of the EU (CFR) 

& the European Convention on Human Rights (ECHR) (European Union Agency for 

Fundamental Rights, 2020). These fundamental rights include the right to freedom, democracy, 

equality, and the rule of law, which are legally enforceable. Therefore, this can result in citizens 

facing prosecution by the court when violating one of these rights (European Parliament, n.d.). In 

addition to the fundamental rights, there is a set of so-called human rights that are incorporated 

into national laws. However, human rights cover more universal rights that apply to any 

individual, regardless of country of origin, religion, or age. These rights overlap with 

fundamental rights but are less specific and more focused on ethical considerations, such as 

privacy rights (Rehman, 2022). Consequently, privacy is a right that will both fall under 

fundamental and human rights since it is integrated into the EU constitutions and national laws. 

The right to privacy entails control over your own identity, choices and maintaining autonomy 

(Kumar, 2023). Within this research, the focus will lie on these privacy rights. The exact 

dimensions of privacy will be further explained within the Conceptualization chapter.  

3.4 Conceptual framework  
This section covers the key concepts related to the main research and sub-questions. It will 

explain the conceptualization and dimensions of each concept. The key concepts in this research 

include 1) the inclusion of the proportionality principle within the regulatory framework of the 

EU governing the use of (AI) technologies in border management, 2) the privacy rights of 

migrants, and 3) the relevant organizational expectations surrounding proportionality 

implementation when applying AI systems. The inclusion of proportionality within the EU 

regulatory framework can be divided into two parts. The first part relates to the proportionality 

principle and the second to the EU regulatory framework concept. Proportionality, in short, 

involves ensuring that the data collected by any technological (AI) system is relevant, adequate, 

and only used for the intended purpose (European Data Protection Supervisor, 2024). The second 

part relates to the regulatory framework of the EU, which is defined as all regulations governing 

technology usage within border management that create rules on regulating the processing of 
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personal data and privacy rights. The third variable, relevant organizational expectations, refers 

to how both public and humanitarian organizations perceive and act upon the inclusion of the 

proportionality principle within the EU regulatory framework. This also encompasses how and to 

what extent these organizations understand the proportionality principle, how they implement the 

principle in practice, and identify any gaps that may exist. Moreover, it is examined to 

understand how humanitarian organizations perceive the regulatory framework and what effects 

it might have on safeguarding the privacy rights of migrants.  
 
To examine the relationship between the three variables, a conceptual framework has been 

established. A cause-and-effect relationship will visualize the three concepts and show the effect 

the independent variable has on the two dependent variables within the research (George, 2024). 

The integration of proportionality in the EU regulatory framework could potentially affect the 

privacy rights of migrants but also affect the public expectations towards AI systems used at 

border controls. Therefore, the independent variable is the inclusion of the proportionality 

principle integrated into the EU regulatory framework and the dependent variables are the 

privacy rights of migrants and the public expectations regarding proportionality standards. A 

negative impact is expected between the inclusion of the proportionality principle within the 

regulatory framework of the EU and the privacy of migrants since till today it has become clear 

that the EU is still prioritizing the security of borders over the privacy rights of migrants and it is 

expected that the privacy rights cannot be ensured through the already established proportionality 

assessments (Peerboom, 2022; (Kloza & Drechsler, 2024). In addition, a negative impact is 

expected between the inclusion of the proportionality principle within the regulatory framework 

of the EU and the relevant organizational expectations, since the proportionality principle is 

covered within the EU framework, however, the concept can be interpreted in many ways and 

doesn’t operationalize a proportionality assessment for organizations. This causes organizations 

to struggle with how to effectively understand and implement proportionality, therefore, leaving 

certain gaps in how to balance the processing of personal data while safeguarding privacy 

principles.  

Figure 3: Cause and effect relationship  

 

 
 

 

X: Inclusion of  
proportionality in EU 
regulatory framework  

Y1: Privacy rights migrants  

Y2: Relevant organizational 
expectations   
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Hypotheses 

In addition to the overall cause-and-effect relationship, hypotheses per sub-question have been 

established to measure the relationship between the variables within the questions. The 

hypotheses will be used to answer the questions in the results chapter. Question 4 will not have a 

hypothesis, as it does not aim to test an assumption but instead seeks to establish practical 

guidelines based on the findings derived from the other sub-questions. The hypotheses per sub-

question are as follows:  

 
RQ 1- H1: The principle of proportionality is formally included within the EU regulatory 

framework but is missing regulatory guidance for practical implementation. 

 
RQ 2 - H2: There are significant gaps between the proportionality inclusion within the EU 

regulatory framework and the practical implementation.  

 
RQ 3 - H3: The expectations of relevant public and humanitarian organizations do not align 

with what is stated in the EU regulatory framework, therefore, these organizations do not know 

how to effectively safeguard privacy rights.  

3.5 Conceptualization  
To create an understanding of the independent variable, 1) the inclusion of the proportionality 

principle within the EU regulatory framework, the concept will be divided into two parts. The 

first part is the EU regulatory framework, which refers to a set of rules, laws, and guidelines 

established by the EU government to oversee and control various aspects of an activity or sector 

within the MS. These frameworks are designed to ensure compliance with standards, protect 

rights, and outline the responsibilities of different MS (What Is The EU Regulatory Framework? 

2024). The EU’s regulatory framework regarding governing the use of AI tools on border 

management systems, focusing on safeguarding privacy rights, consists of two main regulations 

that will be assessed during this research.  

The European Commission started establishing soft laws, including guidelines on the use of AI 

systems, but shifted towards a legislative strategy, incorporating harmonized rules on AI 

technologies (Madiega, 2024). One of these important regulations is the so-called General Data 

Protection Regulation (GDPR), which has been binding for MS since the year 2018 (European 

Data Protection Supervisor, 2018). The GDPR is a comprehensive regulatory framework 

defining the fundamental and human rights of migrants, obligations for processing data, and 
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methods ensuring compliance (European Council, 2024). Its main goal is to focus on improving 

the coordination of information transfers across borders and improving effectiveness regarding 

the protection of personal data and privacy rights within EU countries (Shabani & Borry, 2017). 

The second and most recent important act is the EU AI Act, as mentioned before. The AI Act is a 

worldwide regulatory framework describing a set of rules regarding the development and 

operation of AI technologies in a responsible manner by organizations, public institutions, and 

governments. It entails requirements to make sure the AI is safe, transparent, and non-

discriminatory (European Parliament, 2023) since some of these risks have not been sufficiently 

covered by the GDPR. It will, for example, safeguard that risks are considered by AI developers 

and create classifications for each AI system based on certain risk groups, ranging from low to 

high risk (Autoriteit Persoonsgegevens, 2025). These regulations form a comprehensive 

regulatory framework, which encompasses the most recent important regulations and acts related 

to protecting privacy rights. The attributes or dimensions of a regulatory framework include the 

regulatory purpose, the scope of the regulation, rules, and implementation mechanisms. The 

regulatory purpose can be understood as the primary objectives and goals the regulatory 

framework tries to achieve regarding using AI at borders safely within the EU (Hadley, 2022). 

The scope of the EU regulatory framework can be understood as the extent and boundaries of the 

regulation, including the activities and geographic areas it will apply to (OECD, 2015). In this 

case, the scope will focus on the EU and its borders. The rules refer to the specific guidelines, 

criteria, and standards that must be followed by the EU countries (Data Guard, 2024). Lastly, the 

implementation mechanisms can be understood as the processes established by governing bodies 

of the EU, including institutions and authorities, for overseeing compliance and enforcing 

regulations through monitoring and enforcement procedures (Better Care Network, 2023). These 

dimensions will define and differentiate the two regulatory frameworks being studied.  

The second part is the proportionality principle. The author Karliuk (2022) defined 

proportionality within the general and AI context, which will be used in this research. The 

general meaning of proportionality includes 1) practicing a legitimate goal, 2) remaining within 

the limits required to achieve this goal, and 3) not placing an unreasonable constraint on the 

individual. If we specify this further to the proportionality principle within the context of AI 

technology use, we can also apply these three standards: 1) The first one refers to the 

“appropriateness or legitimacy” of the system, meaning the used technology should be 

appropriate when achieving the goal. 2) The second standards refer to the “necessity” of the 

method, meaning that the chosen technology should be necessary to achieve the goal. 3) Lastly, 
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the method should not enforce any unnecessary constraint on any individual or affect any other 

stated (privacy) principle. This is described as proportionality “stricto sensu.” To summarize, this 

means that the content and form of technologies used should not go beyond what is necessary to 

achieve the intended goals (Karliuk, 2022). Altogether, the independent variable refers to how 

the proportionality principle is described and integrated within the EU regulations and acts and 

how effectively it safeguards privacy rights. 

Next, the first dependent variable, 2) privacy rights of migrants will be explained. Within the 

ECHR, privacy is stated, in the broader context, as a human fundamental right and refers to the 

right to have an anonymous, private life while having control of your own personal information, 

choices, and autonomy (European Data Protection Supervisor, 2025). In particular, for migrants, 

these rights are also applicable as stated in the conventions of the EU, since these rights are 

relevant to every individual regardless of their origin, status, country, etc. (Rehman, 2022). To 

specify, it refers to providing migrants the right to privacy by granting them control over how 

their data is collected and used (Migration Data Portal, 2022). There is no clear definition of how 

to describe privacy in the context of migrants. This can also be seen in academic literature since 

the institutions or organizations, when describing the privacy rights of migrants, refer to the 

general meaning of privacy as stated in the conventions. The attributes and how the concept will 

be measured within this research will be described in the Operationalization chapter. In addition, 

it should be clarified what is understood as personal data privacy as it is often understood as data 

protection. The privacy of personal data refers to how the personal data is being processed, and 

protection refers to how to store and protect the processed data (Emon, 2024). This research will 

focus on personal data processing, meaning collecting, storing, sharing, and transforming 

personal data into meaningful output that can be used by the algorithms of AI technologies 

(Mahendra, 2024).    

The second dependent variable, 3) relevant organizational expectations will be explained. The 

variable should be split into two to understand the meaning of this concept in the context of this 

research. The relevant organizations in this context refer to public governmental and 

humanitarian/ NGOs organizations that operate within the migration and border control sector. 

These organizations are relevant since they are considering implementing (AI) technologies and 

are interested in what risks are involved regarding proportionality coverage when considering 

and implementing technological (AI) systems at border systems. Expectations refer in this 

context to what extent these organizations experience conducting a proportionality assessment as 
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a challenge and what expectations exist for clearer guidelines for the development of 

proportionality guidelines. Moreover, what expectations exist regarding how the inclusion of 

proportionality could potentially harm the privacy rights of migrants. It is also important to 

investigate if the relevant organizations understand what is required in terms of proportionality, 

privacy, and personal data processing, following European acts and regulations. The attributes of 

the relevant public and humanitarian organizations will include the legal structure and mandate, 

the authority to carry out policies (Government mandate, 2024), the mission and objectives of the 

organization, and the level of contribution in governance regarding AI policies. These 

dimensions will define and differentiate the public governmental organizations being studied.  
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4. Case study: EU border management   
This section will describe the background and relevant reasons for the chosen case study: EU 

border management integrating AI technologies.  

 
The Schengen Agreement was established in 1990, followed by the foundation of the Schengen 

Area five years later. The Schengen Area enables all travelers to cross internal borders without 

border checks within the EU. In addition to this, the MS agreed on a unified visa policy and 

codified police and judicial cooperation (European Court of Auditors). Consequently, the 

Schengen area established EU border management, which is mostly based on the Schengen 

Borders Code from 2006 (Andreou, 2023). Border checks occur at all of Europe's access points, 

such as ports and airports, but they also include the following procedures and practices, which 

are progressively being integrated into the EU MS bureaucratic systems regarding border 

controls. It can be seen as monitoring, registering, and cross-referencing people coming in and 

leaving the EU borders (Dijstelbloem & Broeders, 2014). However, since the migrant crisis in 

2015, certain MS have experienced an unexpected inflow of irregular migrant arrivals, 

accompanied by concerns about unauthorized overstays, cross-border terrorism, and criminal 

activities in neighboring regions (Lehtonen & Aalto, 2017). To manage all activities, the 

European Border and Coast Guard Agency, called Frontex, assists the MS in handling the EU's 

external border control and combating transnational crime. This institution was established in 

2004 and was initially meant to help guide MS by providing technical expertise and support 

within its border management (Gandhi, 2024). Nowadays, Frontex serves as a hub for knowledge 

and intelligence sharing regarding border control actions (Frontex, n.d.), to secure a high level of 

internal security through fighting crime and threats across the borders (Migration and Home 

Affairs, n.d.). To enhance the speed of these processes and identify a large number of entering 

individuals, different technologies have been established over the years.  

Internal border control is ensured through three automated systems, which all tackle different 

objectives. Firstly, the Schengen Information System (SIS) allows MS to share security and 

border management information, such as alerts of refusing entry to a country or criminal 

offenses. To do so, it is allowed to gather biometric data including fingerprints and facial photos. 

As each MS follows the same entry and short-stay visa regulations, another technology system 

has been developed, named the Visa Information System (VIS). This system is very useful 

because it allows countries to share (short) visa application information. This system also collects 

personal data such as fingerprints and facial images. The last system is called Eurodac, which is a 
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biometric database system that identifies fingerprint data of illegal migrants and asylum seekers 

at the location where they enter the EU. Consequently, it becomes clear which MS is responsible 

for the asylum application (Citizen Information, 2023; European Parliament, 2021). As can be 

read, these three systems collect a broad variety of personal data and functions utilized in border 

control and law enforcement (Orav & D'Alfonso, 2016). However, the European Commission 

(EC) noticed shortcomings in these systems due to more migratory complexity challenges (Orav 

& D'Alfonso, 2016) and MS needed higher resource commitments and infrastructural capacities 

to enable effective border control (Mahmutovic & Olson, 2020).  

 

In response to these challenges, the European Commission introduced the Smart Borders 

Package in 2016, incorporating new centralized information systems designed to address 

multifaceted objectives (Orav & D'Alfonso, 2016). These systems enable MS to establish an 

information technology network for collecting, storing, verifying, comparing, and sharing diverse 

biometric data and characteristics obtained from migrants (Dijstelbloem & Broeders, 2014). 

Additionally, two new AI systems were introduced and are still in development for strengthening 

internal security and facilitating the detection of exceedances (Hirvonen, 2023). Those systems 

involve the Entry/Exit System (EES), which replaces passport stamps and provides a new form 

of entry, exit, and identity documents for all non-EU travelers, including travelers who do not 

require a Schengen visa for short visits, through biometric data such as fingerprints and face 

images (Jeandesboz, 2016). Additionally, the European Travel Information and Authorization 

System (ETIAS) executes an automatic risk assessment based on threat indicators and performs 

automatic cross-checks with other systems across the EU (Andreou, 2023). While these 

initiatives, mentioned by the European Commission (2011), aim to boost security and 

effectiveness, facilitate lawful travel, and mitigate the complexities arising from increased 

migratory flows, concerns and questions have emerged, making the potential risks of AI systems 

more apparent. Galdon Clavell (2017) raises pertinent issues regarding data privacy, potential 

discrimination of migrant groups, operational feasibility, and the substantial costs involved in 

implementing these technologies. There has been a considerable amount of discussion on the 

negative elements of AI technology employed in EU border management, such as the harm to 

data privacy and data protection. These concerns are valid because border control AI systems are 

not aligned with global data protection legislation (Andreou, 2023). Consequently, this results in 

an unequal distribution of advantages from technology growth because it favors the private 

sector as the primary driver, whereas governments employ these technologies to gain control 
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over migrant populations (Molnar, 2020). Furthermore, profiling or discrimination against 

certain vulnerable groups can occur through biased algorithms in AI systems. For example, 

Kieran et al. (2019) state that facial recognition algorithms trained on large datasets may lead to 

inaccuracies, such as misidentifying women as men or not recognizing them at all. This 

highlights, as stated by Andreou (2023), the risk of pre-defined risk indicators contributing to 

discriminatory or unlawful profiling, resulting in biased decisions. Additionally, migrants are 

usually unfamiliar with the scope and use of the data and what the actual purpose is. 

Consequently, they have no idea which privacy rights are violated (Hendow et al., 2015).  

 
In response to these concerns, the EU has established certain acts and regulations, of which they 

recently introduced the Act to Govern Artificial Intelligence (the EU AI Act). This act describes 

the main regulations governing AI technologies nowadays. According to Molnar (2023), the EU 

AI Act has the potential to provide a strong regulation that protects the privacy rights of the most 

vulnerable groups, including migrants. However, it does not adequately address the risks 

associated with proportionality infringements, since it does not classify which rights should be 

outbalanced against the use of certain AI systems (Brouwer, 2024). This is making it harder to 

ensure that these principles are protected in practice. In addition, the General Data Protection 

Regulation (GDPR) has been in place since 2016, which is the world’s biggest privacy and 

security law, also describing how personal data should be protected when crossing the (EU) 

borders (European Council, 2024). The GDPR has incorporated the principle of proportionality 

into its framework, however, in a non-understandable manner. This is because the GDPR 

describes the term proportionality in numerous ways, each time with different meanings or 

purposes, making it hard to understand exactly what is meant by the concept. In addition, it is 

unknown how to exactly assess the proportionality since this is not described in the GDPR 

enough (Kloza & Drechsler, 2020). In this context, the implementation of risk assessments 

assessing (AI) technologies and algorithms is becoming significantly crucial. The two established 

EU risk assessments are the Fundamental Rights Impact Assessment (FRIA) and the Data 

Protection Impact Assessment (DPIA). The FRIA is part of the EU AI Act, which obligates only 

AI technologies ranked as a high-risk system to conduct this assessment to identify the impacts 

the system has on individuals’ fundamental rights, of which privacy is one of these rights 

(Rintamäki & Pandit, 2024). Furthermore, the DPIA is part of the General Data Protection 

Regulation and focuses on assessing breaches on privacy breaches, by categorizing activities of 

technologies that are expected to result in high risks, and therefore harming privacy rights 

(Rintamäki et al., 2023). As can be seen, (AI) technologies that will control personal data will 
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fall under both EU regulations, causing the risk category to depend on the different regulations 

and the MS involved. Consequently, this results in uncertainty about how to assess risks 

associated with privacy and personal data processing, especially how this data will be processed 

proportionately (Rintamäki et al., 2023).  
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5. Methodology 

5.1 Research design  
To answer the research questions, multiple research methods will be used. These methods will be 

discussed per research question.  

 
RQ 1: How is the proportionality principle embedded within the EU regulatory 

framework?  

To answer the first research question, the thesis will conduct desk research, using qualitative 

secondary data from EU governmental reports and regulations including the EU AI Act and the 

GDPR. Desk research will help provide an overview of the current available knowledge on the 

inclusion of proportionality within these EU regulations (McCombes, 2023). In this research, the 

literature studied will be analyzed through content analysis, which entails examining the key 

themes within the literature to understand what most common themes regarding the inclusion of 

proportionality standards integrated into the regulations are (Luo, 2023). Understanding these 

themes will give significant insights into which issues are commonly discussed and which are 

underexplored, allowing the identification of potential trends that could help answer the research 

question. To conduct a complete content analysis, this study will specify particular units of 

analysis and define categories (or codes) for successful data organization and interpretation. By 

categorizing the content, the study hopes to find trends, gaps, and relationships within the 

material, resulting in a more comprehensive understanding of the subject matter. 
 
RQ 2: What are the gaps regarding the proportionality inclusion within the EU regulatory 

framework compared to the practical implementation?  

The second research question will be answered through first-hand and second-hand data. The 

second-hand data is established through desk research, obtaining qualitative secondary data from 

scientific reports, academic articles, opinion pieces, and reports from public organizations within 

the EU. The data helps identify the gaps (what should be done according to EU regulations 

versus what is done in practice) regarding the implementation of proportionality standards. To 

analyze the data content analysis is conducted to identify the most frequent themes (gaps), which 

derive from the literature, to investigate if there is any pattern within these themes.  

 
In addition, this question will be answered through first-hand data, obtained from structured 

open-ended interviews with public organizations and privacy experts. Structured open-ended 
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interviews allow for pre-established scripted interview questions, however, the respondent can 

give detailed answers while there is flexibility in the answers that will be given. This creates an 

in-depth understanding of the answers given (Thibodeaux, 2016). The respondents will be 

sampled through convenience sampling, which means finding respondents when the time and 

resources are limited. These respondents will be selected based on their accessibility and 

willingness to participate; due to the restricted time in which the thesis will be created and the 

confidentiality measures the thesis might have to take into account (Abbas, 2024). This way of 

sampling will produce multiple viewpoints and experiences from diverse relevant respondents. 

To create a comprehensive answer to the question, two groups of respondents will be 

interviewed. The relevant organizations that will be interviewed are public and governmental 

organizations within the migration sector. The privacy experts are experts within the Ernst & 

Young BV, who have work experience within the privacy and AI sector and have had hands-on 

practical experience with clients regarding the compliance and implementation of proportionality 

standards. An overview of the number of respondents per respondent group and the position 

within the organization applicable to this research, can be found in the table below.  

Table 1: Overview of respondents  

Type of respondent group  Number of respondents  Position in organization  

Public governmental  4 • Information & Technology 
Board  

• Coordinator Privacy Office 
• Legal Counsel Privacy  
• Privacy Officer  

 

Privacy experts  3 • Privacy Officer(s) 
• Chief Information Security 

Officer  
 

Humanitarian/NGO’s 1 • Researcher & Journalist  
 

 

The interviews will try to identify what is happening right now and they will try to answer what 

should be happening to safeguard privacy rights when using technologies at the borders. In this 

way, the gaps will be identified regarding the proportionality principle covered within the EU 

regulatory framework and the practical implementation within organizations.   
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RQ 3: Do the relevant public and humanitarian organizations’ expectations align with the 

EU regulatory framework? 

To conduct a more comprehensive understanding of the expectations regarding proportionality, 

structured open-ended interviews will again be held with the same public organizations that are 

willing to cooperate. These organizations can explain their expectations regarding the guidelines 

they seem to find essential for complying with the proportionality standards embedded in the EU 

regulatory framework. In addition to this, interviews will be held with humanitarian 

organizations or NGOs that are opting for the privacy rights of migrants. They will be asked 

questions regarding privacy rights infringements when personal data is collected/processed by AI 

technologies. For each respondent group, different questions were established. These insights can 

help identify the improvements necessary to enhance proportionality implementation in practice. 

Due to the time constraints, there will be one interview with each organization. However, when 

there is a low response of respondents within the human rights organizations sector, the findings 

will be strengthened with literature (written by human rights organizations). Since both sub-

research questions 2 and 3 will be analyzed through structured open-ended interviews, some 

ethical assurances should be considered. Therefore, the names and details of the respondents will 

be treated confidentially and will be anonymized. In addition, the interview questions will be sent 

in advance, so that the respondent is aware of the structure and the expected questions.  

 
RQ 4: What guidelines are necessary to enhance proportionality implementation when 

using (AI) technologies to protect privacy rights effectively? 

To answer the last research question, desk research will be conducted, obtaining and examining 

qualitative secondary data. This includes analyzing earlier developed risk assessments that are 

(trying) to assess proportionality and associated risks within (AI) technologies and investigating 

to what extent these assessments are useful in safeguarding and assessing proportionality. In 

addition, the interviews held with respondents (regarding the gaps and views on proportionality) 

will help identify certain guidelines or create advice that will try to fill these identified gaps. 

Consequently, the desk research will help identify fitting guidelines, for example, by reviewing 

best practices in other sectors.  
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5.2 Operationalization  
The research will examine to what extent and how the EU regulatory framework has included the 

proportionality standards and how these are implemented and understood in practice. To measure 

the inclusion of the proportionality standards within the regulations, it is essential to understand 

the criteria that can measure this inclusion of proportionality. The measurement of 

proportionality is based on the Amnesty International (2024) report which supports the rights of 

migrants while using technologies. Amnesty created a four-criterion test, based on the EU 

regulations and acts, to assess whether the principles of proportionality are incorporated when 

developing and applying AI technologies. The criteria also intertwine with the standards by the 

author Karliuk (2022), who explained proportionality within the AI context, which can be found 

in the Conceptualization chapter. The criteria consist of the legitimacy, the appropriateness, the 

necessity, and the proportionality in stricto sensu of the technology used. These criteria will be 

explained by their meaning within the table below. 

Table 2: Criteria Proportionality  

Criteria  Meaning  
Legitimacy   The used technology should be in line and prescribed within the law. 

Appropriateness The used technology should be appropriate when achieving the goal. 

Necessity The used technology should be strictly necessary to achieve the goal 
(e.g. protect public security/order).  

Stricto sensu The used technology should not enforce any unnecessary constrain on 
any individual or affect any other stated (privacy) principle (e.g. 
discriminatory practices)  

(Karliuk, 2022; Amnesty International, 2024) 

To examine the variable privacy rights of migrants, the Organization for Economic Cooperation 

and Development (OECD) has created eight criteria on how to govern the protection of privacy 

concerning personal data processing. These eight criteria involve accountability, purpose 

specification, openness, collection limitation, data quality, use limitation, individual 

participation, and security safeguards (Organization of Economic Cooperation and 

Developments, 2013). The criteria and their meanings will be explained in the table below: 
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Table 3: Criteria Privacy Rights  

Criteria  Meaning  
Accountability  The person that is in control of the personal data should be 

accountable for complying to the criteria below, by taking measures 
when necessary.  

Purpose 
specification  

• The reasons for collecting personal data must be clearly 
defined  

• Any following collecting of personal data should be 
restricted to fulfill the purpose  

• Any change of purpose should be communicated directly.  

Openness  All information regarding collecting, using and storing data should 
be openly and readable available to anyone.  

Collection 
limitation  

Data collection should be limited, appropriate and with consent of 
the data subject.  

Data quality  Personal data that is collected must be only applicable to the 
intended purpose, necessary and accurate.  

Use limitation  All personal data should be available, if not it should agree with  
• Consent of data subject  
• Authority of law  

Participation  Individuals must be able to obtain the personal data and if not have 
the right to fight this denial.  

Security  The personal data should be protected against loss, unauthorized 
access and use.  

(Organization of Economic Cooperation and Developments, 2013) 
 

5.3 Data Collection  
Within this section, the data that has been collected and examined for the research are described 

below. To measure the variables, the researcher only uses qualitative data, which derives from 

primary and secondary data sources. The qualitative data will address all sub-questions by 

examining key elements of the proportionality standards within the EU regulatory framework, 

identifying gaps when implementing the principle, and assessing its impact on the protection of 

privacy rights. The primary data stems from interviews with three different kinds of respondent 

groups. The first respondent group is relevant public governmental organizations, which are 

asked about the (AI) technologies used or being considered, which personal data is being 

processed, how these organizations understand and implement proportionality, and what 

guidelines they find necessary in order to enhance understanding and implementation of the 
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principle. The second group of respondents are privacy experts, who will try to give insight into 

their knowledge and experience with the implementation of proportionality standards in practice. 

The aim is to gain information about what best practices or guidelines could be in order to 

enhance this. The last respondent group is civil society/NGO’s which are asked about the rights 

that might be violated of migrants when not implementing proportionality effectively.  
The second-hand data is obtained from earlier academic research, relevant governmental 

documentation, the GDPR, the EU AI Act, and policy analysis.  

Due to the gathering of primary data, some ethical considerations should be included. The 

obtained primary data could have sensitive information that should ensure confidentiality. To do 

so, a few measures are in place. The names and details of the respondents will be treated 

confidentially and will be anonymized within this research. This means that no names/details of 

the respondents are mentioned within the thesis, consequently, when referring to interviewed 

organizations, the thesis will use a general term (relevant public governmental organizations, 

privacy experts, NGOs). Also, no exact quotes or answers derived from the interviews will be 

included in the research, but the answer to each sub-question will be generalized in order to 

prevent traceability to an organization. The interview transcriptions are destroyed at the end of 

the study, and a draft of the data used within this research can be sent to the respondent. In 

addition, the interview questions were sent in advance, so that the respondent was aware of the 

structure and the expected questions. An overview of the data collection methods is described 

within the table below. 

Table 4: Data collection matrix  
Theoretical 

concept  

Variable  Measurement  Data Collection  

Regulatory 
framework 
European 
Union  

Proportionality  What is the inclusion 
of the proportionality 
principle within the 
EU regulatory 
framework? 

• EU AI Act  
• GDPR  
• EU governmental 

reports on 
proportionality 
measures  

Relevant 
public 
organizations 
expectation 

GAPS 
proportionality 
implementation  

What are the gaps 
regarding the 
inclusion of 
proportionality 
compared to the 

Structured open-ended 
interviews with the relevant 
public organizations, privacy 
experts and civil society 
organizations/ NGOs. 
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practical 
implementation? 

 Privacy rights  To what extent are 
the privacy rights of 
migrants protected 
when proportionality 
is not implemented 
completely?  

• EU AI Act  
• GDPR  
• Reports and research 

from public (human 
rights) organizations 

• Structured open-ended 
interviews with relevant 
respondents   

 

5.4 Data Analysis  
This section will explain how the obtained data is analyzed in order to give answers to the 

research questions. For a systemic analysis of the collected data, such as literature reviews and 

interview transcripts, a program like Atlas.ti will be used. The data will be coded using thematic 

analysis to thoroughly review and identify relevant trends. For the structured open-ended 

interviews, an inductive thematic analysis technique is executed, which means that codes will be 

created after the interviews are completed. As a result, these codes were developed later in the 

study process, allowing them to emerge naturally from the acquired data (Medelyan, 2024). For 

the desk research, a deductive thematic analysis technique will be used, which means that the 

codes will be created beforehand to identify themes. This entails searching for common themes 

regarding key components of proportionality and privacy criteria within the EU regulatory 

framework, searching for gaps, and implementing measures. The coding schemes for sub-

questions 1 and 2 are described below. The coding scheme of the conducted interviews is 

described in Appendix 1.  

Figure 4: Coding scheme sub-question 1  
Main Code Sub-code Open code  

Inclusion of 
Proportionality 
  

Legitimacy The used technology should be in line and prescribed 
within the law. 

Appropriateness The used technology should be appropriate when 
achieving the goal. 

Necessity The used technology should be strictly necessary to 
achieve the goal (e.g. protect public security/order). 

Stricto sensu The used technology should not enforce any 
unnecessary constrain on any individual or affect any 
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other stated (privacy) principle (e.g. discriminatory 
practices).  

 

Figure 5: Coding scheme sub-question 2  

Main Code Sub-code Open code  
Privacy Accountability The person that is in control of the personal data 

should be accountable for complying to the criteria 
below, by taking measures when necessary. 

Purpose 
Specification 

Clear purpose definition, limited data use, and 
transparent communication of any changes.  

Openness All collection, usage and storing information should 
be available to the public.  

Collection 
Limitation 

Data collection should be limited and with consent 
of the data subject.  

Data Quality Personal data that is collected must be only 
applicable to the intended purpose, necessary and 
accurate. 

Use Limitation Data access must be lawful, based on informed 
consent or legal authority. 

Participation Individuals must be able to obtain the personal data 
and if not have the right to fight this denial. 

Security The personal data should be protected against loss, 
unauthorized access and use.  

 
 

5.5 Validity and reliability  
The operationalization of this research takes the insurance of validity and reliability into account. 

Validity can be measured in multiple forms, but for this research, content validity is applicable. 

Content validity refers to how well and comprehensively the instruments will cover all relevant 

parts of the concept that are aimed to be measured (Nikolopoulou, 2022). The content validity is 

ensured by using the different criteria from Amnesty International (2024), Karliuk (2022), and 

the OECD (2013), which are all developed by experts in the field who have done similar research 

before on the different sub-questions. In addition, validity will be ensured because of 

triangulation, using multiple data sources to answer every sub-question. Triangulation is also 

applied to the interviews, which use three different types of respondents. These respondents all 

have different expertise and backgrounds, enhancing the validity and representativeness of the 

respondents. Reliability should also be considered, which refers to the extent the results of the 

research can be reproduced under the same conditions (Middleton, 2023). The reliability will be 
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ensured by documenting how the literature is analyzed and how the interviews are conducted, 

allowing other researchers to replicate the study. Most academic research and sources are 

retrieved from Google Scholar and Scopus.   
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6. Results  
Within this chapter, the findings will be described to answer the main research question and sub-

research questions. The chapter will begin by outlining the legal foundations of the EU 

regulatory framework governing (AI) technologies, particularly in the context of safeguarding 

the proportionality principle. Following this, an analysis of the gaps regarding the proportionality 

inclusion compared to the practical implementation will be provided. Next, the findings from the 

interviews will be presented, offering insights into the expectations of relevant public 

organizations, knowledge of privacy experts, and views of humanitarian organizations. Finally, 

the chapter will discuss the potential guidelines that could be developed to effectively enhance 

proportionality implementation in practice. These guidelines will (try to) address the identified 

gaps and issues, offering suggestions for strengthening the regulatory processes. 

6.1 Contextual findings  
Before describing the outcomes per research question, the interviews with the respondents 

revealed a finding that is relevant to discuss to gain a better understanding of the research 

problem, the context of the problem, and the results. The theoretical framework of this research 

highlighted the growing use of AI systems in the border management practices of the EU to 

enhance speed and effectiveness while (potentially) breaching fundamental rights of migrants. 

However, interviews with respondents revealed that most of these governmental organizations 

are currently implementing or in the early process of utilizing these AI systems1. As one of the 

respondents, positioned as Coordinator Privacy Office, stated: “There is very little AI or high 

risk in the sense that we see AI in the world as advanced tooling that contains training data or 

is tested with. There is virtually no such thing within our organization. According to the AI Act 

and the definition as it is described in it, there is simply very little.”  

Another example stated by a member of the Information and Technology Board: “Looking at the 

definition of AI as it is stated in the AI Act, the organization isn’t using these systems at the 

moment.”  

 
Nowadays, these organizations still primarily rely on automated or technological systems with a 

human oversight aspect within the decision-making process. Systems mentioned in the theory, 

such as the ETIAS, VIS, SIS, and EES, are still automated systems without AI components, 

though they are incorporating AI in these systems in the upcoming year. Although predictive AI 

 
1 Interview code A-24, A-25, B-26 and A27 
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systems are extensively discussed in the literature, the findings from interviews indicate that 

most public/governmental organizations are still in the early stages of piloting or considering the 

implementation of such AI systems. Frontex has begun to explore and carefully pilot AI in 

specific analytical and surveillance roles, such as drone image identification and migration 

forecasting. Yet, they do not incorporate AI in their decision-making processes (McCormick et 

al., 2025). Despite this gap between theory and practice, this research remains important. The 

principle of proportionality, which is central to this study, applies to AI systems but also to other 

technologically/automated systems that process personal data. Furthermore, as the EU AI Act 

enters its implementation phase, understanding how proportionality is described and could be 

implemented according to the EU AI Act becomes increasingly important.  

6.2 Legal embedding of proportionality  
To answer the first sub-question: How is the proportionality principle embedded within the EU 

regulatory framework?, the most relevant EU legislation governing personal data processing has 

been examined. In particular, these regulations have established a legal framework for the 

processing and protection of personal data while developing and utilizing (AI) technologies. 

First, there will be an explanation of the legal foundation regarding the proportionality standards 

within the EU regulatory framework. In addition, there will be a short examination of the 

proportionality inclusion within the associated risk assessments.  

 
The GDPR and the EU AI Act are subject to the primary EU law principles, such as the TEU and 

the CFR. These primary EU laws do cover the principle of proportionality in a broader sense, and 

it is essential to identify how and to what extent these principles are stated to understand the 

derivation and inclusion of the principle in the GDPR and AI Act. Table 3 will show the primary 

proportionality principles as stated in the CFR and TEU.    

Table 5: Proportionality (broad definition) in primary EU legislation 
Regulation  Article  Definition as stated  
TEU  
(The Treaty of European 
Union, 2012)  
 

Article 5  
“The institutions of the Union shall apply 

the principle of subsidiarity as laid down in 
the Protocol on the application of the 

principles of subsidiarity and 
proportionality. National Parliaments 

ensure compliance with the principle of 
subsidiarity in accordance with the 
procedure set out in that Protocol. 



 

 
 

39 

Under the principle of proportionality, 
the content and form of Union action 
shall not exceed what is necessary to 
achieve the objectives of the Treaties.”  

CFR  
(Charter of Fundamental 
Rights of the European 
Union, 2000) 

Article 
52.1  

“Any limitation on the exercise of the rights and 
freedoms recognized by this Charter must be 

provided for by law and respect the essence of 
those rights and freedoms. Subject to the 

principle of proportionality, limitations may be 
made only if they are necessary and genuinely 

meet objectives of general interest recognized by 
the Union or the need to protect the rights and 

freedoms of others.” 
 

Now that the primary EU legislation has been identified, it is essential to understand why the EU 

AI Act and the GDPR were chosen to be analyzed for this research. Figure 4, created by the 

author, however, derived from the authors Gonzalez Riedel and Idema (2024), shows the 

application of both the EU AI Act and the GDPR within the field of technology usage on 

individuals. This figure explains the most important alignments between the two regulations and 

the differences that appear. In addition, it shows the principles that should apply and be covered 

within both regulations. 

Figure 6: Intersection of the EU AI Act and the GDPR principles  

 

 
 
 
   
 
 
 
 
 
 
 
 

 

 

 

Principles  
• Purpose limitation  
• Legal basis  
• Data minimization  
• Proportional  
• Accurate  

The EU AI 
Act 

Governing AI 
systems 

AI systems 
that process 

personal data 
 

The GDPR 
Governing the 
processing of 
personal data 
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6.2.1 Legal Framework GDPR  
One of the most relevant legislations covering and explaining privacy standards is the GDPR, 

with a specific focus on protecting individuals against the processing of personal data and the 

movement of this data across different MS. All the information and articles stated within this 

section are retrieved from the official GDPR (2016) document and will be cited as stated in this 

regulation. The analysis of the inclusion of the proportionality principle (the legal base) is based 

on the four established criteria by Karliuk (2022) and Amnesty International (2024) as described 

in Table 1 within this research. These criteria include the inclusion of proportionality as stricto 

sensu, necessity, appropriateness, and legitimacy. To what extent and how these criteria are 

included within the GDPR is shown in the very detail in Appendix 2. Only the most 

comprehensive and relevant parts, encompassing the proportionality criteria, within the 

regulation are described within the appendix.  

 
Although the principle of proportionality is technically embedded within the GDPR, its 

normative existence does not necessarily ensure practical appropriateness. Many articles, such as 

Article 5.1(c), 6.1(f), 23, and legal provisions 39, 47, and 170, specifically state that “data 

processing operations must be suitable, necessary, and proportionate given their objectives” as 

shown in Appendix 2. All of these references indicate a fundamental base to the principle of 

proportionality based on the primary EU legal principles like those in the CFR and the TEU. 

However, upon closer examination of the GDPR, it becomes clear that the GDPR lacks guidance 

on how proportionality should be measured and implemented in practical and concrete terms. 

Even though proportionality is often mentioned, particularly when discussing lawfulness, 

legitimacy, and necessity, it remains a primarily theoretical concept within the legal framework 

of the GDPR. It does not specify what thresholds or criteria should be applied to determine 

proportionality in particular situations. This is also evident in the literature; often, controllers are 

not qualified to perform a complex and specialized legal analysis. Under the Data Protection 

Directive, dealing with proportionality has already caused challenges, particularly when 

controllers were required to provide evidence of legitimate interest in processing (Kloza & 

Drechsler, 2024). The entire objective of the proportionality principle could be compromised by 

the lack of precise interpretive or procedural standards, especially in situations when individual 

rights may be restricted for national security or public interest reasons (which is most of the time 

the case in the migration sector). Legal provision 73 and Article 23(b-c) permit such exclusions 

as long as they are "necessary and proportionate" but the regulation provides little specific 

guidance on how these evaluations should be carried out or assessed. The implementation of 
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proportionality may therefore be largely left up to the professional judgment of national 

authorities or courts, which could lead to legal ambiguity and even inconsistency across MS. In 

conclusion, while proportionality is embedded in the GDPR, it remains formal and very general 

rather than practical and detailed. Without explicit operational guidelines or procedures for 

assessment, the concept may be more symbolic than functional in data protection practices. 

6.2.2 Legal Framework EU AI Act  
Since 2021, the EU has been working on establishing its first EU AI regulation, which focuses on 

governing the implementation and usage of AI technologies by introducing a risk-based 

categorization of AI systems. Since that moment, the law has been revised, and in 2024, the EU 

AI Act entered its force. All the information within this section is retrieved from the official EU 

AI Act (2024) document. Also, here, the EU AI Act is analyzed through the four criteria of 

proportionality as described in Table 1. To what extent and how these criteria are included within 

the EU AI Act is shown in the very detail in Appendix 3. Only the most comprehensive and 

relevant parts, encompassing the proportionality criteria, within the regulation are described 

within the appendix.  

Analyzing the EU AI Act shows us that, formally, the principle of proportionality is embedded 

within the regulation. As described in Appendix 3, proportionality, along with the pre-established 

criteria, is mentioned in several articles, including Articles 5.3, 13, 36.7(e), 44.3, 88.2, and legal 

provisions 33, 34, and 176. These regulations jointly define that AI systems, particularly high-

risk or biometric identification systems, must be necessary and not beyond what is necessary 

for their intended purposes. Also, within the EU AI Act, the regulation makes exceptions 

regarding proportionality for public interests as stated in legal provision 33: “The use of those 

systems for the purpose of law enforcement should therefore be prohibited, except in exhaustively 

listed and narrowly defined situations, where the use is strictly necessary to achieve a 

substantial public interest, the importance of which outweighs the risks…”. Managing migration 

issues and controlling borders can be identified as substantial public interests, creating an 

opportunity to not comply with proportionality standards. In addition, the EU AI Act does not 

adequately provide guidance on how to assess this substantial public interest or the risks that 

should outweigh each other and thus justify the intrusions on persons’ rights. In addition, Article 

14 of the EU AI Act requires that high-risk AI systems be monitored by at least two people to 

ensure that decisions are fair and responsible. However, sub-paragraph 5 offers an exception for 

systems used in migration and border control, stating that this criterion does not apply if its 

application would be "disproportionate". More importantly, the regulation does not specify what 
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that means or what contradicting interests would justify such an exception. This is concerning 

because these are sensitive sectors where human supervision is critical to safeguard people's 

privacy rights. Without human supervision, migrants may be affected by incorrect or unfair 

automated decisions, with limited opportunity to appeal against them, which violates Article 47 

of the CFR (Pina, 2025). As a result, while the EU AI Act defines proportionality as a guiding 

legal concept, its current definition lacks the normative clarity and operational guidelines or 

requirements needed for effective implementation. Similarly, with the GDPR, the inclusion of 

proportionality in the EU AI Act appears to be more symbolic than functionally implementable.  

6.2.3 Risk assessments  
The tables in Appendices 2 and 3 present an analysis of the GDPR and the EU AI Act in relation 

to the inclusion of the proportionality principle, assessed through the 4 pre-established criteria. 

For both regulations, risk assessments are mandatory, therefore, it is beneficial to examine the 

inclusion of proportionality within these assessments.    

 
Both regulations have tried to create comprehensive regulations to govern data collecting and 

processing when using (AI) technologies and therefore legally safeguarding the rights of the 

individual. They both include the principle of proportionality as stated within the primary EU 

legislation and elaborate on these principles by using terminology such as “data minimalization” 

and “does not go beyond what is necessary”. In addition to this, both regulations obliges 

providers and users to assess their technologies through assessments. The AI Act requires, in 

addition to their risk-based approach, a Fundamental Rights Impact Assessment (FRIA) for high-

risk AI systems (The EU AI Act, 2024) and the GDPR requires a DPIA for technologies that 

process high-risk personal data (GDPR, 2016).  

 
However, within these assessments, the principle of proportionality is covered in the same 

(subjective and formal) manner as within the regulations. As stated within these risk assessments:  

• Within the FRIA: “Are the objectives sufficiently weighty to justify affecting 

fundamental rights?” (Ministry of the Interior and Kingdom Relations, 2022). 

• Within the DPIA, “First and foremost, the processing must be proportional. This 

concerns the question of effectiveness and proportionality. If the processing of the data 

does not achieve the intended purpose, or if this is highly unlikely, the processing is 

not easily proportional. The second element of the proportionality test concerns the 
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balance. The legitimate objective being pursued must be in proportion to the fact that 

personal data must be processed for this purpose.” (NOREA DPIA, 2020). 

Although this looks promising in effectively tackling the risks that arise from using (AI) 

technology, some weaknesses should be addressed. Both regulations refer to relevant and 

adequate systems that should be used to process specific data. The “relevant” and “adequate” 

concepts of this explanation remain vague and normative. When is it relevant to obtain personal 

data? And when is the obtained personal data adequate? Due to the different stakeholders 

involved, this meaning could have different interpretations and therefore, different outcomes. 

This is also the case with the terms referring to “necessary” and “appropriate” data usage and 

processing. For one organization, data processing is necessary for a certain goal, while for 

another organization, this data processing is not necessary to achieve the same goal. In addition 

to the appropriateness term, within the EU AI Act, the term “ appropriateness”  is mostly used in 

the context of taking measures by the EU. In this context, it means that the Commission of the 

EU should be taking appropriate measures to tackle risks regarding data protection. This does not 

require using or developing appropriate (AI) technologies, methods, or processing of personal 

data.  

 
To conclude and answer the sub-question on how proportionality is embedded within the 

regulatory framework, a hypothesis has been established before examining the data.   

H1: The principle of proportionality is formally included within the EU regulatory framework 

but is missing regulatory guidance for practical implementation. 

The analysis has shown that the hypothesis can be confirmed, since it is evident that the principle 

of proportionality, according to the four established criteria, is embedded in all (primary) 

regulations. Despite its formal presence, the clarity and practical measurability of proportionality 

remains problematic. The different ways in which proportionality has been embedded across 

these regulations show a lack of consensus and guidance on the principle (Kloza & Drechsler, 

2024). There are no clear guidelines embedded within the regulations or risk assessments that 

explain or describe how proportionality should be measured in practice and what criteria could 

be applied to do so. 
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6.3 Practical implementation  
The inclusion of the proportionality principle within the relevant EU regulations has been 

examined in the previous section. Within this section, the research tries to answer the sub-

question: What are the gaps regarding the proportionality inclusion within the EU regulatory 

framework compared to the practical implementation?. To do so, literature has been examined 

and interviews have been conducted with public/governmental organizations and privacy experts 

to understand what should be happening according to the EU regulatory framework and what is 

actually happening in practice, identifying the gaps.  

 

Legal (in)compliance  

The first finding from the interviews is that organizations act in accordance with what is formally 

described within the EU regulatory framework2. Their primary objective is to comply with these 

laws and consequently stay out of legal complications. While this appears to be positive, it could 

lead to a so-called “checkbox approach”. This means that the organizations rely on compliance-

focused execution, trying to tick the boxes on paper, however, providing insufficient protection 

in practice (Thiel, 2022). As the interviews and literature reveal, the principle of proportionality 

is very vague and subjectively described within the regulatory framework3. Employees within the 

organization often do not know how to interpret the principle and, consequently, are unable to 

execute it, as stated by a Coordinator Privacy Office: “It is still unclear how to assess a 

proportionality principle since people don’t understand what is meant by the concept.”   

Additionally, the broadness of the principle allows for a wider interpretation and increases the 

justification of data processing on legal grounds. This is evident in how the organizations frame 

proportionality in, for example, their DPIAs4. For instance, one member of the Legal Counsel 

Privacy mentioned that “Sometimes the problem for which the technology should be used is too 

little to be appropriate. Therefore, the organization tries to frame the problem bigger in order 

to justify the technology.” Organizations appear to be compliant on paper, even when not always 

considering potential harms to privacy rights. This shows that a legal framework is sufficient, 

although it could potentially lead to “ticking the boxes” rather than looking further into the 

deeper ethical considerations. Following this, when the organizations were asked about 

complying with proportionality standards and how they operationalize these standards, they all 

 
2 Interview code A- 11, A-12 and A-13 
3 Interview code B-18 and A-19 
4 Interview code A- 16  
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referred back to the execution of a DPIA as their primary mechanism to measure these standards. 

The DPIA is indeed a risk assessment that should be conducted when processing personal data 

with a high risk, yet noticeable practical issues were identified during the interviews that are 

relevant to discuss.  

 
Data Privacy Impact Assessments 

Within the GDPR, Article 35 requires that every organization conduct a DPIA before 

undertaking processing activities that are likely to pose a high risk to fundamental rights. This 

requirement has been established to mitigate privacy risks that could arise from processing 

personal data. As stated in Article 35.1 (GDPR, 2016): “Where a type of processing in particular 

using new technologies, and taking into account the nature, scope, context and purposes of the 

processing, is likely to result in a high risk to the rights and freedoms of natural persons, the 

controller shall, prior to the processing, carry out an assessment of the impact of the envisaged 

processing operations on the protection of personal data. A single assessment may address a set 

of similar processing operations that present similar high risks.” 

Within this DPIA, the principle of proportionality should also be examined when deploying a 

technological system: “The assessment shall contain at least an assessment of the necessity and 

proportionality of the processing operations concerning the purposes” (GDPR, 2016).   

 
Based on interviews conducted with relevant public/governmental organizations and privacy 

experts, some problems occur related to the understanding and execution of a DPIA in practice. 

Looking at the execution of a DPIA when organizations consider implementing a technological 

system, it becomes clear that all respondents’ organizations carry out a DPIA too late5. They 

often conduct a DPIA midway through 6, when the system is already operational, or even at the 

end, when the system is fully operational and thus already processing personal data. According to 

privacy experts, they also observe this issue in practice mentioning the following7: “The theory 

is, of course, someone wants to develop a system, the organization has to go through a 

compliance route and should do a DPIA in advance. Practice shows that this does not always 

happen.” At this stage, the evaluation of whether the technological system may violate privacy 

 
5 Interview code A-02, B-03, B-04, A-06 and B-08 
6 Interview code A-01 
7 Interview code B-03 
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rights is often biased8, as organizations invest significant time and resources into developing the 

system. As one of the Privacy Experts explained:  

“Organizations should conduct a DPIA in advance; otherwise, they risk investing excessively 

in the development process without fully understanding the privacy implications. If the DPIA 

is completed too late, it is frequently filled in with the bias of 'it's good this way,' which nearly 

assures organizational resistance and potential failure.” The tendency is thus to proceed with 

the system rather than halt deployment, even though it may potentially harm privacy rights. As a 

result, DPIAs tend not to be completed with full objectivity or accuracy, as previous investments 

in the system can influence the outcome. Furthermore, these organizations do not in practice 

comply with the GDPR, as stated in Article 35, since the DPIA should always be conducted 

before processing. As a result, the next practical issue arises. The interviews reveal that when 

assessing the DPIA in a later stage within the process, the risks that could harm 

privacy/fundamental rights will be accepted more quickly9. This is due to the already mentioned 

process in which the need to proceed with the systems outweighs the risks that may arise. 

Especially within the migration and border control sector, the respondents do acknowledge that 

sometimes risk acceptance is necessary to reach their goals, such as public safety. Remarkable is 

that a Privacy Officer of a governmental organization mentioned “Sometimes the organization 

discovers things being done in practice while if they had done the DPIA in advance, they 

would never have started the process of the system.” 

Additionally, a Privacy Expert mentioned: “Ultimately, the purpose is to determine whether the 

chosen systems are consistent with the stated objectives. The guiding idea is to avoid utilizing 

technologies or processes that do not serve a clear purpose, though in practice, there may be 

exceptions.” These actions could lead to serious human rights infringements. Moreover, in some 

cases, the organizations accept these potential risks and describe them within the DPIA, 

explicitly stating that the regulator has failed to provide a clear legal basis for certain 

operations10. As stated by a member of the Legal Counsel Privacy “In the DPIA you are not 

writing down that something isn’t proportional, but the organization describes that the 

policymakers have failed to provide a specific basis for these risks and do accept them.”  By 

doing this, the responsibility and potential risks are shifted to a higher decision-making level.  

 

 
8 Interview code B-04 
9 Interview code A-07, B-08 and A-09 
10 Interview code A-10 
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The EU AI Act in the migration context  

As previously stated, both the GDPR and the EU AI Act have been assessed in terms of 

proportionality. It is particularly important to consider the wider scope of the EU AI Act, since it 

is evident from the interviews that the migration sector is complex to navigate.   

The EU AI Act’s scope is widespread, as it applies to any AI application and any user within the 

EU, regardless of their country of residence. The act focuses on four categories of systems that 

might pose risks to the privacy and fundamental rights of individuals. Banned systems are 

prohibited as they pose significant risks to fundamental rights and privacy (The EU AI Act, 

2024). The high-risk systems are not prohibited, but they do have a lot of requirements to be 

deployed. As specified in Article 71 of the EU AU Act, high-risk systems should be reported in 

the EU database. However, in the field of migration and border control, there is an exception 

from public registration (Article 49.4 in the EU AI Act) and from releasing a description of the 

AI project generated (Article 59.1 in the EU AI Act). While this solution represents an approach 

that should ensure the secure use of AI, it adds to the already concerning ambiguity surrounding 

the use of AI in migration, obstructing public scrutiny and effective monitoring of the effects of 

these systems on the rights of migrants. (Pina, 2025). Moreover, and even concerning, is that the 

mentioned systems, such as ETIAS and SIS, do not have to comply with the EU AI Act till 2030, 

even when the goal is to make these systems operational in 2026 (Brouwer, 2024).  

Additionally, the EU AI Act requires a FRIA to be executed when deploying high-risk AI 

systems. This assessment would be useful (not looking at how proportionality is embedded 

within this assessment), though the EU AI Act Article 27.1 describes that there are exceptions for 

high-risk AI systems intended to be used in the area listed in Annex 3, which includes the 

migration, asylum, and border control management sector. This means that governmental 

organizations do not have to execute a FRIA to deploy any AI system used in their border 

management. This is very concerning, since this is the only risk assessment required by the EU 

AI Act that could be performed to assess whether the system is proportional and safeguards 

fundamental and privacy rights of migrants. 

 
Privacy teams 

Based on the interviews, all respondents recognized that the principle of proportionality is a 

concept that is very important to consider when developing a technological (AI) system. As seen 

in the literature before, proportionality is widely embedded within the EU regulatory framework, 

yet it’s subjective nature and broad interpretation creates that the organizations do not know how 

to precisely tackle the proportionality principle when executing a DPIA (leaving the FRIA out 
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since the relevant organizations do not use AI systems, yet). Derived from the interviews, it is 

evident that organizations often try to write proportionality in a way that favors them to continue 

with the technology11. Sometimes the problem for which the technology should be used is too 

small to be appropriate. Therefore, the organizations try to frame the problem in a bigger context 

in order to justify the technology. Moreover, nowadays, certain tools exist, such as ChatGPT, 

which can write the proportional way of deploying a technological system in such a way that will 

justify the technology and potential breaches to fundamental and privacy rights, which is very 

concerning. This means that organizations do not look at the ethical issues that may arise, just to 

be compliant within the DPIA or broader in the regulations.   

 
To address legal and practical difficulties related to proportionality and other privacy obligations, 

most of the organizations have established privacy teams12, which include Privacy Officers or 

Information Security Officers. Although this is a sufficient and necessary step, respondents 

acknowledge that these teams often lack the tools or guidance needed to understand and apply 

proportionality in practice. This could cause no further proceeding with the implementation of a 

technological system in the final stage, since the problem of proportionality is still being 

discussed internally until there is a clear solution to resolve it13. This is due to limited knowledge 

since, in the opinion of the organization, the topic is still relatively new. In addition, there is 

limited collaboration across organizations to share best practices regarding proportionality 

assessments, since it is a relatively new subject concerning technological (AI) systems. Although 

a proportionality assessment is mostly context and case-by-case specific, respondents agreed 

upon a framework or sector-specific guidance that could assist with proportionality 

embeddedness in practice.  

 
Privacy criteria  

Within the methodology section (Table 3 and Figure 5), some privacy criteria were established to 

examine which privacy rights are being violated when certain gaps exist in practice. One of these 

criteria is “use limitation”, referring to all data activities and access to the data should be stated 

within the laws and should be in consent with the subject. Looking at the practical activities, it 

seems like the organizations do align with this criterion, because they act based on the laws and 

regulations. In addition, most of the organizations publicly state which data they are processing 

 
11 Interview code A-16 and B-15  
12 Interview code A-20, A-21, B-22 and B-23 
13 Interview code A-17  
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and what systems they use. It is unclear whether the processing is done with the subject's full 

agreement, as the majority of the subjects are migrants who are unaware of what privacy implies 

or what their other rights are. They also make this choice of consent under coercion, since they 

then get access to basic needs for example. This is concerning, since the consent is not given in 

agreement and most of the time it is unclear for these migrants what information is being 

processed (Temirov, 2025). In addition, as described before, the AI systems within the migration 

and border control sector do not need to comply with the publication regulation. Resulting in 

violating the privacy criteria of “openness”, “transparency”, and “purpose specification”, since it 

is not clear what the reasons are for collecting the data, and any information regarding this is not 

available to the public. Also, organizations exaggerate problems in order to justify the use of 

technology, which undermines the clarity and limitations of the purpose of the technology. 

Furthermore, examining the criterion of “accountability” reveals that this is violated during the 

late execution of DPIAs and the shift towards higher decision-makers when accepting certain 

risks. This shows that accountability is shifted towards others at a higher level.  

 
To conclude and address the sub-question regarding the practical gaps in the regulatory 

framework concerning proportionality, a hypothesis has been established before examining the 

data.   

H2: There exist significant gaps between the proportionality inclusion within the EU regulatory 

framework and the practical implementation. 

The analysis shows that the hypothesis can be confirmed since the data analysis and interviews 

have demonstrated that the practical implementation remains insufficient. While organizations 

operate in formal accordance with EU regulations and frequently base their data processing 

activities on legal grounds, this alignment does not always translate into effective privacy rights 

protections. This issue arises from the delayed execution of Data Protection Impact Assessments 

(DPIAs) when technological systems are already operational. Even though most organizations 

depend on this assessment to evaluate and ensure compliance with proportionality, there are still 

concerns and critical problems arising. One of these problems is the framing of proportionality in 

such a way that the technology is justified for its purpose, even when the problem isn’t big 

enough. Additionally, the scope and exceptions of the EU AI Act for AI systems used in border 

management raise serious concerns. More importantly, the vagueness surrounding the lack of 

guidance for executing the proportionality principle creates significant practical gaps compared 

to the legal basis governing proportionality, resulting in the violation of multiple privacy criteria.  
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6.4 Relevant expectations  
This chapter will answer the following sub-research question: Do the relevant public and 

humanitarian organizations’ expectations align with the EU regulatory framework?. For this 

chapter, findings were derived from interviews conducted with relevant public governmental 

organizations and human rights organizations/NGOs, as well as literature written by these 

organizations and NGOs.  

 
The findings from both the interviews and the literature review show an alignment between what 

is stated within the EU regulatory framework regarding proportionality and data protection 

measures and the relevant public expectations. However, this alignment differs between 

governmental organizations and human rights organizations. Evident from the interviews is that 

the public and governmental organizations think they do align and comply with the regulations. 

This is because most organizations attempt to comply with these regulations but often overlook 

further consideration of ethical implications. This does not mean these organizations do not 

consider ethical issues completely; it means that they just do what is asked of them instead of 

thinking outside the box. They expect that, as long as they comply with these regulations and 

assessments, they will meet the required proportionality standards, since they rely on these 

regulatory frameworks. The GDPR has been established with its primary goal to ensure privacy 

when processing data, whereas the EU AI Act was established to ensure a human-centric method 

for deploying AI systems. Consequently, this feeling of reliance on the regulations of 

organizations is indeed validated when they do meet the requirements mentioned. If the 

regulations stay vague and remain incomplete in regard to giving strict guidelines, organizations 

will act in accordance with what is concrete, familiar, or legally defensible. However, the 

interviewed organizations do recognize that it would be helpful to have additional guidelines to 

better understand what is exactly meant by proportionality, to describe the standards better in the 

future, within, for example, their DPIA or FRIA.  

 
One of the expectations regarding a better understanding of proportionality is that the principle is 

frequently viewed as a principle standing on its own. Although this is true, it would be more 

competent to include the principle of necessity and subsidiarity when assessing and determining 

proportionality14. As seen in the literature and the pre-established criteria of proportionality 

(Table 2 and Figure 4), necessity is already a criterion, meaning that the technology being 

 
14 Interview code A-30 
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considered needs to be strictly necessary to achieve the goal (Karliuk, 2022; Amnesty 

International, 2024). These criteria do not mention the principle of subsidiarity. The GDPR and 

the EU AI Act refer to the principle of subsidiarity as stated in Article 5 of the TEU (The Treaty 

of European Union, 2012):  

Under the principle of subsidiarity, in areas which do not fall within its exclusive competence, 

the Union shall act only if and in so far as the objectives of the proposed action cannot be 

sufficiently achieved by the Member States, either at central level or at regional and local level, 

but can rather, by reason of the scale or effects of the proposed action, be better achieved at 

Union level. 

Though this is related to the division of powers instead of technology. Within the DPIA or FRIA, 

this is better described, asking if the technology is really necessary and if there are less harmful 

alternatives regarding privacy (Autoriteit Persoonsgegevens, 2024). This is also how 

organizations should interpret the principle of subsidiarity in the context of technology. 

Consequently, describing this principle better in the GDPR and EU AI Act would be more 

comprehensive, as well as including it as a criterion when assessing proportionality. 

 
Besides that, human rights organizations/NGO’s do express their concerns regarding these 

regulations, since they remain insufficient in safeguarding the privacy rights of migrants. As seen 

in the literature, the existing regulations may technically provide protection towards these rights, 

however, looking in more detail when using technological systems, this remains insufficient. 

Algorithm Watch (2024b) did research in EU-funded projects that are developing automated (AI) 

systems used at the European borders. Within these EU projects, the EU has developed a so-

called ethics assessment that should ensure privacy rights. However, this assessment appears to 

be inadequate, as only one project application has ever been prohibited due to ethical 

complications. All other projects passed the assessment without a thorough review of the 

potential harms. This is due to the following according to an NGO journalist & researcher: “They 

never challenge the idea or never tackled the question should we be funding this project? They 

(EU institutions) only say okay we need to fund this, how can we make the project ethical? 

These organizations say we need this project, make it ethical because it can help achieve the 

goal, when it is ethical it could have a bigger market and it gets more socially acceptable.”15 

This research contributes to the already existing expectations of these humanitarian organizations 

by highlighting the created EU “solution”, in addition to the DPIA and FRIA, which is again 

 
15 Interview code C-35 
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showing compliance in a superficial way instead of looking more deeply into the deeper ethical 

consequences. Moreover, it is evident that these projects are not open for public access, resulting 

in a lack of transparency and accountability.  

 
One of the Privacy Experts mentioned: “We are all at the start of inventing and finding out how 

to deal with the problem. It would be sufficient to look at the problem together who are already 

working on it and that you are going to build on it together to do it in a certain way, that would 

help a lot.”  that collaboration would be key to solving problems like these and to understanding 

together how to tackle the proportionality problem16. This would indeed be sufficient since this 

creates a broad knowledge hub. However, it is essential to consider and examine the broader 

implications that arise from this idea. Algorithm Watch discussed these ideas through a panel 

featuring experts from various fields, including journalism, academia, policy, and civil society 

institutes. One of the main findings here was that multidisciplinary teams are necessary since the 

problem of technology use in the migration sector is also influenced by politics and social 

inequality. Yet, a takeaway from the experiences of such collaborations has been that, in many 

cases, the primary obstacle to political reform is not a lack of information or data about the 

dangers of automated border controls. Despite proof of these consequences, policymakers and 

the general public may continue to favor digital border control technologies and algorithm 

decision-making at the borders. In such cases, achieving change needs more public involvement 

to question the beliefs behind technologies used and whether this is fair, especially in the 

migration context. Unfortunately, for most people, it is hard to be involved in this conversation 

since migration remains a highly politicized topic, which prevents deeper debates of the 

underlying issues from happening (Algorithm Watch, 2024a).  

 
To conclude and address the sub-question regarding the expectations relevant public 

organizations and privacy experts have towards the EU regulatory framework governing 

proportionality and privacy, a hypothesis has been established before examining the data.   

H3: The expectations of relevant public and humanitarian organizations do not align with what 

is stated in the EU regulatory framework, therefore, these organizations do not know how to 

effectively safeguard privacy rights. 

The results of the analysis partially confirm the hypothesis. The expectations of relevant public 

organizations do align with the EU regulatory framework, since it is believed that they do 

 
16 Interview code B-31 
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comply with the regulations when processing data, resulting in non-confirmation of this part. 

While most organizations believe they do comply with the regulations, it is mostly on a surface 

level, leaving out the deeper ethical complications related to privacy standards. The part of the 

hypothesis stating that organizations do not know how to effectively safeguard privacy rights is 

confirmed because of this. Moreover, the interviews indicated that the principle of 

proportionality would be stronger in its assessment and implementation when considering the 

principle of subsidiarity. Unfortunately, this principle is again vaguely and inconsistently 

included within the EU regulatory framework. Humanitarian organizations have also raised 

concerns regarding the regulations governing data processing in the migration and border control 

sector. Research and panels with different experts revealed that there is a lack of transparency, 

oversight and accountability within assessments and collaborations governing data processing. 

This part of the hypothesis is thus confirmed, since they do not agree with what is described 

within the EU regulatory framework, therefore, privacy rights of migrants are not safeguarded 

effectively. 

 

6.5 Recommendations     
This chapter focuses on enhancing the understanding and practical application of the 

proportionality principle within the EU regulatory framework when an organization or 

government considers implementing a technological (AI) system in the future. Therefore, this 

chapter will try to answer the research question: What guidelines are necessary to enhance 

proportionality implementation when using (AI) technologies to protect privacy rights 

effectively?. The answer derives from the findings of the previous research questions and 

literature. To structure the chapter, it is divided into two components. The first part will focus on 

the practical guidelines that could be used in the future for assessing proportionality more 

effectively. The second will focus on overall policy recommendations to embed the principle of 

proportionality more understandable and effectively within the EU regulatory framework, to 

enhance the safeguarding of privacy rights.  

6.5.1 Practical guidelines  
The guidelines are established to translate the abstract principle of proportionality into actionable 

and practical steps to identify if a technological (AI) system is proportional in its use and could 

therefore minimize the potential harms to privacy rights. The guidelines are inspired by the 

established criteria of proportionality in the technological context by the author Karliuk (2022) 
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and the established AI Proportionality Assessment Aid by the Technology Advisory Panel 

(2025), which developed a framework for the development process for AI systems to assess 

proportionality. When determining whether data processing complies with legislation, the 

established criteria by the General Data Protection Regulation EU (2023) for a DPIA focus on 

three aspects. These three steps include 1) legitimacy, 2) necessity and proportionality, and 3) 

rights of the data subjects. Under the second step, necessity is assessed through the 

proportionality (is the intrusion on the rights in balance with the objective) and subsidiary 

principle (are there less intrusive methods). Although the DPIA framework and the AI 

Proportionality Assessment Aid do offer guidance and input, they fall short on providing a 

concrete, comprehensive, and reusable tool for organizations.  

 
Understanding the assessment  

The matrix below can be used to measure all necessary criteria to assess proportionality. The 

matrix has a score from 1 to 3, meaning that if an organization scores only one time, a score of 1, 

they should reconsider the technological tool or system. All scores must be at least 2 or 3 to 

implement the system. When scoring a scale 2, the organization must take additional measures to 

balance the potential harms. It should be noticed that the assessment of proportionality must be 

conducted on a case-by-case basis, since different sectors, organizations, objectives, etc., are 

subject to different regulations. This assessment is intended to serve as a general 

recommendation. Depending on the context, additional questions may need to be included to 

make it more comprehensive.  

Table 6: Proportionality assessment   

Step  Criteria  Questions  Scale  

(1-3)  

Step 1  Legitimacy  - What is the specific objective or 
public interest the system tries to 
achieve?  

- Is this objective legally embedded 
within the EU regulations?  

- Is the data processing legally 
embedded within the EU 
regulations?  

- Is the data processing officially 
documented in a data processing 
register (Article 30 GDPR)?  

1 = Objective is vague and 
does not align with 
regulations 
2 = Objective clear but does 
not align with regulations.  

OR/AND 
Objective clear, stated 
within regulations but is not 
documented correctly 
3 = The objective is clearly 
stated, legal, and well-
documented under 
applicable EU or national 
regulations. 
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Step 2 Appropriateness  - Does the system actually help to 
achieve the stated objective?  

- Is there evidence to support this 
effectiveness?  

1 = No supporting evidence   
or past examples  
2 = Some evidence or 
examples  
3 = Clear empirical evidence  

Step 3  Necessity  - Is each data element processed 
essential for the selected objective?  

- Is any sensitive data essential for the 
selected objective?  

1 = Data is collected beyond 
what is required, including 
unnecessary sensitive data 
2 = Most data is justified and 
some unnecessary sensitive 
data is included which are 
not justified 
3 = Data only necessary for 
the objective is collected and 
sensitive data is justified and 
minimalized 

Step 4 Subsidiarity  - Have less intrusive alternatives been 
considered to achieve the same 
objective?  

- Why are other alternatives not 
applicable?  

- How is the selected method the least 
harmful?  

1 = No alternatives are 
considered or choice is not 
well-considered  
2 = Some alternatives are 
considered, however, 
analysis of impact is 
incomplete or superficial  
3 = All alternatives are 
considered and reasonably 
excluded  

Step 5  Stricto sensu - Which rights might be infringed 
when using the selected method?  

- What are the intended benefits and 
how might they harm these rights?  

- How are the benefits justified to 
harm these rights?  

- Is there a legal ground for this 
justification?  

1 = Serious rights are 
infringed without clear 
justification per right  
2 = Some rights are justified, 
however, lack deeper ethical 
and legal considerations  
3 = A well balanced 
documentation of the 
identified risks and 
justification per right is 
established  

Step 6 Risk acceptance  

 

 

 

- Which risks are accepted due to the 
outweighed benefits?  

- Have all potential measures to 
reduce the risks been considered?  

- Does the data subject that potential 
(privacy and fundamental) risks 
exist?  

- Have all risks related to 
marginalized data subjects been 
considered and limited?  

1 = Risks are ignored or/and 
not transparently 
communicated with data 
subject  
2 = Some risks are 
considered, not mitigated 
completely, limited 
transparency towards data 
subject 
3 = Well identified risks, 
mitigated and communicated 
transparently with data 
subject 
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6.5.2 Policy recommendations  
Evident from this research is that the principle of proportionality is a broader and complex 

problem. Therefore, some policy recommendations are established.  

 
1. The first recommendation relates to the EU regulatory framework governing 

proportionality. As seen from the literature, the EU AI Act made transparency, control, 

and oversight requirements exceptions within the migration and border control sector. 

Including no public registration, project description, assessment such as a FRIA, and 

above all, compliance with the EU AI Act till 2030. Policy makers should reconsider the 

EU AI Act and remove the exceptions for the migration and border control sector. The 

minimum requirement should be to comply with the EU AI Act and to conduct a FRIA. 

Without these minimum requirements, it is impossible to implement technological (AI) 

systems that ensure ethical standards. Moreover, evident from the examination of the 

GDPR and the EU AI Act, the principle of proportionality should be stated more clearly, 

including, for instance, the criteria within the proportionality assessment. By doing so, 

organizations could interpret the principle(s) better and hopefully leave less room for 

their own interpretation and problem amplification to just comply with the regulations.  

2. The second recommendation includes appointing more controlling authorities or 

independent bodies to oversee the execution of DPIAs in organizations and governments. 

The late execution of these causes unethical implementation of systems due to 

potentially biased inputs. Ensuring that DPIAs are executed at the actual start of 

deploying a technological (AI) system causes more ethical considerations, consequently 

leading to more privacy safeguarding. It is important to note, when more AI systems are 

being implemented in the upcoming years, oversight and control of FRIAs should be 

ensured as well.  

3. Finally, in order to ensure that proportionality assessments, DPIAs and FRIAs are treated 

ethically beyond legal compliance, organizations and governments should embed 

training within their processes. The training should not be limited to Privacy Officers or 

teams but also include higher-level decision-makers within these organizations. These 

decision-makers often carry the responsibility to revise the advice of the Privacy Officers 

and make a final decision on considered technological systems, even when certain risks 

may need to be accepted to reach the objective. If multiple layers in the organization do 

understand all steps within the proportionality assessment, a well-considered ethical 

considered decision could be made.  
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To conclude, the proposed practical guidelines (proportionality assessment) and policy 

recommendations aim to operationalize the principle of proportionality more effectively by 

understanding, assessing, and implementing the principles consistently across organizations. By 

doing so, the privacy rights of migrants are safeguarded more effectively, since ethical 

implications are considered more deeply.  
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7. Conclusion and discussion  
The research investigated the EU regulatory framework governing technological (AI) systems 

within the migration and border sector, especially focusing on the inclusion of the principle of 

proportionality. The examination of these elements were important to understand the extent of 

the safeguarding of the privacy rights of migrants. Therefore, the research seeks to answer the 

main research question: To what extent and how is proportionality embedded in the EU 

regulatory framework and how can it be enhanced to better align with public organizations' 

expectations and privacy protection when using (AI) technologies in border management? 

Through the qualitative analysis, the inclusion of proportionality within the EU regulatory 

framework, the gaps regarding this inclusion compared to practical implementation, and relevant 

expectations were examined. The findings demonstrate that while the principle of proportionality 

is formally included within the EU regulations governing technologies and AI systems, it 

remains an abstract, normative, and broad interpretable principle. Therefore, the extent to which 

the principle of proportionality and other safeguard mechanisms are applied in practice remains 

insufficient, especially in the migration and border control sector. The legal analysis and 

interviews confirm that while the current EU regulatory framework serves as a foundation for 

legal compliance, it lacks clarity and enforceability to be consistent and effective in safeguarding 

against ethical complications that may arise. This is evident through the checkbox approach, 

where proportionality is applied superficially, lacking any deeper ethical considerations in order 

to comply with the law. In practice, these organizations refer back to DPIAs as the primary 

source assessing privacy, though these are often executed too late, leading to biased inputs, 

resulting in accepting privacy risks faster than they should. In addition, multiple exceptions from 

risk assessments and publicly available data regarding the systems create a lack of oversight, 

accountability, and transparency. Therefore, expectations from privacy experts and public 

governmental organizations regarding the principle of proportionality and overall safeguarding of 

privacy rights were examined to find a solution concerning enhancing privacy protection when 

using (AI) technologies. As a result of better aligning the EU regulatory framework with 

expectations to safeguard privacy rights when deploying technological (AI) systems in the future, 

some recommendations have been established.  

 
Firstly, a proportionality assessment is created based on six criteria, including legitimacy, 

appropriateness, necessity, subsidiarity, stricto sensu, and risk acceptance. To effectively 

integrate these criteria in the migration and border control sector, some additional policy 
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recommendations are proposed. These include reconsidering the EU AI Act’s exceptions in the 

migration and border control sector, integrating the proportionality assessment criteria within 

relevant regulations to enhance understanding and practical execution, appointing more 

controlling bodies to check on DPIAs and FRIAs, and enhancing training within organizations at 

multiple decision-making levels to safeguard privacy rights more effectively.  

7.1 Contributions and implications 
The research contributes to multiple scientific and societal debates on AI and technological 

governance, data and fundamental rights protection, through the examination of the 

proportionality principle within the EU migration and border management sector. It addresses a 

significant research gap recognized in the literature: while the idea of proportionality is legally 

stated in both the GDPR and the EU AI Act, there continues to be a lack of clarity and academic 

consensus on how it should be implemented in practice (Kloza & Drechsler, 2024). Scholars 

such as Karliuk (2022) and McGregor & Molnar (2023) have highlighted the vagueness of 

proportionality as a legal criterion, as well as the problems of ensuring consistent implementation 

among MS. The study also corresponds with requests from Warthon (2024) and Alarcón et al. 

(2024) for the establishment of more practical proportionality frameworks in highly sensitive 

fields such as migration and border control. Through the examination and creation of a concrete 

proportionality assessment and policy recommendations, this research addresses the gap between 

a policy problem and its practical execution. The research has also contributed to the societal 

relevance, particularly around the rise of reliance on technological (AI) systems within the 

migration sector. Human rights organizations such as Amnesty International (2024) and 

Statewatch (2023) have expressed their worries about the human rights/privacy breaches these 

technologies may have on migrants. These concerns are supported by this research, indicating 

how ambiguous legislative criteria and late executions of DPIAs allow privacy risks to be 

overlooked or accepted without proper examination. Moreover, the research has contributed to 

the findings of Molnar (2023), recommending further investigation on how the EU should create 

a human-rights-based approach to the development and deployment of technologies used at the 

borders. The study offers practical tools and policy recommendations to promote the effective 

protection of the privacy rights of migrants. 

 
As seen above, the research offers relevant insights for academic and policy domains involved in 

technological developments within the migration and border control sector. While this study does 

not try to claim that policy can be changed overnight, the results present meaningful 
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contributions on how to better include and execute proportionality. The assessment will provide 

public organizations with a hands-on tool, which can also be used in other sectors than migration. 

Moreover, the study will draw more attention to the ethical concerns and practical gaps missing 

to ensure the privacy rights of migrants. Although the principle of proportionality remains 

somewhat vague and broad, the study tried to make the principle a bit more understandable and 

useful. Future developments will reveal whether this is the case and how the EU institutions will 

apply the proportionality assessment and policy recommendations to their policies.  

7.2 Limitations of the research 
While this study presents a thorough examination of how the principle of proportionality could 

be better included and examined in practice when using technological (AI) systems, a few 

limitations exist that should be addressed.  

The first limitation concerns the number and composition of interview respondents. While the 

study focused on the EU regulatory framework, interviews with governmental organizations 

were restricted to representatives of governmental institutions within the Netherlands. This was 

due to several circumstances, including time constraints, the difficulty of obtaining access to EU-

level organizations, and the sensitive/politicized nature of the topic, which made respondents 

hesitant to participate. Nonetheless, the respondents who conducted an interview are high-level 

representatives in the migration sector, which still helped with creating depth and reliability in 

the research. Furthermore, the number of respondents for the human rights organizations is 

limited, as many lacked the specific knowledge regarding proportionality or data processing 

policies within the migration context. Therefore, the study strengthened its findings with 

literature and conducted earlier research. The second limitation concerns the focus on AI systems 

within this research. As earlier stated within the results, it was evident during the research that AI 

systems are not yet fully operational within the migration sector. While the initial focus was to 

examine AI systems, the study shifted towards technological and automated systems with a 

human decision-making aspect, as these are currently in use. Consequently, some of the findings 

are anticipatory, and circumstances could be changed within this year, for instance, the exception 

of AI systems in the migration sector to be compliant with the EU AI Act in 2030. Nonetheless, 

the ethical questions surrounding proportionality remain relevant and are even more important 

for the future when AI systems become fully operational. Lastly, the research focused mainly on 

fundamental rights and migrants, in contrast to perspectives that position innovation and 

efficiency above these aspects. Therefore, the study may have a more human rights and policy 

approach rather than an approach for technical opportunities.  
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7.3 Recommendations for future research  
This thesis focused mainly on the examination of the proportionality principle. As seen in the 

results, it would be relevant to also examine the principle of subsidiarity to make the 

safeguarding of privacy rights more comprehensive. An example could be to establish a similar 

assessment to assess and understand the principle of subsidiarity more effectively. Moreover, it 

would be sufficient to investigate within the EU institutions how they perceive the principle of 

proportionality problem and how they understand and examine the principle in practice. An 

additional feature could be to compare the EU institutions with the United States institutions, 

since data protection and processing are handled differently. The US is more market and 

technological driven, therefore, it could give valuable insights in how the US is incorporating, 

assessing proportionality and safeguarding migrants’ privacy rights.  

Additionally, the study mainly methods existed from qualitative desk research, it would be 

interesting to examine if quantitative methods would give a different outcome. Since AI systems 

are not used completely at the moment of the research, it would also be sufficient to conduct the 

same research again when AI technologies are fully operational within the migration sector. 

Also, within 5 years, when these AI systems within the migration sector need to be compliant 

with the EU AI Act, it would be interesting to see if anything will change regarding ethical 

complications. Lastly, a follow-up from this research would be valuable to assess whether the 

recommended guidelines and policy changes are effective in enhancing the safeguard of privacy 

rights.  
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Appendix  

Appendix 1: Coding scheme sub-question 3  
A = governmental public organizations  
B = privacy experts 
C = civil society  
 

Type  Number Open code  Sub code  Main code  
A 01 Often is seen in practice 

that the DPIA is executed 
halfway in the process of 
system implementation.  

To late execution of 
DPIA  

Insufficient integration of 
privacy during system 
implementation 

A 02 The DPIA is actually 
done a lot at the end of 
the process.  

To late execution of 
DPIA  

B 03 The theory is, of course, 
someone wants to 
develop a system, the 
organization has to go 
through a compliance 
route and should do a 
DPIA in advance. 
Practice shows that this 
does not always happen. 

To late execution of 
DPIA  

B 04 Organizations should 
conduct a DPIA in 
advance; otherwise, they 
risk investing excessively 
in the development 
process without fully 
understanding the privacy 
implications. If the DPIA 
is completed too late, it is 
frequently filled in with 
the bias of 'it's good this 
way,' which nearly 
assures organizational 
resistance and potential 
failure. 

To late execution of 
DPIA leading to 
biased implementation 

A 05 The execution of DPIA’s 
is still very much at the 
beginning what is 
surprising.  

Did not executed a lot 
of DPIA’s yet 
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A 06 Sometimes the 
organization finds out that 
a certain system exists 
and that certain personal 
data is processed. The 
organizations thinks they 
don’t have to carry out a 
DPIA, therefore doing it 
afterwards.  

Too late execution of 
DPIA  

A 07 The system has already 
been implemented and the 
only thing you can do 
about that, is discussing 
the risks that derive from 
the system and have to 
indicate how the 
organization will deal 
with those risks.  

Accepting risks due to 
late DPIA execution 

B 08 Sometimes the 
organization discovers 
things being done in 
practice while if they had 
done the DPIA in 
advance, they would 
never have started the 
process of the system.   

Accepting risks due to 
late DPIA execution 

A 09 Within the DPIA you do 
describe what risks you 
are going to accept as an 
organization.  

Accepting risks  

A 10 In the DPIA you are not 
writing down that 
something isn’t 
proportional, however the 
organization describes  
that the policymakers 
have failed to provide a 
specific basis for these 
risks and do accept them.  

Accepting risks based 
on incompetent 
regulation  

Reliance on regulations 
despite ambiguity 

A 11 Using automated systems 
based on references list 
described within the law.  

Using automated 
systems based on 
regulations 
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A 12 Asking for personal data 
is legally identifiable.  

Regulatory basis  

A 13 But the processing of 
personal data, necessary 
and proportionate, also 
falls under this, which is 
often described and 
interwoven in the law and 
that is the basis of 
processing.  

Regulatory basis  

A 14 Will not achieve the goal 
if there is no personal 
data processing. Looking 
at proportionality, think 
about it so carefully that 
processing in such a way 
that you don't have to 
take extra information or 
steps if it is not necessary.  

Proportionate 
processing of data  

Lack of clarity in the 
principle of 
proportionality  

B 15 Ultimately, the purpose is 
to determine whether the 
chosen systems are 
consistent with the stated 
objectives. The guiding 
idea is to avoid utilizing 
technologies or processes 
that do not serve a clear 
purpose, though in 
practice, there may be 
exceptions. 

Inadequate 
proportionality 
execution  

A 16 Sometimes the problem 
for which the technology 
should be used is too little 
to be appropriate. 
Therefore, the 
organizations tries to 
frame the problem bigger 
in order to justify the 
technology.  

Framing the principle 
of proportionality  

A 17 In the final stage, a 
decision is taken on 
whether the organization 
chooses to proceed with 

Principle of 
proportionality unclear 
resulting in no further 
deployment system 
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the system. In this 
example, implementation 
has not yet occurred since 
the problem of 
proportionality is still 
being discussed internally 
until there is a clear 
solution to resolve it. 

B 18 Proportionality is always 
a part that is described 
within the DPIA together, 
since noticing that it is 
still difficult for the 
organization to make that 
decision. What does it 
actually mean?  

Principle of 
proportionality unclear  

A 19 Still unclear how to 
assess a proportionality 
since people don’t 
understand what is meant 
by the concept.  

Principle of 
proportionality unclear  

A 20 Trying to create a privacy 
group to execute and 
implement privacy when 
processing data  

Privacy group  Utilize privacy teams  

 

A 21 Looking at the risk 
through multidisciplinary 
team, focusing on privacy 
risks and how to mitigate 
them.  

Privacy team  

B 22 Work with “privacy by 
design” and create 
organizational awareness 
and a team responsible 
for privacy. 

Privacy team  

B 23 Created a privacy office 
which looks very closely 
at what data is processed 
and if it concerns special 
personal data. If that is 
the case, they will focus 
on privacy. The checks 
and measures are very 

Privacy and AI office  
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much in place there. The 
privacy office is therefore 
presented in the AI 
review committee which 
looks at AI 
implementations.  

A 24 There is very little AI or 
high risk in the sense that 
we see AI in the world as 
advanced tooling that 
contains training data or 
is tested with. There is 
virtually no such thing 
within our organization. 
According to the AI Act 
and the definition as it is 
described in it, there is 
simply very little. 

No AI as defined in 
EU AI Act 

No AI implementation 

(yet)  

A 25 Looking at the definition 
of AI as it is stated in the 
AI Act, the organization 
isn’t using these systems 
at the moment.  

No AI as defined in 
EU AI Act 

B 26 Only use automated 
systems to enhance the 
speed of processes.  

Automated systems  

A 27 Implementing the EES 
system later this year.  

AI system not 
implemented yet  

A 28 Automated systems to 
make decisions, however 
still using humans at the 
end of the decision line.  

Automated systems 
with final human 
decision making  

Final human decision 

making 

A 29 Using a spider web 
mechanism to make a risk 
categorization of data 
processing. Then identify 
which risks will be 
accepted and how to 
mitigate where possible.  

Risk matrix  Possible solutions  

A 30 Always integrate 
necessity and subsidiarity 
when assessing 
proportionality.  

Principles  
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B 31 We are all at the start of 
inventing and finding out 
how to deal with the 
problem. It would be 
sufficient to look at the 
problem together who are 
already working on it and 
that you are going to 
build on it together to do 
it in a certain way, that 
would help a lot. 

Collaboration  

C 32 When something happens 
regarding human rights 
breaches, they always fall 
back on the unawareness 
of the technology being 
used.  

Relying on 
technological 
unawareness  

Unawareness 

C 33 We can give critique but 
the organizations do not 
have the expertise to give 
fully understanding of 
what is happening.  

Lack of expertise and 
awareness 

C 34 You see that other sectors 
such as education do have 
to comply but not in 
migration. There is a 
specific reason why 
because these 
governments spent 
millions of euros to 
develop emotion 
recognition technologies 
over the years within 
border control and do not 
want to waste it.  

Non-compliance EU 
AI Act 

Non-compliance  

C 35 However, then you 
actually read it in some 
of the documents and 
they never challenge the 
idea or never tackled the 
question should we be 
funding this project? 
They only say okay we 
need to fund this, how 

Ethical assessment 
non-compliance  
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can we make it ethical? 
These organizations say 
we need this project, 
make it ethical because 
it can help achieve the 
goal, when it is ethical it 
could have a bigger 
market and it gets more 
socially acceptable.   
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Appendix 2: Proportionality criteria derived from the GDPR (2016)   
Criteria  Article  Definition or comment  
Stricto sensu  
Stricto sensu 
refers to the 
broader 
definition of 
proportionality, 
meaning that the 
technology used 
should not 
impose 
unnecessary 
constraints on 
individuals or 
rights (Karliuk, 
2022; Amnesty 
International, 
2024).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Legal provision 
170  

“In accordance with the principle of proportionality, as 
set out in that Article, this Regulation does not go beyond 
what is necessary in order to achieve that objective.” 
 
This principle derives from the TEU and the CFR.  
 

Article 5.1 (a-f)  Additionally, the GDPR describes other standards 
regarding the processing and storing of personal data, 
covered within Article 5.1 (sub-a-f). Here, the regulation 
refers to standards such as lawfulness, fairness, 
transparency, data minimization, accuracy, 
confidentiality, accountability, and integrity. 
 

Article 23 (b-c) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Refers to exceptions of restricting the fundamental rights 
of individuals when public and national security is the 
goal of the technology, as with the use of AI at borders to 
enhance security of its MS:  
 

“Union or Member State law to which the data 
controller or processor is subject may restrict by way of 
a legislative measure the scope of the obligations and 

rights provided for in Articles 12 to 22 and Article 34, as 
well as Article 5 in so far as its provisions correspond to 
the rights and obligations provided for in Articles 12 to 
22, when such a restriction respects the essence of the 

fundamental rights and freedoms and is a necessary and 
proportionate measure in a democratic society to 

safeguard” 
Legal provision 
73  

“Restrictions concerning specific principles ….. may be 
imposed by Union or Member State law, as far as 

necessary and proportionate in a democratic society to 
safeguard public security, including the protection of 

human life ….., including the safeguarding against and 
the prevention of threats to public security…” 

 
Legal provision 
129  

“The powers of supervisory authorities should be 
exercised in accordance with appropriate procedural 
safeguards set out in Union and Member State law, 
impartially, fairly and within a reasonable time. In 

particular each measure should be appropriate, 
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necessary and proportionate in view of ensuring 
compliance with this Regulation.. “ 

 
Legal provision 
47  

“The legitimate interests of a controller, including those 
of a controller to which the personal data may be 

disclosed, or of a third party, may provide a legal basis 
for processing, provided that the interests or the  

fundamental rights and freedoms of the data subject are 
not overriding, taking into consideration the reasonable 
expectations of data subjects based on their relationship 

with the controller.” 
 

Legitimacy  
Legitimacy refers 
to the fact that 
the used 
technology 
should be in line 
and prescribed 
within the law 
(Karliuk, 2022; 
Amnesty 
International, 
2024) 
 
 
 
 
 
 
 
 
 
 

Article 6.1 (a-f) “Processing shall be lawful only if and to the extent that 
at least one of the following applies:…” 

 
Article 5 (b) “Personal data shall be collected for specified, explicit 

and legitimate purposes and not further processed in a 
manner that is incompatible with those purposes; further 
processing for archiving purposes in the public interest 

…. shall 
in accordance with Article 89(1), not be considered to be 

incompatible with the initial purposes (‘purpose 
limitation’)” 

 
Article 14.5 (b) “In such cases the controller shall take appropriate 

measures to protect the data subject's rights  
and freedoms and legitimate interests, including making 

the information publicly available” 
Legal provision 
39  

“Any processing of personal data should be lawful and 
fair… the specific purposes for which personal data are 

processed  
should be explicit and legitimate and determined at the 

time of the collection of the personal data.” 
 

Legal provision 
40  

“In order for processing to be lawful, personal data 
should be processed on the basis of the consent of the 
data subject concerned or some other legitimate basis, 
laid down by law, either in this Regulation or in other 

Union or Member State law as referred to in this 
Regulation..” 
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Article 5.1 (c)  “ Personal data should be; adequate, relevant, and 
limited to what is necessary in relation to the purposes 

for which they are processed” 
 

Necessity  
The used 
technology 
should be strictly 
necessary to 
achieve the goal 
(Karliuk, 2022; 
Amnesty 
International, 
2024) 
 

Article 6.1 (f)  (f) processing is necessary for the purposes of the 
legitimate interests pursued by the controller or by a 

third party, except where such interests are overridden 
by the interests or fundamental rights and freedoms of 

the data subject  
which require protection of personal data, in particular 

where the data subject is a child.  
Point (f) of the first subparagraph shall not apply to 
processing carried out by public authorities in the 

performance of  
their tasks.” 

 
Article 6.4 “Where the processing for a purpose other than that for 

which the personal data have been collected is not based 
on the data subject's consent or on a Union or Member 

State law which constitutes a necessary and 
proportionate  

measure in a democratic society to safeguard the 
objectives referred to in Article 23(1), the controller 
shall, in order to ascertain whether processing for 
another purpose is compatible with the purpose for 

which the personal data are  
initially collected…” 

 
Legal provision 
39  

The same as stated in Article 5.1 (c):  
 

“The personal data should be adequate, relevant and 
limited to what is necessary for the purposes for which 

they are processed.” 
 

Legal provision 
50  

“The processing of personal data for purposes other than 
those for which the personal data were initially collected 

should be allowed only where the processing is 
compatible with the purposes for which the personal 

data were initially collected.” 
 

Appropriateness  
The used 
technology 

Legal provision 
71  

“In order to ensure fair and transparent processing in 
respect of the data subject, taking into account the 

specific circumstances and context in which the personal 
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should be 
appropriate when 
achieving the 
goal (Karliuk, 
2022; Amnesty 
International, 
2024) 

data are processed, the controller should use 
appropriate mathematical or statistical procedures for 
the profiling, implement technical and organisational 

measures appropriate to ensure, in particular, that 
factors which result in inaccuracies in personal data are 

corrected and he risk of errors is minimised … 
… Automated decision-making and profiling based on 
special categories of personal data should be allowed 

only under specific conditions.” 
 

Legal provision 
74 

In particular, the controller should be obliged to 
implement appropriate and effective measures and be 

able to demonstrate the compliance of processing 
activities with this Regulation, including the 

effectiveness of the measures. Those measures should 
take into account the nature, scope, context and purposes 
of the processing and the risk to the rights and freedoms 

of natural persons. 
 

Legal provision 
78  

“The protection of the rights and freedoms of natural 
persons with regard to the processing of personal data 
require that appropriate technical and organisational 

measures be taken to ensure that the requirements of this 
Regulation are met….. The principles 

of data protection by design and by default should also 
be taken into consideration in the context of public 

tenders.” 
 

Legal provision 
102 

“Member States may conclude international agreements 
which involve the transfer of personal data to third 

countries or international organisations, as far as such 
agreements do not affect this Regulation or any other 

provisions of Union law and include an appropriate level 
of protection for the fundamental rights of the data 

subjects.” 
 

Legal provision 
156/ Article 24 

“The processing of personal data for archiving 
purposes in the public interest…should be subject to 

appropriate safeguards for the rights and freedoms of 
the data subject pursuant to this Regulation. Those 

safeguards should ensure that technical and 
organisational measures are in place in order to ensure, 

in particular, the principle of data minimisation.” 
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Article 5.1 (b) 
 
Applies also to 
necessity and 
legitimacy  

“Personal data shall be; collected for specified, explicit 
and legitimate purposes and not further processed in a 

manner that is incompatible 
with those purposes; further processing for archiving 
purposes in the public interest, scientific or historical 

research purposes or statistical purposes shall, in 
accordance with Article 89(1), not be considered to be 

incompatible with the initial purposes (‘purpose 
limitation’)” 

 
Article 9.1  
 
 
 
 
 
 
Article 9.1 (b) 
 
 

“Processing of personal data revealing racial or ethnic 
origin, political opinions, religious or philosophical 

beliefs … of genetic data, biometric data for the purpose 
of uniquely identifying a natural person, data concerning 
health or data concerning a natural person's sex life or 

sexual orientation shall be prohibited.” 
 

Unless: 
 

“Processing is necessary for the purposes of carrying 
out the obligations and exercising specific rights of the 

controller or of the data subject in the field of 
employment and social security and social protection 
law…. appropriate safeguards for the fundamental 

rights.” 
 

Applies also to the necessity criteria  
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Appendix 3: Proportionality criteria derived from the EU AI Act 
(2024) 

Criteria  Article  Definition or comment  
Stricto sensu  
Stricto sensu 
refers to the 
broader 
definition of 
proportionality, 
meaning that the 
technology used 
should not 
impose 
unnecessary 
constraints on 
individuals or 
rights (Karliuk, 
2022; Amnesty 
International, 
2024).  
 

Legal provision 
176 / Article 
88.2 

“In accordance with the principle of proportionality as 
set out in that Article, this Regulation does not go beyond 

what is necessary in order to achieve that objective.” 
 

This principle refers back to the TEU and the CFR.  
 

Article 5.3 “The use of the ‘real-time’ remote biometric 
identification system concerned is necessary for, and 

proportionate to, achieving one of the objectives 
specified in paragraph 1, first subparagraph, point (h), 
as identified in the request and, in particular, remains 

limited to what is strictly necessary..” 
 

Also applies to necessity criteria  
 

Article 44.3  “Where a notified body finds that an AI system no longer 
meets the requirements set out in Section 2, it shall, 
taking account of the principle of proportionality, 

suspend or withdraw the certificate issued or impose 
restrictions on it, unless compliance with those 

requirements is ensured by appropriate corrective action 
taken by the provider of the system within an appropriate 

deadline set by the notified body.” 
 

Legal provision 
33  

“..offence should be serious enough to potentially justify 
the use of ‘real-time’ remote biometric identification  

systems…” 
 

Article 36.7 (e) “…that  
authority shall take the appropriate measures, where 

necessary, to avoid a potential risk to health, safety or 
fundamental rights.” 

 
Legal provision 
73 

“High-risk AI systems should be designed and developed 
in such a way that natural persons can oversee their  

functioning, ensure that they are used as intended… “ 
 

Legitimacy  
Legitimacy refers 
to the fact that 
the used 
technology 

Legal provision 
95  

“The use of post-remote biometric  
identification systems should be subject to safeguards. 
Post-remote biometric identification systems should 

always be used in a way that is proportionate, legitimate 
and strictly necessary..” 
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should be in line 
and prescribed 
within the law 
(Karliuk, 2022; 
Amnesty 
International, 
2024) 
 

 
Also refers to the criteria of proportionality, legitimacy 

and necessity.  
 

Legal provision 
94 

Any processing of biometric data involved in the use of 
AI systems for biometric identification for the purpose of  

law enforcement needs to comply with Article 10 of 
Directive (EU) 2016/680, that allows such processing 
only where strictly necessary, subject to appropriate 
safeguards for the rights and freedoms of the data 

subject and where authorised by Union or Member State 
law. Such use, when authorised, also needs to respect the 

principles laid down in Article 4 (1) of Directive (EU) 
2016/680 including lawfulness, fairness and 

transparency, purpose limitation,  
accuracy and storage limitation” 

 
Necessity  
The used 
technology 
should be strictly 
necessary to 
achieve the goal 
(Karliuk, 2022; 
Amnesty 
International, 
2024) 

Legal provision 
33  
 

“The use of those systems for the purpose of law 
enforcement should therefore be prohibited, except in 
exhaustively listed and narrowly defined situations, 

where the use is strictly necessary to achieve a 
substantial public interest, the importance of which 

outweighs the risks. ´ 
 

“…. recourse to ‘real-time’ remote biometric 
identification could, foreseeably, be necessary and 

proportionate…´ 
 

Legal provision 
34  

“…remote biometric identification systems in publicly 
accessible spaces for the 

purpose of law enforcement should be deployed only to 
confirm the specifically targeted individual’s identity and 

should be limited to what is strictly necessary..” 

Legal provision 
35/ legal 
provision 70 / 
Article 5.3  

“..the use of the AI system should be restricted to 
the absolute minimum necessary and should be subject 
to appropriate safeguards and conditions, as determined 

in national law and specified in the context of each 
individual urgent use case by the law enforcement 

authority itself.” 
 

Legal provision 
176  

“In accordance with the principle of proportionality as 
set out in that Article, this Regulation does not go 
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beyond what is necessary in order to achieve that 
objective” 

 
Article 71.5 “The EU database shall contain personal data only in so 

far as necessary for collecting and processing 
information in accordance with this Regulation.” 

 
Article 78.5 “The Commission and Member States may exchange, 

where necessary…, confidential information with 
regulatory authorities of third countries with which they 
have concluded bilateral or multilateral confidentiality 

arrangements guaranteeing an adequate level of 
confidentiality.” 

 
Appropriateness  
The used 
technology 
should be 
appropriate when 
achieving the 
goal (Karliuk, 
2022; Amnesty 
International, 
2024) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Legal provision 
34  

“The reference database of persons should be 
appropriate for each use case in each of the situations 

mentioned above.” 

Article 14.4-5 “ For the purpose of implementing paragraphs 1, 2 and 
3, the high-risk AI system shall be provided to the 

deployer in such a way that natural persons to whom 
human oversight is assigned are enabled, as appropriate 

and proportionate… 
 

“ For high-risk AI systems referred to in point 1(a) 
of Annex III, the measures referred to in paragraph 3 of 

this Article shall be such as to ensure that, in addition, no 
action or decision is taken by the deployer on the basis of 

the identification resulting from the system unless that 
identification has been separately verified and confirmed 

by at least two natural persons with the necessary 
competence, training and authority. The requirement for 

a separate verification by at least two natural persons 
shall not apply to high-risk AI systems used for the 

purposes of law enforcement, migration, border control 
or asylum, where Union or national law considers the 

application of this requirement to be disproportionate.” 
 

Legal provision 
35  

“..the use of the AI system should be restricted to 
the absolute minimum necessary and should be subject to 
appropriate safeguards and conditions, as determined in 

national law and specified in the context of each 
individual urgent use case by the law enforcement 

authority itself.” 

https://artificialintelligenceact.eu/annex/3
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Article 13  “High-risk AI systems shall be designed and developed 
in such a way as to ensure that their operation is 

sufficiently transparent to enable deployers to interpret a 
system’s output and use it appropriately. 

…. 
(vii) where applicable, information to enable deployers 

to interpret the output of the high-risk AI system and use 
it appropriately” 

Article 19  “Providers of high-risk AI systems shall keep the logs 
referred to in Article 12(1), automatically generated by 
their high-risk AI systems, to the extent such logs are 
under their control. Without prejudice to applicable 
Union or national law, the logs shall be kept for a period 
appropriate to the intended purpose of the high-risk AI 
system..” 
 

 


