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ABSTRACT,  
Large language models (LLMs) have made headlines since the release of ChatGPT 
to the public in 2022. Quick advancements in their capabilities have made them a 
potential disruptor in many industries. This study investigated whether large 
language models could create and improve retail forecasting models without human 
interference and proposed a theoretical framework for adapting LLMs into retail 
forecasting. An experiment was conducted where two of the currently most advanced 
LLMs, OpenAI’s o4-mini-high and Gemini 2.5 Pro, were tasked with improving the 
accuracy of their forecast models over 10- and 20-attempt series based on Walmart 
sales data from the M5 forecasting competition. The results showed that ChatGPT 
beat the accuracy of the best performing benchmark model by 10.2%. Gemini 
outperformed most benchmarks but lost to the most accurate benchmark by 1.8%. 
Meanwhile, Gemini showed off its learning capabilities and achieved statistically 
significant improvements to accuracy over a series of attempts while ChatGPT failed 
to produce statistically significant improvements over time. This study has explored 
using LLMs in retail forecasting, highlighting the potential of LLMs being able to 
automate a significant amount of the forecasting process in the future. 
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1. INTRODUCTION 
Forecasting is the process of predicting the future based on 
historical and present data (Graefe et al., 2013). Forecasting in 
the retail sector will never be perfectly accurate, yet even the 
slightest improvement in predictions can give an advantage over 
one’s competitors in the highly competitive market of retailing. 
Between 1990 and 2012, six out of the ten top retailers in the US 
have fallen and been replaced by new winners. One of these 
winners is Amazon, whose large investments into data analytics 
and machine learning for decision-making helped the company 
become the largest e-commerce platform in the world 
(MacKenzie et al., 2013). Artificial intelligence (AI), more 
specifically large language models (LLMs) such as ChatGPT, are 
considered one of the most influential innovations in the last 
decade (Boyko et al., 2023) and must therefore also be 
considered a potential disruptor in retail forecasting. Forecasting 
has its roots in ancient times and has thereon evolved from 
relying solely on expert opinion to using time-series methods to 
building regression models, growing more complex with 
advancements in mathematics and digitalisation (Petropoulos et 
al., 2022). The next large development in the field of forecasting 
may come from the adoption of LLMs into the process. 

Businesses are increasingly data-driven with a growing emphasis 
on making decisions backed by supporting data analytics (Fildes 
et al., 2022). There is, however, more data collected which is 
currently not being used due to a lack of analytics proficiency 
among employees as well as processing resources (Johnson et al., 
2021; Li et al., 2021). The labour market thereby faces a high 
demand for data analysts that it is struggling to meet (Almgerbi 
et al., 2021). The shortage of labour will be further pronounced 
by the effects of the ageing population crisis (Bloom et al., 2010). 
As high-skilled workers become more thinly spread across 
various sectors which compete for labour, each forecaster must 
be able to do more work in less time. So far, it has only been 
possible to automate a limited amount of work going into 
accurate forecasting due to every forecasting scenario being 
unique and needing a custom-tailored model for best results 
(Seaman, 2018). While advancements in complex forecasting 
methods such as neural networks and machine learning models 
have already made forecasting more accurate (Makridakis et al., 
2022a), implementing these methods takes even more resources 
than traditional time series models. 

This raises the question of whether it is possible to increase the 
accuracy of retail forecasts and utilising the growing amount of 
collected data while simultaneously alleviating labour shortages 
and compensating for the lack of experienced forecasters and 
data analysts. 

LLMs present an opportunity to simplify and automate the 
process of creating forecasting models. Since its release in 2022, 
the frontrunner in generative AIs, ChatGPT, has already led to 
many researchers evaluating the abilities of LLMs in performing 
various tasks. These attempts range from grading exams papers 
(Flodén, 2025) to programming (Bucaioni et al., 2024) and 
financial analysis (Cheng et al., 2024). LLMs offer endless 
possibilities for improving the productivity of labour. The release 
of ChatGPT has also evoked an LLM investment boom, forcing 
many companies out of their comfort zone by having to include 
AI in some form or another in their operating processes to 
appease investors (Xexéo et al., 2024). These developments 
should be considered in the context of forecasting as a potential 
solution to the previously discussed difficulties.  

On the other hand, adopting LLMs into forecasting also has some 
potential drawbacks which must be considered before 
widespread implementation. There is growing resistance towards 

AI adoption due to fears of it replacing jobs and lacking data 
protection, amongst other issues (Wach et al., 2023). Lack of 
confidence in the accuracy of AI, combined with non-optimal 
prompts and limited knowledge about how AI comes up with its 
responses are also threatening to slow down the adoption of AI 
into business processes, including retail forecasting (Singla et al., 
2024). 

The academic debate around using LLMs in forecasting has 
grown considerably, but several knowledge gaps remain. Most 
studies have so far focused on feeding input data to the LLMs 
and asking for a prediction output (Jin et al., 2023; Tang et al., 
2025). This method becomes less useful in real-world 
applications where datasets are too large and complex to run on 
the allocated memory of an LLM chat. This paper will address 
that research gap by taking advantage of the programming 
capabilities of LLMs (Bucaioni et al., 2024) and asking them to 
output a Python code that can be run locally to forecast with 
larger datasets. There is also a lack of benchmarking standards 
for evaluating LLMs against traditional methods (Paleka et al., 
2025), which this study tries to address by using a competition’s 
dataset where the forecast accuracy of LLMs can be compared 
against widely accepted benchmark models and the best human 
forecasters. Forecasting across different domains varies by 
methods used, forecasting complexity, and available data. This 
paper will focus specifically on filling the research gap in retail 
forecasting. 

1.1 Research objective and question 
Large language models have paved the way to automating more 
complex tasks than so far possible. Maximising the benefits of 
LLMs will help alleviate the effects of labour shortages and 
negative demographic trends. Not to mention giving a 
competitive advantage to the firms seizing those opportunities 
first. This research aims to explore the possibilities and 
advantages of using generative AI tools in retail forecasting. 
Therefore, the following research question has been formulated: 

Can large language models create and improve retail 
forecasting models without human interference? 

1.1.1 Research sub-questions 
Three sub-questions will be formulated to help answer the 
research question: 

1. To what extent can an LLM understand given datasets 
and create forecasting models to exploit that data? 

2. To what extent can an LLM improve the accuracy of a 
forecast model over multiple attempts when only 
receiving performance measure feedback? 

3. Which LLM achieves the best result and how does it 
compare against professional forecasters? 

1.2 Academic and practical relevance 
The goal of this research is to deepen the understanding of LLMs 
capabilities and limitations in the field of forecasting and data 
analysis. This study will try to fill a gap in existing literature 
regarding the use of LLMs in retail forecasting. This is done by 
gathering a clear overview of the current most advanced LLM 
models and conducting an experiment to test their forecasting 
abilities. Furthermore, this paper will propose a theoretical 
framework for adapting LLMs into retail forecasting. This 
framework will be used to highlight the key elements of 
forecasting that could eventually be automated with LLMs. The 
experiment conducted in this paper will serve as a model on how 
to further evaluate LLMs abilities of forecasting in future studies 
and how to compare different LLMs. 
The practical relevance of this study is to offer an alternative to 
the lack of supply of data analysts on the labour market by 



potentially replacing some of those jobs with LLMs and 
improving the performance of the remaining data analysts. In 
addition, generative AI can be a useful tool to compensate the 
lack of experience and technical knowledge among employees 
by assisting the construction of data analysis and forecasting 
systems. 
In the modern-day highly competitive retail sector, having an 
advantage over competitors in forecasting processes offers an 
opportunity to cut costs and offer lower prices. Due to the large 
investments and the fast pace of improvements in the LLM 
industry, companies must actively monitor developments in the 
sector. Being aware of the capabilities and limitations of the 
latest LLMs is critical for ensuring an optimal LLM selection 
process. 

2. THEORETICAL FRAMEWORK 
The theory chapter is structured as follows. Different types of 
forecasting models that are used in retail will first be examined 
that differ from each other by complexity, strengths and 
weaknesses. The second subchapter will explore how LLMs are 
built, this should give a better understanding of how they 
generate their answers and what are the strengths and limitations 
of LLMs. These two subchapters will then be connected by 
exploring the latest literature from relevant topics and discussing 
the different possibilities of how generative AI models could be 
useful in retail forecasting. A theoretical framework highlighting 
the different levels of generative AI integration in retail 
forecasting will be presented to conclude the chapter. 

2.1 Forecasting in retail 
Forecasting has a key role in retail operations. Accurate forecasts 
save costs, improve sales, and enable functioning just-in-time 
supply chains (Ma & Fildes, 2021). Inaccuracies on the other 
hand lead to waste creation through overestimated sales and 
customer dissatisfaction through empty shelves and 
underestimated demand (van Donselaar et al., 2006). As such, 
different forecasting models have been created to accustom 
varying data types, complexity and patterns (Geurts & Kelly, 
1986). A single one-size-fits-all forecasting method has not been 
invented and while some forecasting models perform better in 
certain scenarios, others outperform them elsewhere. Retailers 
are constantly working on improving their forecasting models to 
gain a competitive advantage over their rivals, yet the types of 
models they use is often similar (Fildes et al., 2022). The most 
common retail forecasting methods will be explored in this 
chapter. Their advantages and disadvantages will be discussed, 
and recent scientific studies will be summarised. 

2.1.1 Time series models 
Time series models analyse historical data to identify patterns 
over time; basic models reveal trends in data by using moving 
averages, either simple or weighted, to smooth out fluctuations 
(Petropoulos et al., 2022). Exponential smoothing models give 
extra weight to recent observations but otherwise work the same 
(Geurts & Kelly, 1986). These are relatively easy to create 
models, more complex time series models are for example 
autoregressive integrated moving average (ARIMA) and 
seasonal ARIMA that attempt to also capture cycles and 
seasonality (Van Calster et al., 2017). 
Time series models are most useful when forecasting with 
consistent historical patterns, also they are easy to understand 
and create. The main limitations of time series models are poor 
performance in volatile or dynamic environments, 
inconsideration of causal variables, and degraded performance 
when using sparse or irregular datasets (Alon et al., 2001). 
Time series models are used in inventory management and sales 
forecasting, ARIMA is for example used in grocery stores for 

forecasting daily demand of perishable goods and reducing waste 
(van Donselaar et al., 2006). While seasonal exponential 
smoothing is used for planning holiday sales in department stores 
(Geurts & Kelly, 1986). 
Gruver et al. (2023) studied the ability of GPT-3, LLaMA-2 and 
GPT-4 to make zero-shot time series forecasts and found that 
they perform equally well or better when compared to purpose-
built models. Noguer I Alonso and Pereira Franklin (2024) 
analysed the performance of using LLMs to improve financial 
time series forecasting and their results emphasise the potential 
for accurate forecasting using LLMs. 

2.1.2 Machine learning models 
Machine learning (ML) models use algorithms to identify 
patterns in data, ML models that are used in retail include 
decision trees, random forests and gradient boosting machines 
such as XGBoost and LightGBM (Gai, 2025). Deep learning 
models are a complex version of ML models that have risen in 
popularity due to high-volume and data-rich e-commerce’s 
search for more accurate forecasting (Loureiro et al., 2018). 
These models use artificial neural networks with multiple hidden 
layers, essentially analysing inputs through a black box and 
outputting a prediction (Gai, 2025). 
ML models are great for finding patterns in volatile and dynamic 
environments, more advanced ML models can also integrate 
various types of structured and semi-structured data such as 
clickstream data and loyalty program data (Wang et al., 2021). 
The main disadvantages of ML models are their poor scalability, 
requirement for large volumes of clean data for training, 
specialised expertise needed for creating the models, and 
resource-intensive running and updating of the ML models 
(Fildes et al., 2022). 
ML models are applied to a wide range of retail forecasting tasks. 
This includes demand forecasting, customer segmentation, price 
optimisation, customer churn analysis, and product 
recommendations (Wang et al., 2021). Hasan (2024) used ML to 
more effectively capture seasonality and trends in sales 
forecasting than traditional methods. Amir et al. (2023) showed 
the benefits of using convolutional neural networks for accurate 
sales predictions with significant seasonal and regional variations 
in the datasets. Wellens et al. (2024) showed that simplified tree-
based methods can provide high accuracy and efficient 
computations for sales forecasting, which makes them suitable 
for large-scale retail datasets. Alice and Srivastava (2023) 
demonstrated that XGBoost can outperform many traditional 
models in sales forecasting by being able to handle complex 
relationships within large datasets. 

2.1.3 Hybrid models 
Hybrid models combine the previously described forecasting 
models to leverage each one’s strengths and improve accuracy, 
for example, an ARIMA model can be effectively combined with 
a neural network model for improved results (Huber & 
Stuckenschmidt, 2020). Multiple ML models can be similarly 
combined, where each one trains on certain parts of the complete 
dataset or applies different tuning parameters, increasing overall 
accuracy of the forecast (Makridakis et al., 2022a). 
The main advantages of hybrid models lie in their increased 
flexibility and improved accuracy, hybrid models are a balancing 
act between utilising different forecasting methods to maximise 
accuracy given the forecasting scenario while minimising the 
computational cost for faster modelling (Mediavilla et al., 2022; 
Petropoulos et al., 2022; Zhang, 2003). The disadvantages are 
mainly trade-offs of developing these capabilities, increasing the 
demand for highly skilled data analysts in the company while 



also requiring more time and resources for creating and 
optimising these hybrid models (Petropoulos et al., 2022). 
Tran et al. (2023) used a hybrid sales forecasting model that 
combined time series analysis with ML methods to capture both 
short-term fluctuations and long-term trends. Gandhi et al. 
(2023) created a novel hybrid approach for sales forecasting, 
their fuzzy pruning least square support vector machine (LS-
SVM) model increased forecast accuracy by addressing non-
linearity. Liu et al. (2023) created a combination model that used 
multi-angle feature extraction and social media to combine 

sentiment analysis with traditional sales data to significantly 
improve forecasting accuracy for electric vehicle sales. 

2.2 Large language models 
LLMs are advanced deep learning models which can perform a 
variety of language processing tasks. This is possible because 
LLMs are pre-trained on large datasets, and they are capable of 
learning complex patterns in that data (Naveed et al., 2023). 
More specifically, LLMs are defined as foundation models, 
which on a technical level are efficient because of transfer 
learning and the LLMs’ scale (Bommasani et al., 2021). 
Foundation models are trained on a broad range of unlabelled 

Figure 1. Different components of LLMs and how LLMs are built by Minaee et al. (2024). 
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data with minimal fine-tuning and can be used for many different 
tasks. 
Minaee et al. (2024) created a clear overview of the necessary 
steps that are required to create a modern LLM as seen on Figure 
1, the process also involves multiple critical decisions between 
various encoding, decoding, and architectural strategies. Most of 
the modern advanced LLM architectures are founded on the 
transformer architecture first introduced by Vaswani et al. 
(2017). This enabled significantly faster training times and 
superior performance over previous architectures using recurrent 
or convolutional layers. Vaswani et al. (2017) key innovation 
was the self-attention mechanism of transformers, allowing 
LLMs to weigh the importance of different tokens in an input, 
which enables them to understand context by identifying relevant 
connections between parts of the input and the token being 
processed. 
LLM development involves two primary training phases, which 
are pre-training and fine-tuning. The pre-training phase helps 
LLMs develop language understanding capabilities and this 
phase is usually unsupervised or self-supervised (Minaee et al., 
2024). Fine-tuning is then used to better adapt the general model 
to specific tasks or domains, fine-tuning is also used to align 
outputs with user preferences and stop the LLM from publishing 
potentially undesirable content and bias (Bommasani et al., 
2021). 

2.2.1 Limitations and risks of LLMs 
LLMs are still a relatively new technology, so they exhibit many 
limitations and risks which must be considered by their users. 
Naveed et al. (2023) summarise a large variety of these 
challenges and some of those have already been solved by the 
latest LLMs. This chapter will shortly highlight the most relevant 
issues with regards to adopting LLMs in retail forecasting that 
are still prevailing:   

• Hallucinations: LLMs sometimes display plausible 
sounding but false information. 

• Overfitting: LLMs have great learning capabilities, 
yet noisy and peculiar patterns in their training data 
may lead to overfitting, which will cause illogical 
responses. 

• Reasoning and planning: Some tasks, which might be 
doable for humans, might go beyond the logical 
reasoning and planning capabilities of current LLMs. 

• Long-term dependencies: LLMs can fail to manage 
long-term dependencies and preserve context, 
especially in complex and long conversations or 
documents. This may result in incoherent or incorrect 
responses. 

• Prompt engineering: The syntax and semantics of 
input prompts play a critical role in the output quality 
of models. Slight input variations can lead to wildly 
different outputs from the model. 

• Privacy concerns: Using an LLM for retail forecasting 
might necessitate sharing confidential company data 
with the LLM to procure the best results. However, 
there are concerns that this private data is then used to 
train future models, leading to potential exploitation of 
this sensitive data by adversaries. This must be an 
important consideration for companies before deciding 
which LLM to incorporate into their operations. 

2.3 LLMs in retail forecasting 
The next step is to combine the capabilities of LLMs with the 
requirements of generating accurate forecast models. In this 
chapter, it will be discussed why LLMs could even be useful in 
retail forecasting and three possible use cases on how an LLM 

might be able to assist with retail forecasting will be highlighted. 
These situations grow gradually more complex and signify the 
increasingly difficult work that—if successfully implemented—
LLMs can assist data analysts with.  

2.3.1 Why LLMs could be useful in retail 
forecasting 
Some work has already been done to evaluate the skills of LLMs 
in mathematical forecasting problems and the results have been 
promising. Lopez-Lira and Tang (2023) analysed whether LLMs 
can forecast stock price movements and concluded that more 
advanced LLMs like ChatGPT can effectively sort through 
complex information and ChatGPT’s predictions outperform 
traditional methods. Lin et al. (2025) used ChatGPT to create a 
more accurate credit rating system and successfully improved the 
development of more accurate credit rating forecasts for small 
and medium-sized companies than traditional models. Tang et al. 
(2025) used LLMs for time series forecasting and showed that 
LLMs are great at predicting datasets with clear patterns and 
trends but were struggling when the data was lacking periodicity. 
Jin et al. (2023) reprogrammed LLMs into their TIME-LLMs 
that outperformed specialised forecasting models in time series 
forecasting. Zhang et al. (2024) fine-tuned LLMs into what they 
call LLMForecaster to incorporate unstructured information and 
historical data into an existing demand forecasting pipeline. This 
led to significant forecast improvements subject to holiday-
driven demand surges. Ghasemloo and Moradi (2025) leveraged 
auxiliary knowledge to increase LLM performance in time series 
forecasting and showed that it significantly outperformed the 
baseline with no auxiliary information. They highlighted 
knowledge transfer strategies as a potential way to close the 
performance gap between LLMs and domain-specific forecasts. 
Park et al. (2025) also tried to improve the effectiveness of LLM 
zero-shot time series forecasting but eventually concluded that 
their sensitivity to noise limits their ability to achieve high 
accuracy. 

 

 
As can be seen on Figure 2, J. Scott Armstrong (2001) formulated 
a generalised framework for forecasting which is an extended 
adaptation of the Box and Jenkins (1970) methodology. The first 
step is to formulate the problem and specify objectives. The 
second step of forecasting is to have clean usable data, ChatGPT 
has already been shown to be capable of cleaning and filtering, 
saving time and effort that data preparation usually takes before 
forecasting can even begin (Hassani & Silva, 2023; Zhang et al., 
2023). As ChatGPT has already been shown to be competent and 
fast in data cleaning, this will not be evaluated in this paper, the 
focus will instead be on whether an LLM can successfully 
perform the learning cycle. This means that the LLM should be 
able to select, implement, and evaluate forecasting methods, and 
then repeat the process to improve forecast accuracy. 

2.3.2 Creating forecast models with an LLM 
It is important to understand the data, scenario and purpose of the 
forecast to choose an appropriate model (Armstrong, 2001). This 
is the first challenge the LLM must overcome. The chosen model 
must be created in a programming language. This code needs to 
correctly read the datasets, calculate a forecast and write an 
output file in the format requested by the user. The LLM needs 
to demonstrate a clear understanding of the problem and the 

Figure 2. Generalised forecasting process by J. Scott 
Armstrong (2001). 
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user’s prompts to write a seamlessly working code which the user 
could run without prior modifications. The most advanced LLMs 
allow uploading different file types in addition to a prompt. They 
have been trained to be able to read and understand the structure 
and content of these files (OpenAI Code Interpreter, 2025), 
similarly to how they can understand various text structures. 
They combine this with their forecasting skills that they have 
acquired by training on the vast pool of forecasting knowledge 
available on the internet. This should allow LLMs to be capable 
of understanding datasets and creating forecast models to utilise 
the data. 

2.3.3 Improving forecast models with an LLM 
Improving a forecast model’s accuracy is challenging, it requires 
testing through trial-and-error, understanding the weaknesses of 
a model requires logical reasoning. In more complex forecasting 
models, a balance has to be found between overfitting a model to 
the training data and not capturing relevant trends (Ulrich et al., 
2022).  
For an LLM to be able to improve forecast models, it must 
understand the effects of each change to the model and what they 
imply. It must also correctly evaluate which data is valuable for 
the forecast and which should be disregarded as noise. 

2.3.4 Autonomous LLM forecasting 
If an LLM could forecast autonomously, it would be able to 
analyse the data, decide which model to use, run the model by 
itself and improve that model based on feedback loops. This 
would require the data analyst to only write prompts, saving 
considerable time and energy to work on other tasks rather than 
manually testing slight adjustments to forecasting models. 

2.4 Framework for adapting LLMs into 
retail forecasting 
While Chapter 2.3.1 gave an overview of the latest studies using 
LLMs for forecasting, the abilities of LLMs in retail forecasting 
have so far not been evaluated in any published scientific 
literature. This gap will be filled by implementing the use cases 
of LLMs previously discussed into a framework. That framework 
will then be used as the foundation for this paper’s experiment, 
designed to help answer the research question: “Can large 
language models create and improve retail forecasting models 
without human interference?” Figure 3 shows this paper’s 
theoretical framework for the tasks an LLM must be able to 
complete for retail forecasting to advance towards automation. 
These tasks are increasingly complex in the sense that each 
requires more logical reasoning and comprehension of the 
process. That is where LLMs have shown unstable performance 
and hallucinations in the past (Laban et al., 2023; Su et al., 2024). 

 

 

The first step is choosing a forecast model appropriate to the data 
and forecasters needs. LLMs can use their vast pool of online 
sources to compare which models are generally used for similar 
datasets as the one they have. A slightly more complex task is to 
then create the forecasting model so that the user can run the 
model without having to make any quick fixes and adjustments. 
Improving forecast models is the third task and is significantly 
more complex than the last two. This requires the LLM to exhibit 
logical reasoning and consider which variables might help it 
better forecast the data. When the adjusted forecast performs 
worse than its predecessor, the LLM must also be able to reason 
what made the model perform less efficiently and use this insight 
towards a more accurate forecast. Autonomous forecasting is the 
last and most complex task of this framework. This stage implies 
that the LLM only needs starting directions and an end goal from 
the user, after which it can independently work on improving the 
forecasting model until it can no longer find a way to improve 
the model’s accuracy any further. 

3. METHODOLOGY 
3.1 Sample 
The M5 forecasting competition public dataset will be used for 
this study. The dataset is created for academic research by 
Makridakis et al. (2022b) and is published on Kaggle (Howard et 
al., 2020). It contains Walmart’s sales data of California, Texas, 
and Wisconsin. The data is gathered from 10 different stores 
from 29 January 2011 to 19 June 2016. Daily total sales of 3049 
products are shared, additional datasets include calendar 
metadata with holidays and events, sample submission 
formatting, and sell prices of products per store and date. 

There are many different LLMs on the market with more in 
development and each getting new iterations on a regular basis. 
This makes it unfeasible to benchmark all the models within the 
scope of this research paper, in addition, the main goal of this 
paper is not to necessarily compare LLMs against each other but 
to evaluate the forecasting abilities of the current-best generative 
AIs. The constant release of newer models means that previous 
literature on which models to benchmark is scarce and already 
outdated. Two generative AIs will be chosen for the analysis.  
Previous ChatGPT versions have consistently outperformed their 
competitors (Abolghasemi et al., 2025; Liu et al., 2024) making 
it the first AI chosen for the analysis. More specifically, the 
OpenAI o4-mini-high model will be used as it is the newest 
version available that is recommended for coding and advanced 
reasoning (OpenAI Models, 2025). The second AI is Google’s 
Gemini that has played catch-up on OpenAI since 2022 but has 
shown strong performance with its latest Gemini 2.5 Pro model 
(Artificial Analysis, 2025; Vals AI, 2025). 

3.2 Method 
This study aims to evaluate LLMs’ abilities to improve the 
accuracy of forecast models. An LLM is given a set of four 
dataset samples, and it is then asked to create and improve a 
forecasting model to be as accurate as possible within 10 and 20 
test runs. After each test the LLM will get feedback on their 
accuracy. Following the M5 competition structure, LLMs will 
receive feedback in a weighted variant of root mean squared 
scaled error (WRMSSE). WRMSSE is suitable for the evaluation 
of this forecast because it can be safely computed for all series 
and aligns with the objective of trying to accurately forecast 
average sales (Makridakis et al., 2022a). WRMSSE translates 
into forecast accuracy and is the target (dependent) variable of 
the forecasts, the goal for the LLMs is to get their WRMSSE 
score as low as possible. 

Figure 3. Framework for LLM automation in retail 
forecasting. 
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The starting prompts given to the LLMs are found in Appendix 
A. The LLMs were additionally given a small sample file of 
every dataset, so they could inspect the structure of data and 
adapt their codes to work seamlessly. These datasets had slightly 
modified features (e.g. different file name, IDs of products) 
compared to the original datasets found on Kaggle to better suit 
the test and to avoid LLMs submitting unmodified code scraped 
from Kaggle forums. The first dataset contains daily sales data 
for 3049 products over five years. Each unique product ID is 
created by merging state, store, category, department, and item 
ID, this enables the use of easily connecting variables from the 
other datasets to improve forecasts. Calendar dataset includes 
information about holidays, potentially influential events (e.g. 
Super Bowl), and which states had their Supplemental Nutrition 
Assistance Program (SNAP) active on which dates. The third 
dataset includes weekly sale prices for every product and the 
fourth one is a sample submission file to make sure LLMs 
prepare a uniform output each time. 
To ensure comparability, user inputs to the LLMs were kept to a 
minimum after the initial prompt and they are specifically told to 
work independently and make decisions based on its own 
reasoning, so to not ask for the user’s opinion. This is established 
with the following section of the starting prompt: “I will run your 
code and return results. Do not ask me for which improvements 
to make, do what you think will be the most accurate” (Appendix 
A). 

3.3 Analysis 
LLMs will be asked to write their forecast model into a Python 
script. The forecast models made by the LLMs will be copied and 
ran locally on a computer. Outputs of these models will be 
reformatted to the M5 format by a separate script and uploaded 
to the Kaggle M5 competition submission page to use their 
evaluation algorithm. The resulting WRMSSE will then be 
returned to the LLMs as feedback after which they will submit 
an updated script and so on. In the case a script returns an error, 
this will be copied back to the LLM, so they can fix their code 
and resubmit a working version. Both ChatGPT and Gemini will 
go through three series with 10 attempts to improve and three 
series with 20 attempts, totalling 180 forecast models.  

To answer the first research sub-question: “To what extent can 
an LLM understand given datasets and create forecasting models 
to exploit that data?” It has already been shown in previous 
studies that LLMs are already quite capable of analysing datasets 
and generating forecasting models, as was explored in the theory 
chapter. Various positive and negative experiences regarding this 
question will nevertheless be discussed based on this paper’s 
experiment as well. Observations will be given about the LLMs 
performance and stability during the experiment and common 
errors, including their potential causes, will be considered. 

The second research sub-question was: “To what extent can an 
LLM improve the accuracy of a forecast model over multiple 
attempts when only receiving performance measure feedback?” 
So do LLMs learn from their previous tries and improve over 
time. If they do improve, then is there a limited number of runs 
with increased accuracy or do they continue to improve 
consistently within the limits of this test. The strength of the 
relationship between forecast accuracy (dependent variable) and 
number of attempts (independent variable) will first be tested 
with Pearson's correlation coefficient (r). In the M5 competition, 
24 forecasting methods were used as benchmarks to compare the 
performance of competitors to easily implementable forecasting 
models (Makridakis et al., 2022a). The best performing 
benchmark was exponential smoothing with bottom-up 
reconciliation (ES_bu). The performance of LLMs will 

additionally be compared to those benchmarks to help answer the 
second sub-question. 

To answer the third research sub-question “Which LLM achieves 
the best result and how does it compare against professional 
forecasters?” The performance of the different LLM models will 
be evaluated against each other. Pearson's correlation coefficient 
will be used to compare the learning capabilities of LLM, while 
the highest accuracy models of each LLM are compared to 
determine the best performing LLM in retail forecasting. These 
tests will help establish which one is currently the most suitable 
LLM for improving forecasting models. The accuracy of the 
LLM models will also be compared to the results of people who 
originally competed at the M5 forecasting competition hosted by 
Makridakis et al. (2022b) and Walmart. This provides insights 
into potential strengths and limitations that LLMs have when 
compared to human forecasters. 

4. RESULTS 
4.1 Forecast creation 
After an initial prompt engineering to guarantee the LLMs would 
clearly understand the task and be able to function without any 
other feedback than the forecasting scores, both LLMs were able 
to successfully finish all six series of forecasting with the starting 
prompts shown in Appendix A. Both OpenAI’s o4-mini-high and 
Gemini 2.5 Pro were able to easily understand the task and create 
forecasting models in the Python programming language. When 
errors did occur in their code, both LLMs were able to fix the 
mistakes after receiving the traceback and error output from the 
terminal.   
Both models tried implementing both simpler time series models 
and advancing to more complex LightGBM machine learning 
models. While both were able to create time series models 
without any serious complications, the large datasets led 
unoptimised ML models to return a memory error. Trying to keep 
millions of cells of data in memory while training the model is 
not a feasible solution for any forecasting task that deals with 
large amounts of data. The LLMs dealt with this error in one of 
two ways. Sometimes they decided that the datasets are too large 
for ML models and went back to optimising their time series 
model. Around half the times they decided to instead stick to 
implementing the ML model and tried to optimise it by either 
limiting the training data or employing other methods of memory 
optimisation. 
There were also some negative observations that must be 
mentioned. Retrieving data from the calendar dataset highlighted 
on multiple occasions how LLMs can rely too heavily on their 
training data and forget the user’s input. For example, an 
important column’s ID was “wm_yr_wk”, but the LLMs 
sometimes tried to fetch the data with IDs like “week” and 
“date”, which are generally common IDs in calendar datasets. 
After returning the error to LLMs, they scanned through the 
sample file again and were able to fix the mistake. Sometimes 
they also tried to use functions with unsuitable value types which 
they were then able to fix by converting the value types. The 
longer and more complex the code became, especially when the 
LLMs tried to implement new forecasting factors, the more error 
codes and tweaks the LLMs were likely to go through before 
reaching a functioning code that returned an output. Some of 
these issues arose from the LLM trying to use outdated function 
variables from Python’s packages. This is likely a consequence 
of the LLMs’ training data also including older code repositories 
that are no longer applicable in the newest version. Most other 
issues arose from seemingly human mistakes where the LLM 
forgot to define a variable or made a typo in the code. On a few 
occasions, the LLMs ran into a new error when trying to fix a 



previous error multiple times in a row, and once the LLM 
eventually had to revert to a time series model when not being 
able to fix its ML forecast model. All these mistakes only 
happened in the longer and more complex forecast models.  

4.2 Forecast improvement 
In the first test, the LLMs were given 10 attempts to improve 
their forecasting accuracy. Figure 4 shows how these results 
changed over the attempts for both ChatGPT and Gemini. 
Additionally, three guiding benchmarks from Makridakis et al. 
(2022a) are shown for comparison. The green line is a simple 
naïve benchmark that forecasts values as equal to the last known 
time series. This benchmark achieved a WRMSSE of 1.752. The 
orange line is a seasonal naïve benchmark that can also capture 
some possible seasonal variations. It received a WRMSSE of 
0.847 which is a significant improvement and beats 16 out of the 
24 benchmarks used. The red line is an exponential smoothing 
with bottom-up reconciliation benchmark that was the most 
accurate out of all the benchmarks employed with a WRMSSE 
of 0.671. 
In the 10-attempt scenarios, ChatGPT managed to outperform the 
best benchmark ES_bu on all three occasions with the best scores 
of three series being 0.665, 0.603, and 0.662, respectively. The 
best ChatGPT score was 10.2% more accurate than ES_bu. In the 

first run, ChatGPT started with a very simple time series model 
and continuously tried adding new features to it until it finally 
reached its best score in round 9 using multiple variables from 
the calendar data in addition to the sales data. In the second run, 
ChatGPT decided to start with a LightGBM model from the get-
go. The overall best result 0.603 from the second run was 
achieved on the third attempt of the series with the previous two 
attempts scoring 1.005 and 0.615. The third run achieved its best 
result only on the very last attempt. While in the first series 
ChatGPT stuck to time series models and in the second series to 
LightGBM models, in the third series it started with the seasonal 
naïve model used in the benchmark. It then tried and got a terrible 
result of 3.381 with a LightGBM model after which it went back 
to time series models until attempt 7 when it decided to give ML 
another try. By the last round it got the LightGBM model 
optimised enough to barely beat the ES_bu benchmark. 
The best scores that Gemini achieved during its three 10-attempt 
scenarios were 0.683, 0.8034, and 0.701, respectively. ES_bu 
was only 1.8% more accurate than Gemini’s best result. 
Although Gemini did not manage to beat the ES_bu benchmark 
on any of its attempts, it showed consistent improvements over 
time as seen on Figure 4. In the first two series, Gemini stuck to 
time series forecasts, steadily implementing additional features 
and tweaking their weights to optimise the model. Only by the 

Figure 4. Forecast accuracy of ChatGPT and Gemini over 10 and 20 attempts compared to three benchmark models. 
Lower is better. 
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fourth attempt in the third series did Gemini decide to try 
implementing a LightGBM model and did not retreat to time 
series models despite receiving a memory allocation error at first. 
In the first two series, Gemini earned its best result by attempt 
10, showing gradual improvement of its time series model over 
time. In the third series, Gemini’s LightGBM model reached its 
peak result by attempt 8. 

Table 1. Learning performance in 10-attempt series 

Model Slope Intercept Pearson r p-value 

ChatGPT -0.056 1.496 -0.338 0.3393 

Gemini -0.043 1.089 -0.819** 0.0038 
 
Table 1 shows the learning performance of ChatGPT and Gemini 
during the 10-attempt series. A negative slope and regression 
mean that the WRMSSE decreases over time which might 
indicate learning capabilities over multiple attempts. ChatGPT 
had a slope of -0.056 and a Pearson’s r of -0.338, however the p-
value was 0.3393 which means the correlation is not statistically 
significant. Gemini had a slightly smaller slope of -0.043 but a 
much stronger correlation with Pearson’s r reaching -0.819. 
Gemini’s p-value is also 0.0051, which makes the correlation 
statistically significant. 
20-attempt scenarios were less successful for both ChatGPT and 
Gemini. Both managed to beat the seasonal naïve benchmark but 
neither got sub 0.7 results. ChatGPT’s best results from each 
series were 0.742, 0.816, and 0.749, respectively. ChatGPT only 
used time series models in the 20-attempt runs. It tried to run 
LightGBM models but after receiving a memory error decided to 
return to time series models and implement unnecessary memory 
optimisations to those. Gemini’s best results from these three 
series were 0.799, 0.836, and 0.785, respectively. Interestingly, 
Gemini started its first attempt with a seasonal naïve model on 
all three runs. In the first run, Gemini decided to keep using time 
series models till the end. This changed in the second and third 
run. It used a LightGBM model in attempt 7 of the second run 
but after that failed to fix a slew of errors that popped up with its 
next LightGBM model, making it eventually return to time series 
models. Gemini also tried to use LightGBM in the fifth and sixth 
attempt of the third run. It scored a poor 2.750 for the fifth 
attempt but improved the LightGBM model to a 0.879 WRMSSE 
in the next attempt. It then decided that because the LightGBM 
model did not beat the best performing simple model, it should 
return to refining the time series model instead and did not try 
LightGBM again. ES_bu was 9.6% more accurate than the best 
ChatGPT model and 14.6% more accurate than the top 
performing Gemini model in the 20-attempt series. 

Table 2. Learning performance in 20-attempt series 

Model Slope Intercept Pearson r p-value 

ChatGPT -0.011 1.193 -0.147 0.5364 

Gemini -0.019 1.122 -0.601** 0.0051 
 
Table 2 shows the learning performance of ChatGPT and Gemini 
during the 20-attempt series. Both models have smaller average 
slopes in these series, -0.011 for ChatGPT and -0.019 for Gemini. 
ChatGPT has a Pearson r of -0.147 but it is still not significant 
with a p-value of 0.5364. Gemini also has a weaker correlation 
than in the 10-attempt series, yet it is still statistically significant 
with an r of -0.601 and a p-value of 0.0051.  
When comparing 10-attempt learning series to 20-attempt series, 
for some reason, almost everything about the LLMs performance 

was better during the 10-attempt runs. The shorter runs 
developed more accurate forecasting models, handled errors 
more effectively, and had better learning performance. Gemini’s 
learning performance slope was over two times steeper (-0.043 
to -0.019), with a better intercept value (1.089 to 1.122), and with 
a higher correlation (-0.819 to -0.601). 
Figure 5 shows the total distribution of the accuracy achieved by 
the LLMs during all the tests compared with all the benchmarks 
implemented by Makridakis et al. (2022a). The peak of the 
distribution curve for the LLMs was equal to the seasonal naïve 
benchmark. Five of the twelve runs started from there; some 
tested its accuracy later in the series and others achieved very 
similar accuracy with different methods. Majority of the 
benchmarks are to the right of the LLMs density curve’s peak, 
which means that most of the LLMs attempts beat these 
benchmarks. Gemini’s best scores overlap the best performing 
benchmarks while ChatGPT’s best scores make up the left tail of 
the density curve that outperformed all benchmark forecasts. 

 

 

4.3 Forecaster accuracy comparison 
Answering the third research sub-question requires direct 
comparisons between the performance of ChatGPT and Gemini. 
OpenAI’s o4-mini-high managed to clearly outperform Gemini 
2.5 Pro in terms of best forecast accuracy. In the 10-attempt 
series, ChatGPT’s all three runs achieved a better high score than 
the best Gemini attempt. ChatGPT’s best score was 11.7% more 
accurate than the best Gemini result. In the 20-attempt series, 
ChatGPT had two runs outperform Gemini with the best 
outperforming Gemini by 5.4%. One of ChatGPT’s runs 
managed to only beat the worst performing Gemini series and 
lost to the other two. On the other hand, when comparing stability 
and continuous improvement of the LLMs forecasting abilities, 
then here ChatGPT struggles, and Gemini is the clear winner. 
Figure 6 shows a modified version of the previous distribution 
graph, where ChatGPT (black curve) and Gemini (blue curve) 
are shown separately, and the lines are converted into Gaussian 
kernel density estimations (KDE). ChatGPT has a flatter bell-
shaped distribution with a peak that is slightly worse than the 
seasonal naïve benchmark. Both of its tails are higher than 
Gemini’s, revealing better top performance but also a higher 
number of badly performing forecast models. Gemini shows a 
tighter KDE peaking at a slightly better WRMSSE than the 
seasonal naïve benchmark. It produced more high-quality 
forecasts than ChatGPT and less badly performing forecasts, but 
at the same time Gemini failed to generate such top performing 
models as ChatGPT did. 

Figure 5. Distribution of LLMs’ forecasting accuracy. 
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In the original competition by Makridakis et al. (2022a), 2666 
(48.4%) of participating teams managed to outperform the naïve 
benchmark, 1972 (35.8%) beat the seasonal naïve benchmark, 
and only 415 (7.5%) outperformed the ES_bu benchmark. The 
authors offer multiple valid explanations as to why only such a 
little amount of people managed to beat the best performing 
benchmark. Some comparisons can still be made between the 
results obtained by humans at the competition and the results of 
LLMs. Using these statistics, the best ChatGPT models 
outperformed more than 92.5% of human forecasters 
participating at the competition. The winning team of the 
competition managed a WRMSSE of only 0.520, this is a 22.4% 
improvement over ES_bu, a 13.7% improvement over the best 
ChatGPT result, and 23.9% more accurate than Gemini. It is 
important to consider that unlike the LLM forecasts, the 
competitors were able rely on extensive feature engineering, data 
analysis, additional feedback mechanisms, and combining the 
results of multiple forecast models. The winner of the 
competition, In and Jung (2022) used 10 per store models, 30 per 
store-category models, and 70 per store-department models. He 
also considered two variations per model, so in total 220 models 
were built. For each series in the data, the average of six models 
using different learning approaches and training sets were used, 
with additional fine-tuning done before choosing a final solution 
(Makridakis et al., 2022a). 

5. DISCUSSION 

5.1 Conclusion 
This study set out to answer the research question: “Can large 
language models create and improve retail forecasting models 
without human interference?” To help answer this, the question 
was divided into three sub-questions focusing on (a) how well 
can LLMs understand datasets and create forecasting models, (b) 
to what extent are LLMs capable of improving the accuracy of 
forecast models with performance measure feedback, and (c) 
how the performances of different LLMs compare between each 
other and to humans.  

Within the literature review, it already became clear that LLMs 
should be capable of understanding different datasets and writing 
code to create a forecasting model. This was further reinforced 
by the findings—both ChatGPT and Gemini could easily 
understand the structure of data and created forecasting models 
ranging from the most basic time series models to complex 
machine learning models composed of hundreds of lines of code. 
This process was not entirely seamless, however, as issues such 

as the LLMs using a generic calendar ID instead of the ID in the 
calendar dataset occurred at times, and had to be fixed by the 
LLM after encountering a runtime error. This aligns with one of 
the common limitations of LLMs, which was also discussed in 
the theory chapter, to potentially overfit training data and return 
illogical answers. In the longer and more complex forecast 
models, the LLMs encountered more frequent errors which they 
had to fix for the code to work. This indicates that LLMs still 
sometimes struggle with long-term dependencies, another issue 
highlighted in the literature review. 

Answering the second research sub-question is more 
complicated. ChatGPT managed to beat all the benchmark 
models with its best forecasts with the highest performing one 
beating ES_bu by 10.2%. However, there was no clear 
improvement across the attempts. ChatGPT showed rather 
inconsistent performance, creating a well-performing model but 
then managing to ruin it after an attempt or two when adding 
extra features. Meanwhile, Gemini’s best results were slightly 
less accurate than the best forecast, losing to it by only 1.8% of 
accuracy. Where Gemini did stand out was showing consistent 
improvement over time. It had a statistically significant reduction 
to WRMSSE across its attempts, achieved by methodically 
testing out the effects of adding new features to the accuracy, and 
then building on these results. Interestingly, both LLMs 
performed significantly worse when given 20 attempts to 
improve their forecasts instead of 10 attempts. This could again 
be explained by the LLMs’ weakness with long-term 
dependencies, although it is not clear what made the LLMs both 
less accurate and more inconsistent in the longer series.  

ChatGPT and Gemini were both able to handle the task of 
creating and improving forecast models. While ChatGPT 
achieved higher top scores, it also had many more highly 
unsuccessful attempts where the WRMSSE hiked up 
considerably. Gemini, on the other hand, showed a much more 
consistent performance, testing out different forecast features 
and weights between features to find a well-balanced forecasting 
model. This means that there is no clear winner between 
ChatGPT and Gemini—one got a better accuracy high score, 
while the other exhibited the ability of learning and improving 
over time, which was one of the primary focuses of the overall 
study. Both LLMs managed to beat most human competitors at 
the M5 forecast accuracy competition. The top performers at the 
competition, meanwhile, clearly outperformed the LLMs’ 
results. This was an unfair fight, however, as the humans were 
able to combine hundreds of ML models into a complex hybrid 
model, with each ML model predicting different variables using 
different training sets and learning approaches. LLMs would 
benefit from an experiment where they have a more hands-on 
operator to test whether they are able to accomplish the creation 
of such complex hybrid forecasting systems. 

To answer the overall research question, it can be concluded that 
large language models are indeed capable of creating and 
improving retail forecasting models without human interference 
to a certain degree. They can create time series models ranging 
from the simplest to more complex models that use multiple 
datasets with various forecasting features. LLMs are also able to 
create various ML models, but with both types of models, the 
more complex they get, the more likely it is that the LLMs find 
themselves struggling to fix mistakes in the generated code. The 
specific LLM model used has a large impact on the achieved 
accuracy of the forecast, and different models have varying 
consistency regarding their learning capabilities and forecast 
improvement across multiple attempts. It is not completely clear 
what is an optimal number of attempts an LLM should be given 
to achieve the highest forecasting accuracy. 

Figure 6. Comparison of LLMs’ accuracy distribution. 
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5.2 Practical implications 
This study has introduced LLMs into retail forecasting, offering 
a new potential tool to automate significant parts of the 
forecasting process, which is crucial due to the shortage of 
experienced data analysts. In the modern-day highly competitive 
retail sector, having an advantage over competitors in forecasting 
processes can offer an opportunity to cut costs and offer lower 
prices. 

Another important implication is that different LLMs are better 
at different aspects of retail forecasting, so depending on the 
needs of the company, an LLM or a combination of LLMs should 
be chosen to fit these needs. Due to the large volume of 
investments and the fast pace of improvements in the LLM 
industry, companies must actively monitor these developments. 
Being aware of the capabilities and limitations of the latest LLMs 
is critical to ensure an optimal LLM selection process. 

5.3 Theoretical implications 
This paper has expanded the scientific literature on LLM 
capabilities. While the number of papers has grown 
exponentially since the introduction of ChatGPT, there are still 
large gaps in the literature. Each new iteration of LLMs is 
introduced with new capabilities and functionalities. This makes 
LLMs a potential solution for increasingly more business 
applications, further exacerbating the problem of missing 
literature.  While most literature has so far focused on giving 
input data to LLMs and asking for a prediction output, this paper 
has expanded the literature to using LLMs for external model 
creation which can be run locally to forecast with larger datasets 
and benefit from further improvement by human forecasters. The 
experiment has additionally highlighted a way to improve the 
benchmarking standards of LLM forecasting abilities by utilising 
a large set of easily adaptable benchmark results and using 
forecasting competitions to get a comparable human 
performance measure to test the LLMs against.  

There is also the research gap in using LLMs for various domain-
specific forecasting applications. This study tries to fill that gap 
in retail forecasting by gathering a clear overview of the current 
most advanced LLM models and conducting an experiment to 
test their forecasting abilities. Furthermore, this paper proposed 
a theoretical framework for adapting LLMs into retail 
forecasting. This framework highlights the key elements of 
forecasting that could eventually be automated with LLMs and 
helps assess the progress of automating forecasting in the future. 
The experiment conducted in this paper can be used as an 
example on how to further evaluate LLMs’ abilities of 
forecasting in future studies and how to compare the proficiency 
of different LLMs. With small adjustments, this type of 
experiment can also be applied to testing other aspects and skills 
of various LLMs.  

5.4 Limitations 
This study was made using public datasets with a large volume 
of available online discussions and repositories focused on 
creating solutions for this forecasting problem. It is likely that at 
least some of these solutions are part of the LLMs’ training data 
and it is unclear what effects this might have had on the 
performance of the LLMs compared to forecasting with private 
sales data. 

As also highlighted in the literature review on the subject of LLM 
limitations, prompt engineering has a large effect on the 
performance and output of LLMs. This study did not delve too 
extensively into creating the perfect prompt for the LLMs, 
instead only making it good enough for the LLM to understand 
and effectively perform the task on a stable basis. More extensive 

prompt engineering might considerably affect the performance 
of LLMs’ forecasting accuracy and learning consistency. 

Two LLMs were chosen for this study based on the results of 
previous literature and online benchmarks of different LLMs. 
Older papers did not use the same models that are available now 
and online benchmarks test LLMs on specific tasks to create their 
rankings. This does not guarantee that the models chosen really 
were the best LLMs for creating forecasting models. The chosen 
LLMs were asked to create and improve their forecasts to be as 
accurate as possible within 10 or 20 attempts. Since 20-attempt 
series performed worse, it is not clear what might be the optimal 
number of attempts to give them or whether it would be best not 
to clarify how many times they can improve in the first place.  

5.5 Future research 
Testing LLMs abilities with other datasets, particularly with 
private data, will help clarify the possible effect of LLMs having 
access to potential pre-existing solutions. Because companies 
often do not wish to publish their sales data lightly, this might be 
best done through an internship research project in a retail 
company. Repeating this experiment without telling the LLM 
how many attempts it will have to improve or testing for an 
optimal number of given attempts is another potential research 
area to solve a limitation of this study. 
Many companies are quickly developing their own LLMs. Future 
research around half a year or a year later that involves as many 
LLMs as possible would give a clearer picture on both the speed 
of advancements during that time gap and on which models are 
most suitable for retail forecasting. This is a developing field and 
repeating similar research can yield significantly different results 
after only a few months of new advancements. 
Comparison between human and LLM capabilities in retail 
forecasting was not comprehensively answered during this 
research. Future experiments where humans with and without 
LLMs go head-to-head should provide a better understanding of 
how useful LLMs will be in a real business context. Another 
option is creating an experiment with a more hands-on human 
operator guiding the LLM to perform feature engineering and 
build hybrid models to evaluate whether those can compete with 
the best performing models crafted by humans. 
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APPENDIX A 
ChatGPT prompt: 
You are a retail forecasting expert. You need to forecast the unit sales of various products at stores in various 
locations for a 28-day period.   
You will be evaluated based on Weighted Root Mean Squared Scaled Error (RMSSE). 
You have [10 or 20] attempts to improve your forecast model to be as accurate as possible, after each attempt you 
will be given your RMSSE score. 
The dataset includes 4 csv files: 
sell_prices.csv – Contains information about the price of the products sold per store and date. 
calendar.csv – Contains information about the dates on which the products are sold, including holidays and special 
events. 
sales_train.csv – Contains the historical daily unit sales data per product and store [d_1 – d_1913] 
sample_submission.csv – The correct format for submissions. Each row contains an id that is a concatenation of an 
item_id and a store_id. You are predicting 28 forecast days (F1 – F28) of items sold for each row. This corresponds 
to d_1914 – d_1941. 
Answer with a Python script that outputs the forecast into submission_[test]_[name of AI].csv. Datasets will be in 
the same working directory as the script. 
I will run your code and return results. Do not ask me for which improvements to make, do what you think will be 
the most accurate. 
Included are sample csv files of these datasets. 
 
Gemini prompt: 
You are a retail forecasting expert. You need to forecast the unit sales of various products at stores in various 
locations for a 28-day period. 
You will be evaluated based on Weighted Root Mean Squared Scaled Error (RMSSE). 
You have [10 or 20] attempts to improve your forecast model to be as accurate as possible, after each attempt you 
will be given your RMSSE score. 
The dataset includes 4 csv files: 
sell_prices.csv – Contains information about the price of the products sold per store and date. 
calendar.csv – Contains information about the dates on which the products are sold, including holidays and special 
events. 
sales_train.csv – Contains the historical daily unit sales data per product and store [d_1 – d_1913] 
sample_submission.csv – The correct format for submissions. Each row contains an id that is a concatenation of an 
item_id and a store_id. You are predicting 28 forecast days (F1 – F28) of items sold for each row. This corresponds 
to d_1914 – d_1941.  
Answer with a Python script that outputs the forecast into submission_[test]_ [name of AI].csv. Datasets will be in 
the same working directory as the script. 
I will run your code and return results. Do not ask me for which improvements to make, do what you think will be 
the most accurate. 
Included are sample txt files of these datasets. 
 
Next rounds: 
Score is: [WRMSSE] 


