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ABSTRACT,  

 
As generative AI (GenAI) tools become increasingly embedded in academic workflows, 

academics are not only becoming users of individual systems but also learning to interact with 

and navigate multiple platforms that have different capabilities, limitations, and epistemic 

assumptions. This thesis explores how academic users mediate between multiple GenAI 

systems in their knowledge work. Using qualitative data from 12 semi-structured interviews 

with academics, the study applies the Gioia methodology to develop a grounded model of 

GenAI orchestration. Four aggregate dimensions were identified: frictions in interfacing with 

GenAI, tactics for coordinating tools, strategic mediation and transformational learning and 

identity. These were linked through three underlying mechanisms: epistemic calibration, 

delegation as coping and value-driven bricolage. These mechanisms reveal how users adapt to 

uncertainty, manage overload and align GenAI practices with personal and pedagogical values. 

The study presents a dynamic, non-linear model of GenAi integration that foregrounds user 

agency, reflective adaptation and contextual negotiation. These findings offer conceptual 

insight into how GenAI can reshape academic practice and identity, with implications for 

pedagogy and tool design in higher education.    
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1. INTRODUCTION 
Generative‑AI (GenAI) systems like ChatGPT and Claude are no 

longer only add-ons. Many academics use a combination of these 

tools daily, rather than relying on a single one. GenAI is 

transforming academic work across the spectrum, touching all 

levels from paper summarisation and ideation to code debugging 

and graphic design (Chan & Hu, 2023). These tools are also 

changing the way how users are thinking about and reflecting on 

their work (Abdel-Karim et al., 2023). As the use of multiple 

GenAI tools becomes more common, new challenges are arising. 

Users are dealing with inconsistencies across tools, as well as 

difficulties in effectively using them, especially when the outputs 

do not align. Even though many of these systems are built on 

similar foundation models, such as GPT-4 or BERT, they differ 

in their design and intended purpose. For instance, tools like 

ChatGPT are used for brainstorming, DALL-E for visual content 

creation, Claude for generating ethically framed responses and 

Copilot for code completion. Research shows that GenAI tools 

perform differently depending on the task or context (Hochmair 

et al., 2024; Mavrych et al., 2025). But what happens when these 

tools contradict one another, when outputs fail to align, or when 

tasks require more than one tool? Despite having the same 

technical foundation, academic practice is becoming increasingly 

diverse. Yet most existing research focuses on the use of 

individual GenAI tools (Bin-Nashwan et al., 2023; Gill et al., 

2024; Vaithilingam et al., 2022) rather than on how users work 

with these tools in practice. As a result, there is limited 

understanding of how academic users navigate, coordinate, or 

resolve tensions between different GenAI systems. 

Generative artificial intelligence is a class of machine learning 

systems capable of generating new content, such as text, images, 

audio, or code, mirroring the patterns of their training data. These 

systems are built on large-scale neural architectures trained with 

deep learning and self-supervised techniques. Foundation 

models mark a shift from task-specific AI to more general-

purpose systems with emergent capabilities (Bommasani et al., 

2021). While GenAI is transforming academic work by offering 

diverse functionalities, there is still a limited understanding of 

how users effectively utilise these multiple tools. Users of this 

expanding network of GenAI systems are pushed to be strategic. 

When to apply which tool, how to keep consistency, and how to 

integrate results properly. Although GenAI is being incorporated 

into higher education at a rapid pace, little is known about the 

daily tactics that academic users employ to navigate this 

complexity. To close this gap, the thesis uses interviews, rather 

than a single‑tool benchmark, to examine how academics 

navigate a multi‑tool GenAI ecosystem. 

1.1 Research question 
Considering the increasing use of multiple generative AI systems 

in academic environments, this research aims to explore how 

users manage the challenges and opportunities of working across 

these tools in their everyday knowledge work. This research will 

focus on answering the following research question:  

“How do academic users mediate between multiple generative 

AI systems in their knowledge work?” 

To systematically attain the needed information to address this 

question, the research is guided by the following three sub-

questions: 

1. What kinds of frictions arise when users interface with 

multiple GenAI tools? 

2. What tactics and procedures do users develop to 

coordinate GenAI tools in their academic workflows? 

3. How do academic users strategically mediate between 

different GenAI systems?  

To answer these questions, the research will combine a literature 

review with qualitative interviews involving academic users. The 

interviews will serve to generate in-depth insight into the 

strategies, tensions, and adaptations of users when working with 

multiple GenAI tools. 

1.2 Academic and practical relevance 
The goal of this research is to increase the awareness of how 

academic users mediate between multiple generative AI systems 

in their knowledge work. It explores not only the frictions that 

occur in multi-tool use but also the strategies, procedures, and 

workarounds that users develop to properly coordinate and 

integrate these tools effectively. This helps to close the gap in 

current research, which primarily focuses on individual tool 

usage and also contributes to ongoing debates on the changing 

nature of academic practice in the age of GenAI. 

The practical relevance of this research lies in the fact that the 

results can support students, educators, and researchers in 

utilising GenAI tools more effectively. As universities continue 

to integrate generative AI tools into academic practice (Jin et al., 

2025), a clearer understanding of how users move between 

different systems can support smoother adoption and reduce 

confusion, overlap and inefficiencies caused by switching tools 

or dealing with inconsistent results 

2. THEORETICAL BACKGROUND AND 

LITERATURE REVIEW  

2.1 Generative AI in Academic Knowledge 

Work 
As academics increasingly rely on multiple GenAI tools, new 

problems emerge. Users now need to manage conflicting outputs 

and decide how to use each system best when answers conflict 

with one another. Although many tools use the same standard 

base model, such as GPT-4 or BERT, they vary widely in design 

and purpose. ChatGPT may be used for brainstorming, DALL-E 

for visual content, Claude for ethically framed responses, and 

Copilot for code completion. Field studies confirm that 

researchers frequently switch among tools within a single project 

(Jin et al., 2025), while performance still depends heavily on task 

and context (Hochmair et al., 2024; Mavrych et al., 2025). But 

what happens when these tools give conflicting results, don’t 

align, or when a task needs more than one tool? Recent studies 

indicate that GenAI tools are becoming an integral part of 

everyday workflows. For instance, writers often use ChatGPT for 

drafting, editing, and refining text  (Sullivan et al., 2023), while 

Copilot helps students and researchers with writing and 

debugging code (Wermelinger, 2023). DALL·E is used for 

generating images and Claude is known for its ethical responses. 

Even though many of these tools are built on similar models, they 

function quite differently (Rudolph et al., 2023). They found that 

GPT-based models, such as ChatGPT, generally score highest 

overall, but no single tool performs like an “A-student.” Instead, 

each tool excels in specific jobs and lags in others.  

GenAI is accelerating in higher education. Most literature has 

focused on single-tool usage; however, studies have mainly 

examined the use of tools like ChatGPT in relation to academic 

integrity and writing quality (Bin-Nashwan et al., 2023; Lo, 

2023). While these understandings are valuable, they do not 

accurately represent the trend towards a more multi-tool 

workflow, where users switch between tools based on the type of 

task or their preference. New and enduring trends suggest that 

users are taking more complex, planned steps to use GenAI. This 

means that users are choosing tools not just on capabilities, but 

also on tone, ethical framing, formatting style or speed of 

response (Gavira Durón & Jiménez-Preciado, 2025; Rudolph et 
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al., 2023). This introduces new challenges. Users must decide 

which tool to use for each task, how to handle conflicting 

answers, and how to maintain consistency in their work. While 

large-scale studies have highlighted the prominence of terms like 

'ChatGPT', 'generative AI', and 'teaching-learning' in academic 

discussions (Gavira Durón & Jiménez-Preciado, 2025), there is 

still a lack of qualitative research on how users actually navigate 

between multiple tools and the coordination of multiple tools in 

routine academic practice. 

2.2 Frictions and Fragmentation in Multi-

Tool Ecosystems 
As GenAI becomes more deeply integrated into academic work, 

many users are no longer working with a single tool but rather a 

variety of tools. Users often switch between tools depending on 

the task at hand. These tools may be similar on the technological 

side, but they differ in their user interfaces, intended use and 

output (Gavira Durón & Jiménez-Preciado, 2025; Rudolph et al., 

2023). Due to this variety, a landscape is created where tools do 

not always align, thus leading to fragmentation for users who 

must navigate between them. This fragmentation often slows 

users down. It can be confusing for users to switch between tools. 

Moving will also require extra effort to achieve the desired 

results. For instance, Wermelinger (2023) demonstrates that 

Copilot can complete a function in a certain way, but a 

subsequent prompt often presents an alternative, sometimes even 

conflicting, solution. Users have to stop and compare solutions 

to achieve valuable results. It is not just the content that can 

create friction, but it can also stem from inconsistent formatting, 

citations or differing views on how users should frame their work  

(Lim et al., 2023; Rudolph et al., 2023). It is not just a 

technological problem. GenAI technologies are also being 

introduced to academia without any common framework or 

approach. As Dwivedi et al. (2023) point out, tools like ChatGPT 

are changing how we write, teach, and publish. However, this 

change is largely uncoordinated. Academics will seek to develop 

their own approaches, as there are no common rules or standards 

to help them. Users must deal with technology that varies 

significantly, not only in interface and capabilities but also in 

value regarding academic work. The user experience can vary 

considerably even when the base models are identical. This can 

lead to conflicts when users try to combine the outputs from 

multiple tools into a single project. 

A further problem emerges from the cognitive requirements of 

managing multiple AI tools. Users often need to adapt to the 

behaviour of the different tools and need to understand their 

characteristics. Zhang et al. (2024) describe this as the Mutual 

Theory of Mind. Here, effective collaboration depends on the 

response and anticipation of each other’s actions. This can be 

mentally draining. Users who use different GenAI tools and 

switch between them find this cognitive load to be greater, 

especially when dealing with conflicting results or thinking 

processes. (Abdel-Karim et al., 2023; Li et al., 2023). One of the 

biggest unknowns in GenAI work is “hallucination”. Here, the 

model provides an answer that sounds plausible but is incorrect 

or cannot be verified. In a large-scale benchmark study Li et al. 

(2023) found that 19.5% of the responses generated by ChatGPT 

contained hallucinated information. These errors can be hard to 

spot. Everything appears to be in order, but the facts are incorrect. 

Even the most advanced models continue to struggle with 

recognising errors in their own output. Crucially, hallucinations 

do not remain confined to one system, and this issue becomes 

more problematic when users combine outputs of multiple tools, 

each with their own bias and limitations. Errors can therefore 

cascade across a multi-tool workflow. This resulting workflow 

needs critical evaluations, but these may not be consistently 

supported in current educational settings (Jin et al., 2025). A key 

challenge in using multiple GenAI tools is the lack of 

transparency regarding how each one generates its responses. As 

Ali et al. (2023) point out, many of these tools function as “black 

boxes”, giving little, if any, information about the logic behind 

their outputs. In a multi-tool environment, this lack of 

explainability makes it especially difficult for users to determine 

why one tool delivers an answer while another responds 

differently. The user is left to interpret these differences without 

helpful explanations and, more often than not, tries to develop 

informal methods of understanding or validating what they 

found. Such methods may be beneficial sometimes, but overall, 

they can be neither valid nor reliable.   

These challenges highlight the fact that using several GenAI 

tools involves far more than just choosing the right model for the 

task. Users often have to make sense of conflicting outputs 

without any formal guidance. But how do academic users 

actually manage this complexity in practice? This needs to be 

explored further. 

2.3 Strategic Mediation and User Decision-

Making 
Much of the existing literature has focused on what GenAI tools 

can or cannot do, but it has focused less on how users actively 

manage their interactions with these tools, especially when using 

multiple tools simultaneously (Abdel-Karim et al., 2023; Bin-

Nashwan et al., 2023; Bommasani et al., 2021). In academic 

practice, users are not passive consumers. They make ongoing 

decisions about which tools to use, when to switch between them, 

and how to interpret or combine their outputs. These decisions 

are frequently driven by individual preference, task complexity, 

prior experience, and contextual anticipations. 

The centaur-cyborg spectrum, as created by Dell'Acqua et al. 

(2023) it is a significant model that provides an understanding of 

mediation in a multi-tool GenAI context. In the centaur-cyborg 

model, users are not only utilising a single technology, but they 

are also a dynamic component who continuously change their 

connection with multiple tools as they go. On one end of the 

spectrum, we have the Centaurs. They maintain control and 

evaluate AI outputs. These outputs are viewed as 

recommendations that still require evaluation. On the other end 

of the spectrum are the Cyborgs. They let the system serve as an 

extension of their cognitive processes. They rely on the tool used 

to influence their output, and in some instances, even their 

thinking. This approach provides a way to illustrate the dynamic 

relationship among users as they move between cooperation and 

dependency while interacting with multiple GenAI tools, 

depending on the task, tool familiarity, and confidence in the 

output. Sousa and Cardoso (2025) show that students hop 

between ChatGPT for idea generation, Quillbot for paraphrasing, 

and GPTZero to check for originality. They argue that tool choice 

follows the Task-Technology Fit (TTF) logic. Here, a student 

weighs the usefulness and trustworthiness of the tool against the 

demands of an assignment before committing to it. In a multi-

tool setting, this TTF calculus must be repeated for every hand-

off because each new tool can improve or disrupt the evolving 

work product. Nguyen (2025) reaches a similar conclusion but 

adds a warning. When learners offload too much of the heavy 

thinking to AI, their ability to reason independently starts to 

erode. He notes that, lacking clear guidelines, many students 

have begun to craft their own ad hoc routines. Writing a first draft 

unassisted, for example, then letting a large language model 

polish style and citations. 

Understanding how the various tools “think” also plays a role. 

Zhang et al. (2024) demonstrate this by using the Mutual Theory 

of Mind. This theory states that users come to expect how tools 
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will respond and subsequently change their behaviour. When AI 

responses are uncertain or ambiguous, this interaction creates an 

undesired investment of effort. In a multi-tool workflow, user 

must repeat this effort for every tool. Abdel-Karim et al. (2023) 

note that these moments of uncertainty can promote deeper 

reflection because users are then able to reassess their own 

thinking in relation to what the AI suggests. Watson et al. (2025) 

take a broader view. They argue GenAI is changing not only how 

we finish a task but what we mean by “academic work” in the 

first place. In their model, researchers and AI systems continue 

co-adapting. This means that each turn of use slightly impacts the 

next. This means that strategic adoption is less about choosing a 

single, “best” app and more about being adaptive while tools and 

their expectations continue to change. Still, we know little about 

how users coordinate several GenAI tools in practice. As Bozkurt 

et al. (2021) point out, most AI‑in‑education studies stop short of 

the messy routines of daily academic work. Nguyen (2025) adds 

that students are largely left to fend for themselves, 

experimenting with GenAI without much structured guidance. 

From the literature, it has become clear that GenAI use in 

academia is no longer a single-tool affair but a multi-tool 

ecosystem. In the empirical part of this research, these theoretical 

claims will be tested by examining the real-world multi-tool 

workflows among academics. 

2.4 Human Judgment and AI Mediation in 

Professional Contexts 
Recent literature on AI in knowledge-intensive environments has 

highlighted that, while technical capability is undoubtedly part of 

users’ engagement with AI, so are the social, contextual, and 

interpretive dimensions. In an educational setting, where 

authorship, critical and disciplinary integrity are key elements, 

this complexity is evident. As GenAI tools begin to be adopted 

more commonly in academic contexts, the conceptual challenge 

of understanding how users apprehend, coordinate and critically 

think about these systems is of substantial importance. One 

relevant line of research examines how professionals assess the 

credibility of the outputs that they receive from AI. In their 

research, Lebovitz et al. (2021) argue that the concept of  “ground 

truth” is a poor representation of what we know about how 

knowledge workers interact with AI-generated content. Instead 

of merely accepting system outputs as-is, users use domain 

knowledge, contextual judgement and tacit expertise to assess 

and modify those outputs. These practices complicate the 

assumptions of algorithmic objectivity and reveal the epistemic 

labour required for the usability of AI. A further focus of research 

is the coordination and sensemaking work needed to apply AI in 

organisational contexts. Waardenburg et al. (2022) use the term 

“knowledge brokers” to designate individuals who mediate 

between the formal logic of an AI system and the social 

expectations of their respective professional contexts. Such 

knowledge brokering involves translating, aligning and adapting 

AI outputs to make them actionable in practice. The work of 

knowledge brokers reveals that interacting with AI is not only a 

technical task but usually involves subtle negotiations, alignment 

and social interpretation, especially when multiple tools or 

systems are involved. Trust in AI systems is also a significant 

consideration for users when deciding when and how to engage 

with GenAI tools. Glikson and Woolley (2020) review empirical 

research on human trust in AI and emphasise that trust is not 

multifaceted or stable but dependent on task complexity, 

perceived reliability, emotional engagement and how often the 

users have engaged with the system in the past. In academic 

contexts where responsibility, intellectual rigour, and relational 

work are valued, these trust dynamics are not merely cognitive, 

but also affective and ethical.  

Together, these perspectives offer a substantial yet incomplete 

understanding of GenAI interactions in academic practice. While 

the existing literature is starting to investigate how users assess, 

interpret and trust AI tools, most research focuses on either 

single-tool use or through formal implementation frameworks. 

There has been limited exploration of how individuals in 

educational contexts coordinate across multiple AI tools, respond 

to tensions or contradictions between AI outputs, and make sense 

of technologies in the context of their own pedagogical values 

and professional identities. Despite a growing awareness of these 

complexities, we still remain ungrounded in our understanding 

of how academics practically navigate and make sense of these 

tools in their daily work. 

3. METHODOLOGY 

3.1 Research design 
The research design employed in this study was qualitative. 

Qualitative research has the ability to provide a detailed 

understanding of complex phenomena such as user behaviours, 

experiences, and practices (Creswell & Poth, 2016; Patton, 

2014). This qualitative approach was especially well-suited for 

addressing the central research question: "How do academic 

users mediate between multiple generative AI systems in their 

knowledge work?". Creswell and Poth (2016) highlight how 

qualitative research is suitable for investigating lived experiences 

and processes, which makes it especially well-suited to 

examining the strategic interactions that academic users have 

when using multiple generative AI technologies. Patton (2014) 

reinforces this approach by highlighting the value of qualitative 

approaches in collecting detailed, context-sensitive 

understandings and providing flexibility to explore new topics as 

data is being collected. Practically, the findings are expected to 

support universities, educators, and policy-makers in designing 

targeted guidelines, training programs, and supportive 

frameworks for effective and responsible use of generative AI in 

higher education. Limitations of this approach include the 

relatively small and context-specific sample size. This can affect 

the generalisability of the results. Furthermore, the self-reported 

experiences of participants are a major component of qualitative 

approaches, and they may be prone to socially desired responses 

or recall bias. These restrictions will be explicitly recognised and 

taken into consideration when the results are analysed and 

interpreted. 

3.2 Interviews  
Semi-structured interviews were conducted to gain a deeper 

understanding of how academic users mediate between multiple 

generative AI tools. Semi-structured interviews are well-suited 

for this type of research because they provide participants with 

the freedom to share their experiences while still providing 

sufficient structure to ensure consistency across interviews 

(Creswell & Poth, 2016; Patton, 2014). Open questions such as 

“How do you deal with disagreements between tools or when 

something feels off?” or “What role did each tool play and how 

did you move between them?” were asked, and the complete 

interview guide can be found in Appendix A. This style of 

interviewing also facilitated the exploration of specific topics and 

themes relevant to the research question. 

3.2.1 Sampling approach 
The population that this research focuses on is academics at 

universities who use generative AI systems in their academic 

work. Given the qualitative nature of this research, purpose 

sampling was used to select participants who could provide 

relevant understandings (Patton, 2014). The participants were 

identified based on their experience and regular usage of multiple 

generative AI tools. This ensured that the collected data is 
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meaningful and closely aligned with the research objectives. The 

aim was to interview approximately ten to fifteen respondents. 

This is a common number for obtaining depth and data saturation 

in qualitative research (Creswell & Poth, 2016). A total of twelve 

respondents were interviewed, as shown in Table 1.  

Table 1 Respondents 

Number Respondent  Organisation 

1 PHD-Candidate University of Twente  

2 Assistant-Professor  University of Twente  

3 Assistant-Professor  University of Twente  

4 Assistant-Professor  University of Twente  

5 PHD-Candidate University of Twente  

6 Assistant-Professor  University of Twente  

7 Assistant-Professor  University of Twente 

8 Assistant-Professor  University of Twente 

9 PHD-Candidate University of Twente 

10 PHD-Candidate University of Munich 

11 Student University of Twente 

12 Student University of Twente 

 

3.2.2 Data collection  
The interviews were conducted either face-to-face or online, 

depending on the participant's preference and availability. Each 

interview lasted approximately 45 to 60 minutes and was 

structured by open-ended questions that specifically aligned with 

the themes identified from the literature and research questions. 

The interview topics included user strategies, encountered 

frictions, decision-making processes, tool-selection criteria, and 

reflection practices in mediating between different generative AI 

systems. With the participants' consent, the interviews were 

audio-recorded and subsequently transcribed. Additionally, 

during the interviews, notes were taken to document observation 

data and contextual details. The analysis followed the Gioia 

methodology, a thorough qualitative approach aimed at 

developing grounded theory from the collected data (Gioia et al., 

2013). This method was selected not only for its systematic 

coding process but also for its compatibility with exploring 

emerging, practice-based processes, such as tool mediation. The 

Gioia approach allows the researcher to remain close to the 

participants' original wording while still facilitating theoretical 

abstraction and model development. Ethical considerations, such 

as obtaining consent, anonymising participant identities and 

secure data storage, were followed as specified in the 

Netherlands Code of Conduct for Academic Practice. 

Additionally, an ethical request was submitted to the Ethics 

Committee of the University of Twente.  

3.3 Data analysis 
The collected data was analysed using the Gioia methodology, a 

thorough and systematic approach particularly suitable for 

qualitative research aiming to uncover deeper theoretical insights 

from data (Gioia et al., 2013). This method enhances rigour by 

clearly showing how data changes into conceptual ideas and 

theoretical construction. It also reflects grounded theory 

principles such as constant comparison, iterative memo-writing 

and theory emergence from practice (Pratt, 2009). This approach 

consists of three main stages:  

The first stage is the first-order analysis. Here, the transcribed 

interviews were thoroughly examined and coded inductively, 

remaining as close as possible to the participants’ original 

wording. This step initially resulted in numerous first-order 

concepts, approximately 120. These 120 first-order concepts 

were based on the researcher's initial interest. This was too much 

and needed to be reduced. This was achieved by comparing them, 

examining the meaning behind these quotes and looking 

critically at how the first-order concepts can be linked to the 

research question and sub-questions. After multiple rounds of 

refining the concepts, 36 remained.  These first-order concepts 

are terms that represent the respondents’ own descriptions of 

their experiences and practices in mediating between multiple 

generative AI systems. For example, quotes such as “I always 

assume that it’s not necessarily knows what it talks about. I 

double check and always go to the actual sources” and “AI tools 

sometimes made-up the information. I have to confirm one by 

one their answers” were grouped under the first-order quote 

‘Assumes AI outputs are unreliable and double-checks sources’. 

These descriptive insights were later foundational for building 

more abstract categories in the second-order analysis.  

The second stage is the second-order analysis. Here, the first-

order concepts were compared and grouped to answer higher-

level “why” and “how” questions. This answered questions such 

as how academics decide when to switch between models or how 

they manage risk when the outputs of different models contradict 

each other. Through constant comparison and memo-writing, 

these concept clusters were refined into second-order themes or 

categories that move from description toward explanation. This 

stage enabled the interpretation of what the participants’ words 

actually meant in a broader theoretical context. For example, the 

theme ‘Epistemic Uncertainty’ was created based on the quote 

mentioned in the first-order analysis and some additional first-

order quotes. This theme represents users’ continuous 

indecisiveness about the epistemic reliability of GenAI outputs. 

The outcome of this stage was a concise set of second-order 

themes that began to theorise how and why academics decide to 

switch tools, balance conflicting outputs, and control risk when 

mediating multiple generative AI systems. 

In the last stage, the second-order themes were put into a small 

set of aggregate dimensions. These are higher-level constructs 

that capture the basic methods by which academics mediate 

between multiple generative AI tools. For example, the 

dimension of ‘Frictions in interfacing with GenAI tools’ was 

created based on the second-order theme from the second-order 

analysis in combination with two more second-order themes. 

These dimensions were integrated into a concise process model 

that explains the entire route from task recognition to the final 

adoption of AI-generated output. The resulting data structure is 

illustrated in Figure 1, which reflects the transition from first-

order codes to higher-level themes and dimensions, as 

recommended by Gioia et al. (2013) 

In the end, the Gioia analysis produced an empirically based 

process model that explicitly shows how academics recognise a 

need, sequence and cross-validate tools, and finally adopt outputs 

when mediating between multiple generative AI systems.  

4. RESULTS 
The analysis of the content enhanced the understanding of how 

academic users interact with generative AI systems in their 

practices. Based on the interview data, four aggregate 

dimensions were identified: 1. Frictions in Interfacing with 

GenAI Tools, 2. Tactics for Coordinating GenAI, 3. Strategic 

Mediation of GenAI, and 4. Transformational Learning and 

Identity. Three second-order themes support each dimension, 

based on first-order codes derived from participants' quotes. The 

quotes and codes that illustrate the findings can be found in 

Appendix A. 
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Figure 1: Data Structure 

 

4.1 Frictions in Interfacing with GenAI 

Tools 
While GenAI tools offer academic users new capabilities, they 

simultaneously present various frictions. These frictions can be 

categorised into three main areas: trust and validation issues, 

cognitive and emotional overload and tool limitations. Together, 

they show the discrepancies between automation and academic 

standards. 

4.1.1 Epistemic Uncertainty 
This theme represents users’ continuous indecisiveness about the 

epistemic reliability of GenAI outputs. Participants often 

reported scepticism regarding the reliability and truthfulness of 

generated content, even though the tools can generate content 

fluently. To create trust, the outputs had to be manually verified 

against reliable sources. A recurring concern among the 

participants was the unreliability of GenAI outputs. Some users 

have had to and still do cross-check AI responses, 

acknowledging enduring epistemic uncertainty. One participant 

mentioned: “I always assume that it not necessarily knows what 

it talks about. I double-check it and always go to the actual 

sources” (Participant 7). Others, especially in response to 

hallucinations, described more concrete verification challenges. 

One participant noted, “AI tools sometimes made up the 

information. I have to confirm one by one their answers” 

(Participant 4), when pointing to a manual vetting process that 

reduces the time saved. Another participant could relate to this 

by telling “Sometimes you know, OK, this is completely wrong, 

these sources don't exist. Then you have to go back and manually 

search.” (Participant 5). These quotes together demonstrate that 

the need for human checks often limits the effectiveness of 

GenAI use, reinforcing that epistemic trust must be fostered, built 

and maintained.  

4.1.2 Cognitive Strain and Emotional Fatigue 
This theme refers to the cognitive demands and mental fatigue 

users experience while integrating GenAI into their work. It 

includes cognitive offloading, fatigue from managing excess or 

low-quality content and a broader sense of being overwhelmed 

within the already challenging academic environments. In 

addition to practical concerns, participants also reflected on the 

cognitive implications of GenAI use. While one participant 

acknowledged that AI tools “strengthen the quality of my work,” 

they also admitted, “But I do think it did weaken my thinking like 

critical thinking” (Participant 9). This comment highlights a 

subtle yet significant concern: that overreliance on AI could 

destroy higher-order thinking over time. The pressures of 

academic life also influenced the utilisation of GenAI. One 

participant mentioned: “Sometimes overloaded, it’s already like 

overwhelming by itself. I didn’t feel overwhelmed by the use of 

AI, but the academic world” (Participant 1). This suggests that 

GenAI may not always add strain directly, but instead often 

operates in a context where cognitive resources are already taxed.  

Others pointed out that the quality of the outputs can be seen as 

a cognitive burden. One participant shared: “ChatGPT can be a 

bit overwhelming. More than 50% of the ideas are useless or 

hallucinated.” (Participant 8). These experiences show the 

emotional burden of navigating through excessive or unreliable 

content.  

4.1.3 Systemic Incompatibility 
This theme highlights mismatches between the intended uses of 

GenAI tools and the requirements of academic tasks. Participants 

generally faced functional or contextual gaps that limited the 

usefulness of a tool. Some examples are hallucinated references, 

vague feedback or shallow writing support. These seem less like 

one-off problems or experiences and more like shared issues 

related to the academic use of GenAI tools, which do not provide 

the depth, nuance, or domain-specific precision that people 

expect in academic settings. Even with attempts to manage their 

trust or cognitive load, participants regularly encountered points 

in their task where the tools simply could not provide what was 

needed to them, especially in creative or pedagogical contexts. A 

participant stated that GenAI “It often doesn't work like I hope. 

References were all fake, and it is generating images not what 

you want.” (Participant 6). This shows the gap between system 

output and disciplinary standards. In teaching contexts, the 

support of GenAI was sometimes incomplete. One participant 

noted, “I tried to use ChatGPT to give feedback on students, but 

I still had to change the core of it. It gave a relatively ok 

summary, but not really good for specific pointers” (Participant 

7). Another participant had concerns regarding academic writing. 

They stated: “I tried using it like a year ago, but I didn’t like it at 

all. It has a really big bias and I can’t use it for academic writing 

in my opinion” (Participant 3). These experiences demonstrate 

that systematic incompatibility is not a single point of failure, but 

rather a persistent source of friction. 

4.2 Tactics for Coordinating GenAI 
This dimension shows how academics develop situated practices 

to coordinate different GenAI tools in ways that optimise their 
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workflows. These tactics involve combining tools strategically, 

iterative prompt development and integrating GenAI into 

repetitive academic tasks.  

4.2.1 Distributed Tool Management  
This theme highlights how participants utilised multiple GenAI 

tools in conjunction. Instead of depending on just one, they 

combined different tools, assigning each to tasks it handled best. 

Participants described the purposeful combination of different 

GenAI tools to support various academic tasks. One participant 

explained: “I prepare and use Midjourney or ChatGPT to 

generate some images and then use text generators to provide 

examples” (Participant 6). This shows tool-specific applications 

for content development. Other participants highlighted the 

importance of sequencing and layering, “If you use it in 

combination with Gemini and then you can ask NotebookLM to 

summarise it” (Participant 4), demonstrating a workflow that 

derives insights from multiple platforms. Another participant 

used tools in parallel: “I used ChatGPT to write text and then I 

used Copilot to create a picture” (Participant 2). Demonstrating 

how each tool matched a specific task. These examples 

demonstrate that participants deliberately chose which GenAI 

tools to use for the task at hand, based on the proficiency of each 

tool. This suggests a pragmatic and adaptive stance towards work 

management, in which users utilise the strengths of various tools 

for different academic tasks. Transitions between tools and 

combinations of outputs demonstrate growing experience with 

GenAI, as well as a practical way to take ownership by 

integrating their tools within personal workflows.  

4.2.2 Communicative Calibration 
This theme captures the evolving skill of prompt crafting, where 

users continually improve their communication with GenAI tools 

to achieve better and more precise outputs. Unlike just asking 

questions, this required knowing how to use the right format, 

structure and scope. Participants reported refining their prompts 

over time to improve output quality. One participant described 

an iterative approach: “I give a prompt. I then asked ChatGPT: 

Can you redefine this prompt for me to have a better search in 

deep search?” (Participant 4). This demonstrates AI-assisted 

meta-prompting. Others redefined their input to reduce irrelevant 

results: “I got really good at writing prompts. I scrape away a 

bunch of nonsense” (Participant 11). A third participant noted the 

risk of under-specification: “There is a difficulty that if you don’t 

use the right prompt, the nuances of the feedback could diminish” 

(Participant 4). These examples suggest that participants viewed 

prompting as a skill that could be developed over time. They did 

not rely on the default inputs but adapted their structure and 

wording to get better results. This demonstrates an increasing 

familiarity with GenAI and a growing sense of shaping how the 

tools respond to users. 

4.2.3 Operational Delegation    
This theme illustrates how GenAI has been adopted to handle 

low-level, repetitive, or time-consuming academic tasks. Users 

aimed to reduce their administrative workload while improving 

the consistency and professionalism of outputs. GenAI tools 

were utilised to optimise routine work. One participant noted: 

“Emails are also a big burden. I also use it to draft me a response” 

(Participant 6). Another stated: “It does save my time like 

proofreading, online editing and avoiding some stupid mistakes” 

(Participant 9). Some implemented GenAI into the grading 

workflow when handling complaints: “I used it in the context of 

grading to manage complaints and send automated messaging 

when it came to student complaints” (Participant 10). These 

examples demonstrate how participants relied on GenAI to 

relieve them of regular tasks that were often time-consuming or 

cognitively demanding work, allowing them to focus their time 

and attention on more demanding academic work. By delegating 

smaller tasks, like drafting or checking grammar in emails, they 

leveraged a more practical application of GenAI as a support tool 

in managing their workload.  

4.3 Strategic Mediation of GenAI 
This dimension examines how academic users actively manage, 

moderate, and position GenAI within their teaching, writing, and 

professional roles. Unlike the tactical dimension, this one reflects 

strategic decisions about responsibility, ethical alignment and the 

balance between automation and authenticity.  

4.3.1 Human-in-the-Loop Governance  
This theme explores how users intentionally maintain control 

over GenAI outputs. Rather than letting the technology dominate 

their work, participants described the need for continuous human 

intervention to review, adjust, or reinterpret AI-generated 

material. One participant reflected, “I always had the feeling that 

I’m still in the driver’s seat accelerating my work” (Participant 

10), showing psychological assurance. Another stated, “I always 

have a human loop, so myself. I never copy and paste anything” 

(Participant 6), putting emphasis on selective and intentional use. 

Similarly, “I feel that I am still 100% in control. I discard a lot of 

output and I take ownership of everything” (Participant 8) 

demonstrates that users continue to control and shape their own 

work. These reflections not only indicate that participants did not 

view GenAI as a replacement for their own judgment, but rather 

as a tool they need to grapple with to manage. Taking ownership 

of what was being used and how it was utilised made them feel 

in control of the quality and integrity of the work they were 

creating. This practical approach helped ensure that GenAI 

remained a support tool rather than a driver in their academic 

process.  

4.3.2 Pedagogical Trade-Offs 
This theme addresses the tensions between automation and 

human values in academic practice. Participants reported 

compromises in authenticity when using GenAI for efficiency, 

but also reflected on practical trade-offs. As one participant said: 

“Always with the idea that it would be beneficial for their 

knowledge, but we still want to be helping out students” 

(Participant 4), pointing to dual concerns. Another commented, 

“In an ideal world, AI makes my work standardised and 

impersonal, but in the real world it helps a lot” (Participant 1), 

indicating pragmatic acceptance. A third participant added, 

“Sometimes we as lecturers cannot give everyone the attention 

they deserve. At that point AI can actually be a good substitute” 

(Participant 10), showing how AI can be used ethically to fill 

systematic gaps. The participants acknowledged the dangers of 

becoming standardised or detached, but also viewed GenAI as an 

efficient solution to situations in which time or resources were 

constrained. Rather than rejecting the use of AI altogether, they 

sought a compromise that allowed for the use of AI alongside 

their educational values.  

4.3.3 Normative Alignment 
This theme reflects the participants' efforts to utilise GenAI in 

ways that support their teaching goals and responsibilities. 

Instead of fully rejecting or blindly accepting the tools, they used 

them in ways that aligned with values such as transparency, 

digital literacy, and inclusion. One participant noted, “I want to 

show them appropriate use of AI so they can copy that for their 

work” (Participant 10), describing modelling behaviour. Another 

pointed out, “There must be resources readily available for 

lecturers. If you're not educated on AI, you will be blind to how 

students use it” (Participant 10), urging for institutional support. 

Finally, “Letting my students interact with an AI agent. Using 

image generation for prototyping purposes, visualising ideas that 



 

8 

 

they can discuss with stakeholders” (Participant 10) 

demonstrates academically grounded tool integration. These 

examples suggest that the participants adopted a significant 

attitude of responsibility towards the use of GenAI. They were 

not just concerned with their individual benefit, but also 

considered their influence on students and colleagues in their use 

of the tools. By situating GenAI use in relation to broader 

educational values, they sought to model appropriate use. 

4.4 Transformational Learning and Identity 
This dimension reveals how engagement with GenAI tools 

reshapes academics’ professional identities, learning approaches 

and views on expertise. Rather than just using tools, participants 

were changed by them. They gained new skills, rethought their 

roles and shifted their perspectives.  

4.4.1 Metacognitive Reframing 
This theme captures how participants learned through the use of 

GenAI by experimenting, adapting and critically thinking about 

AI limitations and capabilities. One participant noted, “I’ve 

learned a lot about how they work, what they can and cannot 

deliver. I use it to learn about concepts” (Participant 8), showing 

technical understanding. Another explained, “I think in terms of 

writing, I learned a lot. I used ChatGPT to help me to write the 

HTML so I can have like a cool, nicer and improved canvas 

design” (Participant 2), reflecting cross-disciplinary skill growth. 

A third said, “When you finish your writing, you send it to 

ChatGPT and ask ChatGPT to ask you a question and challenge 

you as a critical reviewer” (Participant 9), demonstrating AI-

supported self-evaluation. The reflections indicate that 

participants were not only utilising GenAI tools for work, but 

also for learning through personal interactions with GenAI tools. 

They were developing new approaches to their work and how it 

might be adapted as they experimented and tested the GenAI 

tools to meet their needs. This suggests that GenAI became part 

of the process of reflective learning. It helped the users rethink 

not only what they do, but how they do it. 

4.4.2 Identity Realignment 
This theme describes how participants shift in their perception of 

their own expertise and academic roles, driven by the 

transformative impact and presence of GenAI. One participant 

explained, “I think we can all use it as a tool, so I'm glad that it 

can help me so I can manage more, but it’s also kind of 

undermining my own capabilities and expertise.” (Participant 2), 

showing uncertainty. Another said, “Sometimes when you're like 

time pressured, I think I actually am way worse at writing now 

than before” (Participant 1). Finally, “I think my writing becomes 

a bit better, but yes, is it my writing then?” (Participant 6). It 

raises fundamental questions about authorship and ownership. 

These examples demonstrate a tension around what it means to 

achieve excellence in academic work. While GenAI helped 

participants manage pressure or improve their output, it also led 

some to question whether the result still felt like their own. Some 

tools provided support but also presented questions about 

ownership and expertise due to the ambivalence around help and 

replacement.  

4.4.3 Digital Bricolage 
This theme captures participants’ willingness to explore, test and 

adopt GenAI tools through informal networks and learning 

driven by curiosity. One participant stated, “I follow people on 

LinkedIn or accounts that discuss AI tools for research from 

colleagues as well, it's just like word of mouth” (Participant 7). 

Another explained, “I think mostly through my network, so both 

like people I interact with and that they're sharing or they send 

me something. Hey, have you tried out this one? I actually also 

learn from the students” (Participant 2), highlighting a 

multidirectional knowledge flow. “I like to experiment with all 

kinds of different tools. But I mainly use ChatGPT” (Participant 

6) illustrates the discovery mindset. As the examples outlined 

previously show, participants were typically informally 

introduced to and became aware of GenAI tools by their peers, 

students or simply through personal intrigue or curiosity. 

Participants took the time to explore what came most naturally to 

them as helpful in the tasks they were doing, and learnt and 

developed skills through their own activities and experiences 

over time. This enabled them to learn in an informal and 

exploratory way, allowing them to stay current and develop their 

own solutions for working with GenAI. 

4.5 Mechanisms of GenAI Orchestration 
The interviews revealed not only insights into what types of 

experiences users had with GenAI but also how these 

experiences had shifted and unfolded over time. Frictions, such 

as uncertainty about outputs, emotional overload or system 

limitations, often did not exist in isolation. They sparked shifts in 

user approaches to the tools, how they negotiated their roles in 

an AI-supported workflow, and, in some cases, how they 

reassessed their expertise and professional identities. These 

accounts revealed not static observations but conceptually 

patterned responses: recurring ways in which participants 

engaged with, adapted to and learned from GenAI in practice.   

These recurring dynamics form what this thesis describes as 

mechanisms of orchestration, the processes through which users 

shifted between challenge, adaptation, reflection and change. 

Each mechanism links multiple themes across the data structure 

and conveys that GenAI integration was shaped by more than the 

performance of the tools: it involved trust-building strategies, 

value alignment and cognitive negotiation. While participants 

did not follow a single linear path, the data revealed consistent 

patterns that together provided a basis for constructing a dynamic 

model of GenAI orchestration (see Figure 2).   

This model represents the process of integrating GenAI as a 

cyclical and ongoing process. The cycle begins with explicit 

frictions that prompt users to engage with adaptive responses, 

which at times, develop into more complex forms, such as 

extrapolating their thinking to a strategic reflection phase or even 

identity transformation. The feedback loops illustrate how users 

experience the actions taken in the previous phases as they 

discover new tools or changes in expectations. The arrows 

represent the empirically grounded mechanisms in this section. 

Users did not engage in exactly the same processes, but the model 

identified general pathways through which GenAI becomes 

embedded in academic practice.  

 

Figure 2: Dynamic model of GenAI integration in academic 

workflows. 

4.5.1 Mechanism 1: Epistemic Calibration 
This mechanism illustrates how participants navigated 

uncertainty and mistrust in GenAI outputs by adjusting their 

interaction with the tools and their understanding of their role in 

this process. Many academics reported having encountered 
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hallucinated citations, incorrect facts or overly confident actions. 

Therefore, they did not step away from using the tools entirely, 

but rather began to modify their prompts, ask for clarifications or 

even prompt the AI to revise its own input. This interactional 

tuning process, which can be referred to as epistemic calibration, 

allowed users to lower uncertainty, regain control and modify the 

usefulness of outputs. This calibration turned into 

institutionalisation in the form of rules such as “always double-

check” or “never copy-paste without editing.” These practices 

illustrated what participants label as a “human-in-the-loop” 

approach, where the technology was valued and respected but 

always mediated by human judgment. Eventually, this led to a 

form of metacognitive reframing as individuals began to think 

differently about how they asked questions, how they validated 

information or how they judged knowledge. Thus, a reaction to 

friction shifted into a more deeply established rethinking of 

epistemic responsibility regarding AI-augmented academic 

work.  

4.5.2 Mechanism 2: Delegation as Coping 
This mechanism provides insight into how both cognitive and 

emotional fatigue contributed to participants transferring work to 

GenAI tools as a means to conserve mental bandwidth. 

Numerous participants described feeling overwhelmed, not 

necessarily from GenAI itself, but as a cumulative consequence 

of responsibilities that come with academic life, combined with 

the noisy or unfiltered nature of AI outputs. In response, 

participants sought operational delegation using GenAI for low-

stakes, repetitive tasks such as drafting emails and editing 

grammar or as an initial draft for providing feedback. This 

mechanism can be referred to as delegation as coping, because it 

reflects more than just an efficiency move. It is a psychologically 

and pedagogically informed strategy to reduce the mental cost of 

multi-tool orchestration. Nonetheless, delegation did not resolve 

tensions entirely. Participants expressed ambivalence: some 

feared that the automated responses compromised the 

authenticity of their reach, while others were concerned that 

excessive delegation risked diminishing their professional 

authorship. These tensions resulted in pedagogical trade-offs, as 

participants were now making reflective decisions about what 

tasks could possibly be automated without compromising their 

values. In some cases, this caused participants to realign their 

identity, as they questioned what their role, boundaries and 

expertise were based on how much control they were willing to 

give up. However, for others, this process was never 

transformative. Delegating remained an operational workaround. 

This mechanism illustrates how a coping tactic could serve, but 

not always, to produce a more robust change in role perception. 

4.5.3 Mechanism 3: Value-Driven Bricolage 
This mechanism illustrates how participants responded to the 

limitations inherent in GenAI tools by combining and adapting 

them, often in a pedagogically or ethically informed manner. 

Users regularly experienced limitations with the tools, from 

ambiguous feedback to unrealistic images or irrelevant citations. 

In response, users adopted a practice of distributed tool 

management, assessing a specific tool for a specific task based 

on its affordances and limitations. Yet, this orchestration was not 

purely technical. Users increasingly began to articulate these 

choices in terms of what is appropriate, transparent or beneficial 

to their students and colleagues. This mechanism can be referred 

to as value-driven bricolage, because across multiple tools, 

participants not only improvised but in ways that represented 

teaching norms, academic values and a desire to model ethical 

use. For instance, some described openly showing students how 

to use AI for prototyping or framing it as a conversation partner 

rather than an authority. Others stressed the importance of 

institutional support and training, arguing that unethical or 

uninformed use would only widen knowledge gaps. This process 

led to a bricolage mindset: a way of working that is adaptive, 

experimental, and anchored in values. Importantly, it emerged 

from systemic incompatibility but was able to evolve through 

trial, social learning and reflection. Although not all participants 

explicitly framed their approaches in this way, this pattern is 

consistent throughout the interviews. When a participant could 

only use limited tools, creative, value-based orchestration was an 

opportunity, not a barrier.   

These three mechanisms (epistemic calibration, delegation as a 

coping strategy, and value-driven bricolage) indicate that the 

integration of GenAI tools into academic work is not merely a 

story of use or rejection. Instead, the process of GenAI 

interaction will frequently involve a changeable response to 

friction through layered, sometimes deeper learning, reflection, 

and identity shifts. These mechanisms illustrate the interplay of 

strategy, reflection and constraints that emerge in adapting to a 

rapidly changing technology landscape. Furthermore, this 

approach can help understand orchestration not as a singular 

skill, but as a constellation of responses, tensions and 

transformations in context.  

5. DISCUSSION 
As generative AI tools become more common in academic 

settings, academics are increasingly incorporating them into their 

teaching, research and communication practices. While these 

tools are clearly becoming more relevant in day-to-day academic 

work, we still know relatively little about how people, especially 

those in higher education, navigate the presence of multiple AI 

systems. This is particularly pressing when these systems 

produce opposing results, vary in reliability or create uncertainty 

around concepts of authorship and expertise. This study aims to 

address that gap by exploring the central research question: “How 

do academic users mediate between multiple generative AI 

systems in their knowledge work?”  

The findings point to four interconnected dimensions that shape 

how academics experience and manage GenAI in their work: 

frictions in interfacing with AI tools, tactics for coordinating 

GenAI, strategic mediation of GenAI and transformational 

learning and identity. These dimensions provide scaffolding for 

understanding the user experience but do not represent a fixed 

sequence. The four dimensions, instead, capture the dynamic 

spaces in which users engage with, reflect on and adapt to GenAI 

in practice. Based on these four dimensions, the analysis also 

identified three deeper patterns of response, mechanisms that 

explain how academic users have adapted to and orchestrated 

their use of GenAI over time. These mechanisms (epistemic 

calibration, delegation as coping and value-driven bricolage) 

demonstrate how academic users navigate not only technical 

constraints but also ethical, emotional and cognitive tensions. 

Each mechanism brings together multiple themes across the data 

structure, illustrating how the adoption of GenAI tools into 

academic practice is by no means a linear process. Instead, it is 

shaped by iterative sensemaking, shifting values and evolving 

professional identity. Epistemic calibration represents how 

participants responded to the unreliable and unclear nature of 

GenAI outputs. They did not abandon the tools but instead 

worked on refining prompts, verifying sources and building self-

defined norms of use. This strategy not only mitigated 

hallucinations and factual inconsistencies but also encouraged 

thinking more about what constitutes credible knowledge. In this 

way, calibration served as both a practical adjustment and a 

metacognitive reframing of how participants perceived 

themselves in determining and managing AI-generated content. 

Delegation as coping shows how participants experienced 

cognitive overload and managed it by delegating tasks to GenAI 
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tools that they found repetitive or draining. This included 

responding to emails, proofreading, and generating feedback. 

While this tactic provided temporary relief and increased 

efficiency, it also raised concerns regarding authenticity, 

detachment, and the loss of academic voice. For some 

participants, the act of delegation engaged them in thinking about 

their professional limits and role definition. For others, the 

delegation approach continued to be a pragmatic, yet emotionally 

driven workaround without further transformation. Value-driven 

bricolage emphasised how participants engaged with the 

limitations and inconsistencies that GenAI tools presented by 

assembling and adapting multiple systems based not only on 

function, but also on alignment with personal and pedagogical 

values.  

These mechanisms are captured in the dynamic model (see 

Figure 2), which provides a conceptual representation of GenAI 

integration as a cyclical, adaptive process. Frictions, such as 

epistemic uncertainty, emotional overload or systematic 

incompatibility, lead to adaptive responses that range from low-

level tactics to more deliberate mediation strategies. Over time, 

repeated engagement with GenAI systems leads to broader shifts 

in professional identity, task, and epistemic norms. However, this 

is not a fixed endpoint. As tools develop and institutional 

expectations shift, frictions re-emerge that require recalibration, 

adaptation or resistance. Unlike linear models of adoption or 

efficiency, the dynamic model argues that GenAI orchestration 

remains ongoing and situated. It reflects a negotiation led by the 

user, across agency, institutional norms, tool affordances and 

evolving values. The mechanisms described in this research 

show that academic users did not simply utilise AI; they worked 

with and around it, sometimes strategically, sometimes through 

experimentation and often with differing assumptions about 

automation and control.   

These insights provide a more pragmatic and process-oriented 

perspective of how GenAI is shaping academic work. Mediation 

between tools is not only about mediating technology; it is also a 

way to sustain agency while negotiating responsibility and 

adapting professional practices in response to friction. The 

following section builds on these findings to make theoretical 

contributions to our understanding of GenAI orchestration, user 

adaptation and the evolving practices of academic knowledge 

work.  

5.1 Theoretical Contributions  
This research advances the literature on human-AI interaction by 

providing an evidence-based explanation of how academic users 

mediate between multiple generative AI (GenAI) tools as part of 

everyday knowledge work. Although prior research has focused 

on the adoption of AI, trust alignment, and task fit, the vast 

majority of studies have examined only one tool or version of 

generative AI tools at a time, or static configurations. This study 

describes how users orchestrate across AI systems, tools that 

often overlap, contradict, or require different ways of interacting, 

and have, over time, come to learn how to manage the 

fragmentation. The contributions focus on three areas: 

mechanisms of orchestration, epistemic trust repair and 

professional identity negotiation. The findings challenge 

conventional models of technology adoption, like the 

Technology Acceptance Model (Davis, 1989), that considers 

static perceptions of usefulness or ease of use. In multi-tool 

GenAI environments, tool relevance is rarely stable. Participants 

did not make a single decision to “adopt” AI. Rather, participants 

continuously reassessed and reconfigured how and which tool to 

use based on task requirements, output quality, and the alignment 

of outputs with academic values. This recursive, evaluative 

behaviour also challenges Task-Technology Fit (TTF) 

assumptions (Sousa & Cardoso, 2025), which emphasises that 

users select tools based on pre-defined or well-understood 

criteria. This study demonstrated that fit is an emergent property 

and a co-produced condition that is shaped through ongoing 

experimentation, negotiation and reconfiguration during the 

workflow, particularly when the outputs of the tools conflict with 

each other or when they introduce unforeseen complications.  

A key contribution of this research lies in the identification of 

three cross-cutting mechanisms: epistemic calibration, 

delegation as coping and value-driven bricolage. Each 

mechanism connects friction to particular forms of user 

adaptation and tool coordination, where each mechanism is not 

an isolated coping tactic but a structured response that appears 

consistently across participants, changes over time, and reshapes 

user-tool relationships. This theorisation extends orchestration 

theory (Dillenbourg, 2013) by demonstrating that users also 

orchestrate not only resources or learners but conflicting 

intelligences across platforms, each with its own affordances, 

limitations and interpretive challenges. Orchestration has 

traditionally been considered in instructional settings; these 

findings demonstrate that orchestration is also relevant for the 

personal, cognitive, and ethical management of AI in 

professional academic practice. Furthermore, the study expands 

the concept of orchestration by demonstrating that it is not 

merely strategic but also reactive, emotionally driven, and value-

oriented. The mechanism of delegation as coping illustrates that 

operational delegation is not simply about efficiency; instead, it 

is a response to emotional overload or cognitive fatigue, 

particularly in high-pressure academic environments. Similarly, 

value-driven bricolage illustrates how users are creative with the 

tools they have and find ways to combine them while retaining 

pedagogical integrity, modelling accountable AI use or aligning 

with disciplinary norms. These mechanisms reveal that 

orchestration is not just an optimisation challenge, but also a 

negotiation of identity, responsibility, and professional norms.  

This study also contributes to the literature on epistemic trust and 

algorithmic ambiguity. Glikson and Woolley (2020) argue that 

users modify their epistemic trust in AI based on explainability, 

perceived competence and transparency. The mechanism of 

epistemic calibration enables us to understand how users 

establish repeated cycles of re-prompting, verification, and 

reinterpretation of responses, not only to confirm outputs but also 

to recover epistemic stability in contexts of uncertainty. These 

behaviours were semi-informalized for users through repetition, 

leading to rules of thumb such as “never copy-paste things” or 

“always double check”. This supports and extends findings from 

Lebovitz et al. (2021), who illustrate how AI can disrupt 

epistemic standards and challenge conventional authority in 

knowledge work. Participants in this study do not reject the 

authority of AI. Instead, they develop a means to co-produce 

credibility and iteratively engage with AI through processes that 

combine technical evaluation with personal judgment. By 

grounding this process in situated routines, this study elaborates 

on the literature on trust repair and epistemic accountability by 

highlighting that trust is not only a psychological state or an 

outcome of system transparency but a type of relational labour 

that occurs through interaction over time, particularly in contexts 

where no single tool is reliable enough to be trusted on its own.  

Finally, this study contributes to recent work on professional 

identity and boundary work in AI-mediated environments. 

Previous work by Waardenburg et al. (2022) and Lebovitz et al. 

(2021) examined the ways in which AI tools destabilise 

established boundaries of expertise, triggering sensemaking and 

knowledge brokerage. The mechanism of value-driven bricolage 

extends these insights by showing how users recombine tools in 

ways that not only reflect their technical fit but also their value 
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commitments to transparency, pedagogical care and modelling 

the appropriate use of AI. These academic users did not see 

themselves as technical experts or passive users of AI, but rather 

as ethical intermediaries, positioned between tools, students, and 

institutional expectations. This boundary work is not only 

strategic, but it is also reflective. Several participants described 

how their role as educators or scholars had shifted, not because 

they were using GenAI, but because using GenAI prompted them 

to re-evaluate what counts as authorship, contribution and 

original thinking. These findings indicate that GenAI not only 

disrupt workflows but also creates a form of identity turbulence. 

Some participants demonstrated stabilisation by creating new 

practices, while others resisted or felt discomfort. But across 

cases, the result was a form of identity work, where GenAI 

integration required users to rethink who they are and what it 

means to be academic in a changing technological landscape. 

6. LIMITATIONS AND FUTURE 

RESEARCH RECOMMENDATIONS  
This study provides a grounded, practice-based perspective on 

how academics navigate the integration of multiple GenAI tools. 

However, this research is not without its limitations. First, the 

study is based on a relatively small and purposeful sample of 

academics who were actively engaged in exploring and utilising 

GenAI tools. While this focus on lived experience proved a 

unique opportunity to investigate, it also incorporated a level of 

selection bias. The interview participants were all volunteers and 

may have been more reflective, critical or more innovative in 

their use of technology than the average academic. Therefore, the 

findings do not necessarily represent the active academics who 

are passively, hesitantly or unreflectively engaging with GenAI 

across the broader academic context. Second, this qualitative 

research has produced findings that are inevitably interpretive 

and contextual and not in any way generalisable. The aim of this 

research is to make meaning or develop a conceptual 

understanding based on experiences, rather than generalisability. 

However, this absence of generalisability means we cannot judge 

the extent to which certain behaviours or attitudes are prevalent 

across the context. Last, the study was conducted at a specific 

technological point in time in the evolution of GenAI. At the time 

of data collection, tools such as ChatGPT and Copilot were 

publicly accessible, but many features and integrations were 

rapidly changing. This presents a temporal limitation: user 

experiences may change as tools become more integrated into 

academic platforms, as training materials are developed, or as 

institutions establish policies. GenAI is constantly changing, and 

longitudinal studies will be necessary to track how practices, 

perceptions and identities change over time.  

Building on these limitations, future research should look to 

enhance and expand the current findings rather than merely 

confirm them. Since this study included a diverse sample of 

students, researchers, and teachers who actively use GenAI in 

their academic practice, future studies could explore differences 

among the groups in how they engage with, adapt to and reflect 

on their use of GenAI in academic contexts. Comparing their 

usage via roles, disciplines, or proficiency could explain how 

strategic mediation or transformation took shape during the 

research process. Additionally, examining how institutional 

frameworks, disciplinary cultures or socio-technical access 

influence the use of GenAI would be worthwhile. This study 

focused on the individual experience with GenAI; however, 

broader-scale studies could map how policies or infrastructural 

constraints influence GenAI practice over time. Additionally, the 

recursive nature of GenAI integration examined in this study 

suggests the need for longitudinal research. Future research could 

follow participants over time to explore how frictions emerge 

again, how and if coping strategies change and how reflective 

practices like strategic mediation are routinised, or disappear 

altogether, as the landscape of tools and institutional expectations 

change. Finally, future research could further explore how 

academics negotiate concepts such as authorship, epistemic 

authority, and trust when using GenAI. These negotiations 

signify the emergence of different norms amid shifting 

expectations of what constitutes credible knowledge and ethical 

pedagogy. Research grounded in ethnographic, cross-cultural or 

design-based approaches could yield important insights into how 

academic norms are evolving under AI mediation and how ways 

of being reflective in orchestration are institutionalised, or 

contested, in different educational systems. 
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9. APPENDIX A 
 

Every interview started with introductions. The researcher introduces themselves and the research. The respondent 

was then asked a couple of general questions related to the topic before proceeding to specific, detailed questions. 

This was done because the interview was conducted together with another researcher who was looking into a similar 

topic.  

General questions: 

Question 1: Could you briefly describe your research area? As well as some typical day-to-day academic tasks. 

 

Question 2: What AI tools do you typically use for these day-to-day tasks?  

 

Question 3: Which GenAI systems do you currently rely on most, and for what tasks?  

 

Question 4: When and why did you start using these GenAI tools? 

 

Specific questions:  

Question 5: What’s in your toolkit and how did it get that way? How do new tools usually find their way in? 

 

Question 6: Are there any you’ve dropped or that didn’t work for you, and can you explain why this was?  

 

Question 7: Can you walk me through a recent task where you used more than one AI tool?  Did the tools ever push 

you in different directions? 

 

Question 8: What role did each tool play, and how did you move between them? Was there a moment when one of 

them really changed how you saw the task? 

 

Question 9: Has anything ever gone off track when using multiple tools? Can you tell me about it? Have you ever 

felt stuck or overwhelmed? 

 

Question: 10: How do you usually deal with disagreement between tools or when something feels off? How did you 

figure out what to trust? 

 

Question 11: Have these tools changed how you think about your work or how you work? Do you feel you’ve learned 

from using them? 

 

Question 12: Have you had moments where something ‘clicked’ while using AI? Has it affected your confidence or 

how you see your strengths? 

 

Question 13: How would you describe the role of AI in your work? Do you feel in control, or is it more like 

navigating a system? 

 

Question 14: If you had to explain to someone how AI has changed your work, what would you say? What’s been 

the most significant shift, for better or worse? 
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10. APPENDIX B 
Structured Gioia Analysis  

 

Quote First-order Code Second-order Theme Dimension 

“I always assume that it not 

necessarily knows what it talks 

about. I double-check it and 

always go to the actual 

sources”  

Assumes AI outputs 

are unreliable and 

double-checks 

sources 

Epistemic Uncertainty Frictions in Interfacing 

with GenAI Tools 

“AI tools sometimes made up 

the information. I have to 

confirm one by one their 

answers” 

Must verify each AI-

generated fact due to 

hallucinations 

Epistemic Uncertainty Frictions in Interfacing 

with GenAI Tools 

“Sometimes you know, OK, 

this is completely wrong, these 

sources don't exist. Then you 

have to go back and manually 

search.”  

Encounters non-

existent references 

and manually 

rechecks 

Epistemic Uncertainty Frictions in Interfacing 

with GenAI Tools 

“It strengthens the quality of 

my work, but I do think it did 

weaken my thinking like 

critical thinking”  

Feels critical 

thinking is 

weakened by AI 

reliance 

Cognitive Strain and 

Emotional Fatigue 

Frictions in Interfacing 

with GenAI Tools 

“Sometimes overloaded, it’s 

already like overwhelming by 

itself. I didn’t feel 

overwhelmed by the use of AI, 

but the academic world” 

Feels overwhelmed 

by broader academic 

pressure 

Cognitive Strain and 

Emotional Fatigue 

Frictions in Interfacing 

with GenAI Tools 

“ChatGPT can be a bit 

overwhelming. More than 

50% of the ideas are useless or 

hallucinated.”  

Burdened by excess 

and hallucinated 

content 

Cognitive Strain and 

Emotional Fatigue 

Frictions in Interfacing 

with GenAI Tools 

“It often doesn't work like I 

hope. References were all 

fake, and it is generating 

images not what you want.”  

AI-generated 

references and 

visuals often 

inaccurate 

Systemic Incompatibility Frictions in Interfacing 

with GenAI Tools 

“I tried to use ChatGPT to give 

feedback on students, but I still 

had to change the core of it. It 

gave a relatively ok summary, 

but not really good for specific 

pointers”  

GenAI feedback 

lacks depth and 

requires rewriting 

Systemic Incompatibility Frictions in Interfacing 

with GenAI Tools 

“I tried using it like a year ago, 

but I didn’t like it at all. It has 

a really big bias and I can’t use 

it for academic writing in my 

opinion”  

Bias in GenAI 

makes it unsuitable 

for academic writing 

Systemic Incompatibility Frictions in Interfacing 

with GenAI Tools 

“I prepare and use Midjourney 

or ChatGPT to generate some 

images and then use text 

generators to provide 

examples”  

Uses different tools 

(e.g., Midjourney, 

ChatGPT) for 

content generation 

Distributed Tool 

Management 

Tactics for Coordinating 

GenAI 

“If you use it in combination 

with Gemini and then you can 

ask NotebookLM to 

summarise it”  

Combines tools 

sequentially for 

layered insights 

Distributed Tool 

Management 

Tactics for Coordinating 

GenAI 

“I used ChatGPT to write text 

and then I used Copilot to 

create a picture”  

Applies multiple 

tools in parallel for 

specific tasks 

Distributed Tool 

Management 

Tactics for Coordinating 

GenAI 
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“I give a prompt. I then asked 

ChatGPT: Can you redefine 

this prompt for me to have a 

better search in deep search?” 

Refines prompts 

with AI assistance 

Communicative 

Calibration   

Tactics for Coordinating 

GenAI 

“I got really good at writing 

prompts. I scrape away a 

bunch of nonsense”  

Learns to write 

precise prompts to 

filter irrelevant 

content 

Communicative 

Calibration   

Tactics for Coordinating 

GenAI 

“There is a difficulty that if 

you don’t use the right prompt, 

the nuances of the feedback 

could diminish” 

Identifies prompt 

quality as critical for 

meaningful feedback 

Communicative 

Calibration   

Tactics for Coordinating 

GenAI 

“Emails are also a big burden. 

I also use it to draft me a 

response”  

Uses GenAI to draft 

responses to routine 

emails 

Operational Delegation  Tactics for Coordinating 

GenAI 

“It does save my time like 

proofreading, online editing 

and avoiding some stupid 

mistakes”  

Applies AI for 

proofreading and 

error correction 

Operational Delegation  Tactics for Coordinating 

GenAI 

“I used it in the context of 

grading to manage complaints 

and send automated messaging 

when it came to student 

complaints”  

Automates grading 

responses and 

complaint handling 

Operational Delegation  Tactics for Coordinating 

GenAI 

“I always had the feeling that 

I’m still in the driver’s seat 

accelerating my work”  

Feels in control and 

uses GenAI to 

accelerate tasks 

Human-in-the-Loop 

Governance  

Strategic Mediation of 

GenAI 

“I always have a human loop, 

so myself. I never copy and 

paste anything”  

Reviews and never 

copy-pastes AI 

outputs directly 

Human-in-the-Loop 

Governance  

Strategic Mediation of 

GenAI 

“I feel that I am still 100% in 

control. I discard a lot of 

output and I take ownership of 

everything”  

Maintains full 

authorship by 

editing or discarding 

outputs 

Human-in-the-Loop 

Governance  

Strategic Mediation of 

GenAI 

 

“Always with the idea that it 

would be beneficial for their 

knowledge, but we still want to 

be helping out students”  

Strives for student 

benefit while 

preserving personal 

input 

Pedagogical Trade-Offs Strategic Mediation of 

GenAI 

“In an ideal world, AI makes 

my work standardised and 

impersonal, but in the real 

world it helps a lot”  

Accepts GenAI 

trade-offs between 

personalisation and 

workload 

Pedagogical Trade-Offs Strategic Mediation of 

GenAI 

“Sometimes we as lecturers 

cannot give everyone the 

attention they deserve. At that 

point AI can actually be a good 

substitute”  

Uses GenAI as a 

support when 

personal attention is 

limited 

Pedagogical Trade-Offs Strategic Mediation of 

GenAI 

“I want to show them 

appropriate use of AI so they 

can copy that for their work” 

Models responsible 

GenAI usage for 

students 

Normative Alignment Strategic Mediation of 

GenAI 

“There must be resources 

readily available for lecturers. 

If you're not educated on AI, 

you will be blind to how 

students use it”  

Calls for 

institutional training 

and support 

Normative Alignment Strategic Mediation of 

GenAI 

“Letting my students interact 

with an AI agent. Using image 

generation for prototyping 

purposes, visualising ideas that 

Uses GenAI to 

facilitate student 

prototyping and 

discussion 

Normative Alignment Strategic Mediation of 

GenAI 
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they can discuss with 

stakeholders” 

“I’ve learned a lot about how 

they work, what they can and 

cannot deliver. I use it to learn 

about concepts”  

Learns AI 

limitations and 

applies GenAI to 

concept learning 

Reflective Learning  Transformational Learning 

and Identity 

“I think in terms of writing, I 

learned a lot. I used ChatGPT 

to help me to write the HTML 

so I can have like a cool, nicer 

and improved canvas design”  

Applies GenAI in 

new contexts like 

coding and design 

Reflective Learning  Transformational Learning 

and Identity 

“When you finish your 

writing, you send it to 

ChatGPT and ask ChatGPT to 

ask you a question and 

challenge you as a critical 

reviewer” 

Uses GenAI to 

simulate peer review 

and self-critique 

Reflective Learning  Transformational Learning 

and Identity 

“I think we can all use it as a 

tool, so I'm glad that it can help 

me so I can manage more, but 

it’s also kind of undermining 

my own capabilities and 

expertise.”  

Acknowledges 

GenAI support but 

questions personal 

expertise 

Evolving Academic 

Identity 

Transformational Learning 

and Identity 

“Sometimes when you're like 

time pressured, I think I 

actually am way worse at 

writing now than before”  

Feels writing skill 

deteriorates under AI 

dependency 

Evolving Academic 

Identity 

Transformational Learning 

and Identity 

“I like to experiment with all 

kinds of different tools. But I 

mainly use ChatGPT”  

Questions ownership 

and authenticity of 

AI-assisted work 

Evolving Academic 

Identity 

Transformational Learning 

and Identity 

“I follow people on LinkedIn 

or accounts that discuss AI 

tools for research from 

colleagues as well, it's just like 

word of mouth”  

Discovers tools 

through social media 

and colleagues 

Exploratory Engagement  Transformational Learning 

and Identity 

“I think mostly through my 

network, so both like people I 

interact with and that they're 

sharing or they send me 

something. Hey, have you 

tried out this one? I actually 

also learn from the students” 

Learns from both 

peers and students 

about new tools 

Exploratory Engagement  Transformational Learning 

and Identity 

“I like to experiment with all 

kinds of different tools. But I 

mainly use ChatGPT”  

Enjoys 

experimenting with 

a wide range of 

GenAI systems 

Exploratory Engagement  Transformational Learning 

and Identity 

 


