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ABSTRACT,  

Firms facing resource scarcity must make strategic decisions about how to manage 

the emerging risks, often by either distancing themselves from suppliers (buffering) 

or increasing collaboration (bridging). While existing studies have thoroughly 

examined resource scarcity, they typically treat it as a single construct, overlooking 

how different dimensions of scarcity may influence strategic decision-making. 

Moreover, the potential role of relationship strength in shaping these decisions 

remains unclear. This thesis investigates how two dimensions of perceived resource 

scarcity, expected resource scarcity (ERS) and scarcity uncertainty (SU), affect firms’ 

adoption of bridging or buffering strategies, and whether these effects are moderated 

by relationship strength. A survey of 45 purchasing professionals was analyzed using 

multiple regression analyses. The results show that only scarcity uncertainty 

significantly influences firm behavior, specifically by reducing the use of bridging 

strategies. No significant effect was found for expected resource scarcity, and 

relationship strength did not moderate either relationship. These findings extend 

Resource Dependence Theory by showing that perceived uncertainty may lead not to 

action, but to disengagement from supplier relationships 
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1. INTRODUCTION 
Resource scarcity is a well-discussed topic in supply chain 

literature (e.g., Bell et al., 2012; Kalaitzi et al., 2018; 

Pfeffer & Salancik, 1978).  The causes and consequences 

of resource scarcity as well as firms’ strategic responses to 

it have been thoroughly examined. However, much of this 

literature treats scarcity as a single construct. Wiedmer 

and Whipple (2022) introduce a perspective that looks at 

different dimensions of resource scarcity. They identify 

the following two dimensions: expected resource scarcity 

(ERS), which refers to the predictability of a future 

shortage, and scarcity uncertainty (SU), which captures 

the unpredictability of the severity, timing, and duration of 

a resource scarcity. Yet, these different dimensions have 

rarely been examined in the literature, which limits our 

understanding of how managers may strategically respond 

to different types of perceived resource scarcity. 

Furthermore, even though firms often respond to resource 

scarcity by adapting their relationships with suppliers, 

little is known about whether the strength of the buyer–

supplier relationship, defined by the frequency, intensity 

and duration of interaction (Capaldo, 2007), influences 

which strategy managers choose when facing different 

scarcity conditions. 

Previous research has examined how firms respond to 

resource scarcity by adopting strategic responses 

grounded in Resource Dependence Theory (RDT), which 

argues that organizations are not self-sufficient but depend 

on external actors for critical resources (Pfeffer & 

Salancik, 1978). To manage this dependence, RDT 

suggests that firms adopt strategic responses. These 

responses are typically categorized into two types: 

buffering, which reduces dependency on external actors 

and bridging, which increases collaboration to manage 

this interdependence. Buffering strategies include supplier 

diversification and inventory building, while bridging 

strategies involve information sharing and joint risk 

management with the supplier (Bode et al., 2011; Kalaitzi 

et al., 2018). In addition, several studies have examined 

how internal capabilities, such as IT integration, may 

influence which strategy a firm adopts (Liu & Wei, 2024). 

Together, these studies provide an important foundation 

for understanding how firms manage risks associated with 

resource scarcity. 

This thesis builds on these insights by examining how 

ERS and SU influence the adoption of either bridging or 

buffering strategies, and whether these effects are 

moderated by the strength of the relationship between the 

buyer and supplier. While previous studies have examined 

these constructs individually, the interaction effects 

between them have not yet been explored. This leads to 

the following research question: 

RQ: How does perceived resource scarcity affect the 

strategic decision to bridge or buffer and how is this 

moderated by relationship strength? 

This question requires empirical investigation and aims to 

offer new insight into how firms respond to perceived 

resource scarcity and make strategic decisions in the 

context of their existing supplier relationships. 

This study contributes to the literature in multiple ways. 

First, it treats resource scarcity as a multidimensional 

construct by distinguishing between ERS and SU 

(Wiedmer & Whipple, 2022). The finding that only SU 

significantly affects firms’ strategic responses, 

specifically by reducing collaborative behavior, indicates 

that the type of scarcity matters, and that future research 

should avoid treating scarcity as a uniform concept. 

Second, the study offers a behavioral insight into Resource 

Dependence Theory (Pfeffer & Salancik, 1978) by 

suggesting that, instead of taking action through bridging 

or buffering strategies, perceived resource scarcity, 

especially under high conditions of SU, may lead to 

inaction. This implies that firms might sometimes refrain 

from any strategic response at all when facing uncertainty. 

Third, the study tests whether relationship strength 

moderates the effect of perceived resource scarcity but 

finds no support for this influence. This finding suggests 

that relationship strength may not have the moderating 

role previously assumed in shaping firms’ strategic 

responses. 

2. LITERATURE BACKGROUND 

2.1 Resource scarcity 
Resource scarcity arises when the availability of critical 

inputs is inadequate to meet a given demand, placing 

pressure on firms to reassess their strategic and operational 

priorities (Bell et al., 2012). Multiple factors contribute to 

resource scarcity, including a fast-growing population, 

greater product consumption, environmental changes, 

market imperfections, and technological limitations. 

These drivers indicate that scarcity is not just a short-term 

disruption, but a long-term issue that firms need to 

strategically adapt to in order to ensure continuity of their 

operations. In supply chain management, the concept of 

resource scarcity has evolved to not only include tangible 

shortages, but also how managers perceive and interpret 

the risks associated with scarcity. Wiedmer and Whipple 

(2022) have proposed two dimensions of perceived 

scarcity: expected resource scarcity (ERS) and scarcity 

uncertainty (SU). ERS refers to the anticipation that a 

resource will become insufficient in the future. While SU 

is a form of environmental uncertainty that is shaped by 

“the predictability of conditions in an organization’s 

environment” (Miles & Snow, 1978, as cited in Wiedmer 

& Whipple, 2022). SU encompasses several dimensions, 

including uncertainty about the severity, timing, and 

duration of a potential resource scarcity.  Shah et al. (2012) 

examined the cognitive mechanisms that underlie 

perceptions such as ERS and SU by introducing the 

concept of how resource scarcity creates its own mindset, 

the scarcity mindset. Their research suggests that 

individuals who are exposed to scarcity tend to focus more 

on immediate challenges arising from this, while 

neglecting broader, more long-term considerations. When 

applied in an organizational setting, this mindset may 

cause managers to make more short-term and risk-averse 

decisions in response to resource scarcity, particularly 

under high levels of SU. Sterman et al. (2015) similarly 

highlight how stress, time pressure and cognitive 

limitations can influence planning and execution 

processes. Under such conditions, even typically 

beneficial practices such as information sharing may 

negatively impact coordination and resilience (Coşkun & 

Erturgut, 2023).  

Despite these contributions, most empirical studies 

continue to treat resource scarcity as a single construct 

(e.g., Bode et al., 2011; Kalaitzi et al., 2018), overlooking 

important distinctions in how managers interpret and 

respond to different dimensions of scarcity. This 

simplification limits the understanding of how firms 

respond to varying forms of scarcity, such as anticipated 



shortages or unpredictable disruptions. Further research is 

needed to examine how different forms of perceived 

resource scarcity influence strategic responses. This 

requires a better understanding of how firms typically 

manage resource dependence, which will be examined in 

more detail in the next section. 

2.2 Bridging and Buffering 
Bridging and buffering originate from the Resource 

Dependence Theory (RDT). This theory was introduced 

by Pfeffer and Salancik (1978) and examines how external 

factors influence organizational behavior. It states that 

organizations are not self-sufficient and rely on external 

actors to obtain critical resources, creating 

interdependence between the two parties. The degree of 

these dependencies emerges from three factors: the 

importance of the resource, the substitutability of the 

supplier, and the level of control a supplier holds over it 

(Summarized by Kalaitzi et al., 2018). Given these 

dependencies, organizations must develop strategies to 

mitigate the risks involved. The two most commonly used 

approaches for this are bridging and buffering. Buffering 

strategies are internally focused and try to shield the firm 

from environmental volatility by establishing safeguards. 

They reduce the firm’s exposure to the supplier, in an 

attempt to mitigate the potential negative consequences 

that this relationship might induce (Bode et al., 2011). 

Common buffering practices include building safety 

stock, creating product designs that are not dependent on 

a specific supplier or resource, diversifying suppliers, and 

creating flexible production processes (Tang, 2006; Bode 

et al., 2011). On the other hand, bridging strategies aim to 

manage external interdependencies through collaboration 

and by increasing the firm’s influence over the resource 

(Pfeffer & Salancik, 1978). These strategies include 

vertical integration, investments in collaborative 

structures, forming strategic partnerships, joint-risk 

management systems, and increased information sharing 

(Bode et al., 2011) .  

Recent theoretical revisions to RDT have shifted the focus 

from viewing firms as passively constrained by external 

dependencies, to recognizing firms as active agents 

capable of shaping those dependencies themselves. 

Malatesta and Smith (2014) indicate this shift by showing 

that public organizations increasingly rely on 

collaboration, stakeholder engagement, and network 

governance to manage uncertainty when formal control is 

limited, highlighting that relational capabilities play a role 

in managing external dependencies. This perspective has 

opened the door to new research exploring how bridging 

and buffering are not just shaped by external conditions, 

but also by managerial perceptions and the internal 

capabilities of the firm. Wiedmer and Whipple (2022) 

explored how SU and ERS influence collaboration, an 

approach that is closely aligned with bridging. They found 

that SU significantly reduces collaborative intent, which 

might indicate that firms refrain from adopting bridging 

strategies under high levels of SU. In contrast, they found 

no consistent effect for ERS. These findings suggest that 

perceived scarcity plays a meaningful role in strategic 

decision-making. Oher research by Liu and Wei (2024) 

shows how internal capabilities reflect the adoption of 

bridging or buffering strategies. Firms with higher IT 

integration tend to favor bridging strategies, while those 

with strong reconfiguration capabilities lean towards 

adopting buffering strategies. These findings support the 

broader view that strategic responses are not just shaped 

by external conditions, but also by how firms interpret and 

manage their dependencies. 

While bridging and buffering have been widely examined,  

there is limited research on how different types of resource 

scarcity might influence the adoption of either strategy. 

Furthermore, even though internal factors such as IT 

capabilities, have been explored, the strength of the 

relationship between the buyer and the supplier is rarely 

considered as a factor influencing strategic decision 

making under scarcity conditions. Since both buffering 

and bridging require interaction with suppliers, they are 

considered relational strategies. Therefore, the existing 

relationship between the firm and supplier might have a 

significant influence on which strategy a firm will adopt. 

The next section explores relationship strength and its 

potential moderating effect in more detail.  

2.3 Relationship strength   
Relationship strength in the context of organizations refers 

to the quality and closeness of the ties between two firms 

and is often conceptualized as a multidimensional 

construct (Hausman, 2001). Stronger ties are often 

associated with greater trust, information sharing, and 

collaborative responses to external pressure (Dyer & 

Singh, 1998). To operationalize the concept of 

relationship strength, Capaldo (2007) builds on 

Granovetter’s (1973) definition of tie strength as a 

continuous variable that results from a combination of 

factors reflecting partner’s behaviors in their relationships. 

He conceptualizes relationship strength as a three-

dimensional construct, consisting of a temporal 

dimension, a social dimension, and a resource dimension. 

These dimensions are reflected in the extent to which 

firms exhibit longer timeframes, higher resource 

commitments, tighter interpersonal relations and trust-

based interorganizational linkages. To capture and 

measure these dimensions empirically, Capaldo identifies 

three indicators: (1) the overall duration of the 

relationship; (2) the frequency of interaction; and (3) the 

intensity of the interaction. The more prominent these 

characteristics are, the higher the strength of the 

relationship. In this research only two of these factors will 

be used to determine the strength of the relationship 

between the buyer and supplier. The duration indicator 

was excluded due to data limitations, as discussed in the 

methodology section. 

Recent literature highlights the importance of strong 

interorganizational ties in fostering collaboration. The 

relational benefits identified by Dyer and Singh (1998) are 

supported by Nyaga et al. (2010). They show that 

collaborative activities, such as information sharing, joint 

relationship effort, and dedicated investments lead to 

increased trust and commitment. Trust and commitment, 

in turn, lead to satisfaction and greater performance. These 

outcomes reflect the collaborative benefits of strong 

buyer–supplier ties, which may also make firms more 

inclined to adopt bridging strategies when facing resource 

scarcity. However, most of this literature focuses on 

collaboration as a driver of performance, rather than 

examining how relationship strength might influence 

strategic decision-making. 

To address this gap, this study tests whether relationship 

strength moderates the effect of ERS and SU on the 

likelihood that firms adopt bridging or buffering 

strategies. While only two of Capaldo’s indicators, 



frequency and intensity, were included in this study, these 

still provide a valid indication of relationship strength.  

 

3. HYPOTHESES 
To answer the main research question of this thesis: “How 

does perceived resource scarcity affect the strategic 

decision to bridge or buffer and how is this moderated by 

relationship strength?” four hypotheses have been 

formulated.  

3.1 The type of scarcity and its effect on 

bridging or buffering 
When firms anticipate that one of their critical resources 

will become scarce in the future, they might take 

precautionary measures to mitigate their exposure to this 

risk. Prior research shows that buffering strategies allow 

firms to reduce their dependence on individual suppliers 

and help them to absorb environmental volatility (Bode et 

al, 2011). When the resource scarcity is predictable, as in 

the case of ERS firms have the opportunity to plan and 

execute these dependence reducing strategies in advance 

(Wiedmer & Whipple, 2022). SU, on the other hand, refers 

to a lack of clarity about the severity, duration and timing 

of the resource scarcity (Wiedmer & Whipple, 2022). Due 

to this uncertainty, managers tend to adopt risk-averse, 

internally focused strategies to regain control (Shah et al, 

2012). Since buffering provides a way for firms to build 

autonomy and minimize dependence on suppliers, it is 

likely to be preferred in uncertain situations. This aligns 

with the logic of the Resource Dependence Theory (RDT), 

which suggests that firms seek to reduce their dependence 

on external actors when facing uncertainty (Pfeffer & 

Salancik, 1978). Therefore, we hypothesize: 

H1a: Expected resource scarcity is positively associated 

with the likelihood that firms will adopt buffering 

strategies 

H1b: Scarcity uncertainty is positively associated with the 

likelihood that firms will adopt buffering strategies 

Bridging strategies involve collaboration and require time, 

relational investments, and trust (Pfeffer & Salancik, 

1978; Bode et al., 2011). When firms anticipate a resource 

scarcity, ERS, they may hesitate to adopt bridging 

strategies due to concerns about supplier dependency or 

facing competition over limited supply. Even though 

expected scarcity provides visibility, this same 

predictability may enable firms to manage the challenge 

internally, making collaboration unnecessary (Wiedmer & 

Whipple, 2022). In the case of SU, the unpredictability of 

resource scarcity makes bridging strategies even riskier. 

Prior studies show that SU reduces collaborative intent 

and increases the likelihood of risk-averse and short-term 

decision making (Wiedmer & Whipple, 2022; Shah et al., 

2012). In both cases, firms may prefer autonomy over 

bridging strategies that involve deeper engagement with 

the supplier. Therefore, we hypothesize: 

H2a: Expected resource scarcity is negatively associated 

with the likelihood that firms will adopt bridging 

strategies 

H2b: Scarcity uncertainty is negatively associated with the 

likelihood that firms will adopt bridging strategies. 

3.2 The moderating effect of 

relationship strength 
We previously hypothesized that ERS and SU would have 

a positive effect on the adoption of bridging strategies and 

a negative effect on the adoption of bridging strategies. 

However, the nature of the relationship between the buyer 

and the supplier may influence these responses. 

Relationship Strength, characterized by the frequency, 

intensity and duration of the interaction with the supplier 

(Capaldo, 2007), is associated with higher levels of trust, 

commitment and collaboration. Therefore, a strong 

relationship between the buyer and supplier provides firms 

with better access to information, shared risk management 

and improved communication channels (Dyer & Singh, 

1998). These relational capabilities help firms manage 

external volatility more effectively, potentially reducing 

the perceived need to distance themselves from their 

supplier. When firms face ERS, those that have a strong 

relationship with their supplier may be less likely to adopt 

buffering strategies such as building safety stock or 

supplier diversification (Bode et al., 2011). The trust and 

stability that come with the strong relationship could 

reduce perceived vulnerability, allowing firms to rely on 

their supplier rather than creating distance. Similarly, 

under high SU conditions, a strong relationship allows for 

better information sharing and coordination mechanisms, 

which help the firm cope with the unpredictability without 

resorting to internally focused, risk-averse buffering 

strategies. We hypothesize the following: 

H3a: Expected Resource Scarcity moderated by a strong 

relationship strength between the buyer and supplier, 

decreases the likelihood that a firm will adopt buffering 

strategies. 

H3b: Scarcity Uncertainty moderated by a strong 

relationship strength between the buyer and supplier, 

decreases the likelihood that a firm will adopt buffering 

strategies. 

At the same time, these relational benefits may make 

bridging strategies more attractive under resource scarcity. 

When experiencing ERS, strong relationships can 

encourage collaboration, shared planning, and joint 

problem-solving and risk-management, making bridging a 

more attractive option. Under SU, the same trust and 

coordination mechanisms may help firms manage 

uncertainty and maintain strategic alignment with their 

supplier. In both cases, relationship strength may reduce 

concerns about dependency on the supplier and encourage 

more collaborative strategic responses. Therefore, we 

hypothesize:  

H4a: Expected Resource Scarcity moderated by a strong 

relationship strength between the buyer and supplier, 

increases the likelihood that a firm will adopt bridging 

strategies. 

H4b: Scarcity Uncertainty moderated by a strong 

relationship strength between the buyer and supplier, 

increases the likelihood that a firm will adopt bridging 

strategies. 

A conceptual model has been developed and can be found 

in Appendix D. The conceptual model with added 

coefficients can be found in Figure 2 in the results section. 



4. METHODOLOGY 

4.1 Sample and Data Collection 
In this thesis, a quantitative survey was used to test the 

proposed hypotheses. This method was chosen because it 

allowed for efficient and structured data collection across 

a relatively large group of respondents (Saunders et al., 

2023). Since all participants answered the same set of 

questions, the survey enabled the standardized 

measurement of subjective constructs such as SU, ERS, 

relationship strength and bridging and buffering strategies. 

Standardization was essential to allow for statistical 

comparisons and hypothesis testing. The survey was 

conducted through Qualtrics and was part of a group effort 

involving four students, each contributing their own 

individual questions related to their research questions. 

Even though the survey was shared, each member was 

responsible for their own questions and data processing. 

The target sample consisted of purchasing professionals 

who interact with suppliers at least once a week. The 

respondents were recruited through LinkedIn and personal 

networks. To participate in the survey, the respondents 

received an email with a personal link. A notion was added 

on the introduction page of the survey, stating that answers 

would not be disclosed to any third party and would be 

solely used for research purposes. In total, 74 responses 

were collected. However, due to partial completions and 

non-quantifiable open responses, the final dataset 

consisted of 45 completed surveys. 

4.2 Respondent’s profile 
Table 1 provides an overview of the socio-demographic 

characteristics of the 45 respondents. Most of the 

participants were male (82,8%). The sample shows a 

relatively balanced distribution across the service sector 

(48.9%) and the manufacturing sector (51.1%). A detailed 

explanation of the sector classification used in the survey 

is provided in Appendix B. The most common age 

categories were 45-54 (35.6%) and 35-44 (24.4%).  And a 

majority of the respondents (40,0%) had between 5-14 

years of managerial experience. 

 

Table 1 Socio-demographic characteristics of 

respondents (N=45) 

 Frequency Percentage 

Gender   

     Female 8 17.8% 

     Male 37 82.2% 

Age   

     Under 18 0 0.0% 

     18-24 2 4.4% 

     25-34 5 11.1% 

     35-44 11 24.4% 

     45-54 16 35.6% 

     55-65 11 24.4% 

     Over 65 0 0.0% 

Sector   

    Service 22 48.9% 

    Manufacturing 23 51.1% 

Years of 

managerial 

experience 

  

    0-4 11 24.4% 

    5-14 18 40.0% 

    15-24 7 15.6% 

    25-35 9 20.0% 

Note: Percentages may not total 100% due to rounding. 

4.3 Measures 
The constructs in this study were operationalized using 

existing scales, measured on a seven-point Likert scale 

ranging from 1 (strongly disagree) to 7 (strongly agree). 

The items used to measure the different constructs can be 

found in Table 2. The reliability of the constructs was 

assessed using Cronbach’s alpha, following Nunally’s 

(1978) rule of thumb, which states that the construct is 

reliable when α > 0.70. 

Expected Resource Scarcity (ERS) was measured using 

four items adapted from Wiedmer and Whipple (2022) 

This construct captures the degree to which buyers were 

able to anticipate the occurrence of the last resource 

scarcity they experienced. It reached a Cronbach’s α of 

0.69, which is slightly below the threshold of 0.70, but still 

acceptable for exploratory research with a sample size of 

N=45.  

Scarcity Uncertainty (SU) was operationalized using three 

items, also based on Wiedmer and Whipple (2022). This 

construct captures the unpredictability of resource 

scarcity, specifically regarding the timing, severity, and 

duration of the scarcity event. Eventually all 3 items were 

reverse coded to resolve the issue that the original 

phrasing of the items reflected certainty rather than 

uncertainty. However, even after reverse coding, 

Cronbach’s α was only 0.20, indicating low reliability. 

This could suggest potential interpretation bias or 

measurement noise. Therefore, it will be further discussed 

in the limitations section.  

Relationship Strength (RS) was measured based on 

Capaldo’s (2007) conceptualization, which includes the 

frequency, intensity, and duration of the relationship with 

the supplier. However, only the first two dimensions were 

retained. The open-ended question that measured the 

duration of the relationship was removed due to 

inconsistent and missing responses. Even though this 

deviates from the original theory, the other two 

dimensions still managed to capture the concept of 

relationship strength of the buyer-supplier relationship 

sufficiently, with an acceptable internal reliability of α = 

0.77.  

The items used to measure Bridging and Buffering were 

adapted from Bode et al. (2011), grounded in the Resource 

Dependence Theory (Pfeffer & Salancik, 1978). Bridging 

refers to collaborative strategies such as joint problem 

solving or information exchange with the supplier, while 

buffering reflects protective actions like stockpiling or 

diversifying suppliers. Bridging was measured using four 

items (α = 0.84) and buffering with three items (α = 0.83). 

Both constructs showed strong internal reliability. 

 

 



Table 2 Measurement items 

Variable  

Expected Resource Scarcity  
ERS_1    I found the previous resource scarcity in my supply chain to be unexpected  
ERS_2    I expected the previous resource scarcity to negatively affect my company.  
ERS_3    I anticipated that our operations would be disrupted.  
ERS_4    I anticipated that we would not be able to perform our operations as initially planned.  

Scarcity Uncertainty  
SU_1    I was confident in how severely the resource scarcity would have an impact on my company.  
SU_2    I could accurately estimate the duration of the potential resource scarcity for our business.  
SU_3    Reliable information was available about the time when the scarcity issue would affect our business.    

Relationship strength  
RS_1    Prior to the resource scarcity, my firm engaged frequently with this supplier.  
RS_2    Prior to the resource scarcity, the interaction with this supplier could be described as intensive.  
RS_3    How long has there been an established relationship between your firm and the same supplier considered in the previous three 

statements?   
Bridging   

BR_1    After the resource scarcity occurred, my firm established a closer relationship with this supplier in order to collaborate better, in case 

such a resource scarcity occurs again.  
BR_2    After the resource scarcity occurred, my firm improved information exchange with this supplier.  
BR_3    After the resource scarcity occurred, my firm engaged in risk management activities with this supplier  
BR_4    After the resource scarcity occurred, my firm cooperated more intensely with this supplier  

Buffering  
BU_1    After the resource scarcity occurred, my firm made itself more independent of the supplier or the purchased item.  
BU_2    After the resource scarcity occurred, my firm increased its protective barriers against disturbances in the supply of the purchased item.  

        BU_3    After the resource scarcity occurred, my firm searched or developed one or more alternative supplier(s) for the purchased item.  

 

4.3.1 Control variables 
To control for other effects than that of the independent 

variables, four control variables were included in the 

analysis: age, gender, managerial experience, and industry 

sector. Age and experience were included to account for 

any differences in managerial decision making. These 

differences might arise due to generational perspectives or 

different levels of work experience. Both of these 

variables were measured as continuous variables. The 

third variable that was accounted for was industry sector, 

we distinguish between product and service-oriented 

firms. This variable was relevant since the nature of the 

operations may vary across these sectors, which could 

influence the way firms manage their supplier 

relationships. Gender was added as the last control 

variable. Both sector and gender were coded as dummy 

variables, with service coded as 1 for sector, and male 

respondents coded as 1 for gender. The survey items used 

to measure these control variables are presented in 

Appendix A and were the same for all 4 students 

contributing to the survey. 

 

Table 3 Construct Overview: Reliability, and Sources 

Construct Cronbach’

s α 

Source Notes 

ERS .694 Wiedmer & 

Whipple (2022) 

— 

SU .204  Wiedmer & 

Whipple (2022) 

All items 

reversed 

RS .768 Capaldo (2007) RS_3 

duration 

dropped 

Buffering .832 Bode et al. 

(2011) 

— 

Bridging .838 Bode et al. 

(2011) 

— 

 

4.4 Data analysis 
The data gathered from the survey was analyzed in 

RStudio. After cleaning and recoding the data set, the 

variables for ERS, SU and Relationship Strength were 

mean centered to be able to interpret the interaction effects 

and reduce multicollinearity. After this, three regression 

models were created for each dependent variable 

(Bridging and Buffering). Model 1 included only the 

control variables. Model 2 added the main effects of ERS, 

SU and Relationship Strength. Model 3 extended this 

model by including the interaction terms between ERS and 

Relationship Strength, and between SU and Relationship 

Strength. To test for multicollinearity, Variance Inflation 

Factors (VIFs) were calculated. The fit of the model was 

assesses using adjusted R² and F-statistics. The reliability 

of the coefficients was evaluated by comparing each 

coefficient to its corresponding standard error. 

 

5. RESULTS 

5.1 Descriptive Statistics and 

correlations 
Table 4 shows the means, standard deviations and Pearson 

correlation coefficients for all main variables. SU has a 

significant negative correlation with both Buffering (r = –

.314, p < .05) and Bridging (r = –.390, p < .05), suggesting 

that greater uncertainty reduces the likelihood of engaging 

in either strategic response. No other significant 

correlations were observed between the independent and 



dependent variables. Among the control variables, age and 

experience were strongly correlated (r = .613, p < .05), but 

neither showed a significant relationship with the 

dependent variables

Table 4 Correlation Matrix 

Variable M SD 1 2 3 4 5 6 7 

1. Expected Resource 

Scarcity 
4.44 1.09 —       

2. Scarcity 

Uncertainty 
3.91 0.94 -0.154 —      

3. Relationship 

Strength 
5.34 1.27 0.098 -0.06 —     

4. Buffering 4.84 1.44 0.071 -0.314* -0.102 —    

5. Bridging 4.57 1.19 0.025 -0.39* 0.143 0.198 —   

6. Age 45.82 10.96 -0.421* 0.202 -0.092 -0.061 -0.034 —  

7. Experience 12.56 9.72 -0.257 0.081 -0.133 -0.122 0.096 0.613* — 

 

5.2 Multicollinearity test 
To test for multicollinearity, Variance Inflation Factor 

(VIF) scores were calculated for all predictors included in 

the final regression models. As shown in Table 5, all VIF 

values were below the threshold of 2. The highest VIF 

score was 1.90 for age, and all other predictors ranged 

somewhere between 1.08 and 1.82. These results indicate 

that multicollinearity is not a concern in this dataset. 

Table 5 Variance Inflation Factors (VIF) for Model 3 

predictors (N=45) 

Predictor VIF 

ERS 1.35 

SU 1.08 

RS 1.09 

ERS x RS 1.32 

SU x RS 1.22 

Age 1.90 

Gender (male = 1) 1.10 

Experience 1.82 

Sector (service = 1) 1.27 

 

5.3 Regression Analysis 
To test the hypotheses, a regression analysis for each 

dependent variable was conducted, one for Buffering and 

one for Bridging. Three models were created for each 

dependent variable. Model 1 included only the control 

variables, Model 2 introduced the independent variables 

and Model 3 added the interaction terms to test the 

moderation effects. Table 5 presents the OLS regression 

results for Buffering and Bridging. Coefficients and 

standard errors are based on the final models (Model 3). 

For Buffering, the results showed that there was no 

significant main effect for ERS. The coefficient was 

positive as hypothesized ( β = .06), however it was not 

statistically significant (p = .823). Therefore, H1a is not 

supported. H1b proposed that SU would positively affect 

the adoption of Buffering strategies and even though the 

results in Model 2 were significant (β = –0.45, p = .048), 

this did not apply for Model 3. These results showed a 

negative coefficient (β = –.44) and an only marginally 

significant effect (p = .066). This exceeds p < 0.05, but 

might suggest a possibly meaningful relationship in the 

opposite direction than the one hypothesized. As for the 

results regarding Bridging, hypothesis H2a predicted a 

negative relationship between ERS and Bridging. The 

results did not support this hypothesis, the coefficient was 

close to zero (β = –.04) and the p-value (p = .866) 

exceeded the threshold of (p < .05). In contrast H2b, which 

proposed that SU had a negative effect on Bridging, was 

supported. The coefficient was negative and statistically 

significant (β = –0.46, p = .018). Hypothesis H2b was the 

only hypothesis that received full statistical support. 

Figure 1 shows the plot of H2b. The plot depicts predicted 

Bridging values across standardized SU scores, with 95% 

confidence intervals. The plots of the remaining 

hypotheses can be found in Appendix C. After testing the 

main effects, the moderating role of Relationship Strength 

was examined through interaction terms. H3a proposed 

that a strong relationship with the supplier would weaken 

the positive effect of ERS on Buffering. The results 

showed a negative coefficient (β = –0.16), but no 

statistical significance (p = .650), therefore H3a was 

rejected. H3b expected a negative moderating effect of RS 

on the relationship between SU and Buffering. The 

coefficient was negative (β = -.08) and the results were not 

significant (p = .736), leading to the rejection of H3b. For 

Bridging the results were also not supportive of the 

proposed moderating effects. H4a suggested that RS 

would positively moderate the effect between ERS and the 

adoption of Bridging strategies. However, the coefficient 

was close to zero and not significant (β = –0.02, p = .956). 

Hypothesis 4b expected RS to have a positive influence on 

the effect of SU on the adoption of Bridging strategies but 

was also rejected based on non-significance (β = 0.01, p = 

.967). To summarize the tested model, Figure 2 presents 

the conceptual model with standardized regression 



coefficients from Model 3. This model for both Buffering 

and Bridging explained only a small portion of the 

variance (Adjusted R² = –0.039 and 0.019, respectively), 

which suggests that the overall explanatory power of the 

models is limited. Altogether, only H2b was fully 

supported. H1b showed marginal significance (p = .066) 

in the opposite direction than hypothesized and all other 

hypotheses were not statistically significant

 

Table 6 OLS Regression Results for Buffering and Bridging. 

N=45. Standard errors and p-values are in parentheses, respectively. Statistically significant coefficients (p < .05) are shown 

in bold 

 

 

 

 

 Buffering Bridging 

 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 

Intercept 4.885 4.409 4.424 5.465 5.099 5.109 

 (1.148) (1.215) (1.254) (0.953) (0.973) (1.007) 

 (0.000) (0.001) (0.001) (0.000) (0.000) (0.000) 

Age 0.004 0.015 0.015 -0.019 -0.010 -0.010 

 (0.026) (0.027) (0.028) (0.021) (0.022) (0.022) 

 (0.866) (0.576) (0.586) (0.390) (0.655) (0.661) 

Gender-male 0.226 0.285 0.304 -0.484 -0.551 -0.552 

 (0.593) (0.582) (0.599) (0.492) (0.466) (0.481) 

 (0.706) (0.628) (0.615) (0.331) (0.245) (0.259) 

Experience -0.011 -0.018 -0.018 0.028 0.026 0.026 

 (0.030) (0.030) (0.031) (0.025) (0.024) (0.025) 

 (0.730) (0.553) (0.565) (0.281) (0.288) (0.302) 

Sector-service -0.615 -0.575 -0.620 0.005 0.088 0.085 

 (0.479) (0.473) (0.493) (0.398) (0.378) (0.396) 

 (0.207) (0.232) (0.218) (0.991) (0.817) (0.832) 

ERS  0.022 0.058  -0.037 -0.035 

  (0.241) (0.257)  (0.193) (0.207) 

  (0.927) (0.823)  (0.849) (0.866) 

SU  -0.454 -0.436  -0.462 -0.460 

  (0.222) (0.230)  (0.178) (0.185) 

  (0.048) (0.066)  (0.013) (0.018) 

RS  -0.219 -0.237  0.191 0.192 

  (0.220) (0.230)  (0.176) (0.185) 

  (0.326) (0.310)  (0.284) (0.306) 

ERS x RS   -0.160   -0.016 

   (0.350)   (0.281) 

   (0.650)   (0.956) 

SU × RS   -0.084   0.008 

   (0.247)   (0.198) 

   (0.736)   (0.967) 

R2 0.055 0.168 0.174 0.047 0.219 0.219 

Adjusted R2 -0.040 0.011 -0.039 -0.049 0.072 0.019 

F-statistic 0.577 1.068 0.818 0.490 1.484 1.093 



 

Figure 1 The effect of Scarcity Uncertainty on Bridging (H2b) 

 

 

 

Figure 2 Conceptual model with standardized regression coefficients (Model 3) 

 



6. DISCUSSION  
This thesis examined how firms respond to different 

dimensions of resource scarcity by adopting either 

bridging or buffering strategies, and whether these 

responses are influenced by the strength of the relationship 

between the buyer and the supplier. The study is grounded 

in the Resource Dependence Theory (RDT), which 

explains how organizations manage external dependencies 

(Pfeffer & Salancik, 1978). To examine these strategic 

responses, the study introduced two distinct dimensions of 

perceived resource scarcity, ERS and SU (Wiedmer & 

Whipple, 2022). While previous research has explored 

bridging and buffering as general responses to scarcity 

(Bode et al., 2011; Kalaitzi et al., 2018), it has typically 

treated scarcity as a single construct, overlooking how 

different perceptions of scarcity may lead to different 

strategic responses. Furthermore, while previous studies 

have examined relational factors such as trust or 

collaborative intent (e.g., Dyer & Singh, 1998; Wiedmer 

& Whipple, 2022), few have operationalized relationship 

strength as a multidimensional construct (Capaldo, 2007) 

to test its role as a moderator in how firms make decisions 

under conditions of resource scarcity. This study 

addresses these two gaps by explicitly distinguishing 

between ERS and SU and by introducing relationship 

strength as a moderating variable in a firm’s strategic 

decision to bridge or buffer.  

The empirical results of the study show that one 

hypothesis received full support: H2b, this hypothesis 

proposed that SU negatively affects the adoption of 

bridging strategies. This suggests that when managers are 

uncertain about the severity, duration and timing of a 

resource scarcity, they are less likely to engage in 

collaborative actions such as information sharing and joint 

risk management activities (Bode et al., 2011). In contrast, 

H1b, which predicted a positive effect of SU on buffering, 

showed a marginally significant effect in the opposite 

direction (p= 0.066). All hypotheses related to ERS (H1a 

and H2a) and all hypotheses related to the moderating 

effect of relationship strength (H3a-H4b) were not 

supported. These findings highlight the relevance of 

distinguishing between different forms of resource 

scarcity and suggest that this distinction has a meaningful 

effect on the strategic responses of firms. The study also 

finds that relationship strength has no significant effect in 

the decision to bridge or buffer when dealing with 

resource scarcity.  

Overall, the results indicate that SU drives disengagement 

from suppliers in the form of reduced adoption of bridging 

strategies. Under conditions of ERS, firms do not show a 

clear preference for either buffering or bridging. Contrary 

to theoretical expectations, strong buyer supplier 

relationships do not push firms to greater engagement in 

bridging activities and appear to have no moderating effect 

on firm’s strategic response to resource scarcity. 

6.1 Implications for literature  
This study contributes to the supply chain management 

and resource scarcity literature by showing that not all 

forms of resource scarcity lead to the same behavioral 

response, indicating that the type of scarcity matters. 

Whereas prior studies have often conceptualized resource 

scarcity as a single construct (Bode et al., 2011; Kalaitzi 

et al., 2018), this study introduces and empirically tests a 

distinction between ERS and SU, two dimensions of 

scarcity that have been introduced by Wiedmer and 

Whipple (2022). The finding that only SU significantly 

influences the strategic response of the firm, specifically 

by reducing bridging behavior, is consistent with earlier 

theoretical claims by them. This insight helps refine how 

resource scarcity is conceptualized in the supply chain 

literature by showing that its dimensions matter. Future 

academic research could build on this distinction by 

considering the different influences of ERS and SU. Such 

research could establish a more detailed understanding of 

how firms navigate different types of scarcity, which may 

offer better managerial insight in difficult situations.  

This study also contributes to RDT (Pfeffer & Salancik, 

1978) by demonstrating that different forms of perceived 

resource scarcity shape strategic responses in different 

ways. RDT assumes that firms respond to resource 

scarcity by adopting bridging or buffering strategies aimed 

at managing their external dependencies. However, this 

study found that under conditions of high SU, firms 

decrease the implementation of bridging strategies, 

without increasing buffering strategies. This suggests that 

high uncertainty may lead to inaction instead of a strategic 

response as RDT would predict. The finding aligns with 

behavioral research by Shah et al. (2012), who show that 

scarcity narrows attention to immediate concerns, often at 

the expense of long-term planning. This may help explain 

why managers refrain from engaging in collaborative 

strategies with their suppliers under high levels of SU.  

The last contribution is to the literature on buyer-supplier 

relationships by examining whether the strength of the 

relationship between the buyer and supplier moderates the 

firm’s strategic response to different types of perceived 

resource scarcity. While prior studies suggested that 

strong relationships enhance coordination and information 

sharing during disruptions (Dyer & Singh, 1998), this 

study has not found any of those effects. Relationship 

strength, operationalized as the frequency and intensity of 

interaction (Capaldo, 2007), did not influence the adoption 

of bridging or buffering strategies under either ERS or SU. 

This suggests that effectiveness of relationship strength in 

shaping strategic decisions might be limited.  

6.2 managerial implications 
The findings of this study offer several practical insights 

for purchasing professionals managing supplier 

relationships when facing resource scarcity. First, the 

distinction between ERS and SU is relevant for decision 

making. Managers should be aware that the uncertainty 

surrounding the resource scarcity, rather than the 

awareness of when the scarcity will occur, is what triggers 

the disengagement from suppliers. This finding suggests 

that firms might unconsciously reduce collaborative 

efforts such as information sharing when the resource 

scarcity is perceived as uncertain. It is important that 

managers are aware of this, since reduced engagement 

with the supplier can limit the ability to co-develop 

solutions or share risks in these uncertain periods.  

Second, the finding that ERS did not have any effect on 

bridging or buffering behavior, may indicate that some 

purchasing departments are underreacting to early 

warning signals of resource scarcity. This result should 

encourage managers to review if forecasts of resource 

scarcity are translated into proactive strategies or if these 

risks are being ignored due to the perceived lack of 

urgency caused by the predictability of the resource 

scarcity. Strengthening preventative strategies may help 



reduce the uncertainty that such disruptions eventually 

cause. 

Lastly, the absence of the moderating effect of relationship 

strength indicates that even well-established supplier 

relationships may not be sufficient to influence strategic 

responses under resource scarcity. Managers should not 

assume that a strong relationship with a supplier will 

automatically result in action. While strong relationships 

can foster trust and communication under normal 

conditions (Dyer & Singh, 1998), they may not be enough 

when firms face high levels of SU. It is therefore important 

to complement relational efforts with additional 

capabilities to ensure that the firm can effectively respond 

when resource scarcity occurs.  

6.3 Limitations and further research  
While this study offers relevant theoretical and managerial 

insights, several limitations should be considered when 

interpreting its findings. First, the use of survey data 

introduces the risk of interpretation bias, especially for 

abstract constructs such as SU and relationship strength. 

Despite the use of validated items, reversed questions may 

have caused confusion among respondents, which could 

help explain the low internal consistency of the SU scale 

(Cronbach’s α = 0.20). However, this may also be due to 

the construct capturing multiple distinct aspects of SU, 

specifically uncertainty about the duration, timing and 

severity of the scarcity. There was also a significant effect 

for H1b in Model 2. Even though this disappeared in 

Model 3, the p-value was still relatively low. Therefore, it 

might be worth investigating if there is a significant effect 

between buffering and SU when using a bigger sample 

size. Additionally, one item measuring relationship 

strength (relationship duration) was removed This item 

was open-ended and often received vague responses such 

as “many decades” or “several years,” or was left 

unanswered. Because these responses could not be 

reliably coded and removing them would have 

significantly reduced the sample size, the item was 

excluded. While this decision preserved statistical power, 

it reduced the theoretical completeness of the relationship 

strength construct. Another limitation of the construct 

relationship strength is that it did not include other 

important relational dynamics such as trust, mutual 

commitment or shared norms. Further research could 

attempt to include a better operationalization of 

relationship duration or explore how alternative 

conceptualizations of relationship strength might create a 

different effect. 

To build on these findings, future research could further 

investigate how different internal organizational 

capabilities could have an influence on whether firms 

choose to bridge or buffer under conditions of ERS and 

SU Similarly, more research could be conducted on the 

effect of behavioral factors, such as risk perception in 

shaping firms’ strategic responses. Through examining 

both organizational and psychological drivers some of the 

variance in the behavior of firms that face similar scarcity 

conditions and supplier relationships could be explained. 

This would strengthen the existing theoretical 

understanding of how firms strategically respond to 

resource scarcity. 

Lastly, an exciting opportunity for research lies in the 

implementation of AI in supply chain management. A 

recent article by Roman et al. (2025) demonstrates how 

digital twins can improve supply chain resilience. Digital 

twins are real-time virtual replicas of physical systems that 

integrate data from IoT sensors, enterprise systems, and 

AI simulations. They allow firms to forecast disruptions 

and potentially simulate the effects of resource scarcity, 

supporting more informed and proactive strategic 

decision-making. Future research could explore how such 

technologies influence managerial responses to scarcity 

conditions. In particular, digital twins may, due to their 

forecasting abilities, offer new insights into how ERS 

affects strategic decision making. A promising research 

question could be: “How does the use of digital twins to 

forecast resource scarcity impact managerial decision 

making under uncertainty?” 
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APPENDIX 

Appendix A: Measurement items including control variables 
  

Variable Source 

Independent variables 

 

Expected Resource Scarcity 

ERS_1    I found the previous resource scarcity in my supply chain to be unexpected 

ERS_2    I expected the previous resource scarcity to negatively affect my company. 

ERS_3    I anticipated that our operations would be disrupted. 

ERS_4    I anticipated that we would not be able to perform our operations as initially planned. 

 

Scarcity Uncertainty 

SU_1    I was confident in how severely the resource scarcity would have an impact on my company. 

SU_2    I could accurately estimate the duration of the potential resource scarcity for our business. 

SU_3    Reliable information was available about the time when the scarcity issue would affect our 

business. 

 

Relationship strength 

RS_1    Prior to the resource scarcity, my firm engaged frequently with this supplier. 

RS_2    Prior to the resource scarcity, the interaction with this supplier could be described as 

intensive. 

RS_3    How long has there been an established relationship between your firm and the same 

supplier considered in the previous three statements?  

 

Dependent variables 

 

Bridging  

BR_1    After the resource scarcity occurred, my firm established a closer relationship with this 

supplier in order to collaborate better, in case such a resource scarcity occurs again. 

BR_2    After the resource scarcity occurred, my firm improved information exchange with this 

supplier. 

BR_3    After the resource scarcity occurred, my firm engaged in risk management activities with 

this supplier 

BR_4    After the resource scarcity occurred, my firm cooperated more intensely with this supplier 

 

Buffering 

BU_1    After the resource scarcity occurred, my firm made itself more independent of the supplier 

or the purchased item. 

BU_2    After the resource scarcity occurred, my firm increased its protective barriers against 

disturbances in the supply of the purchased item. 

BU_3    After the resource scarcity occurred, my firm searched or developed one or more alternative 

supplier(s) for the purchased item. 

 

Control variables 

Age 

       What is your age? 

Gender 

        What is your gender? 

Experience 

 

 

 

Adapted from Wiedmer & Whipple (2022) 

 

 

 

 

Adapted from Wiedmer & Whipple (2022) 

Wiedmer & Whipple (2022), adapted from 

Ashill and Jobber, 2010) 

 

 

 

 

 

Exploratory 

 

 

 

 

 

 

 

 

 

Bode et al. (2011) 

 

 

 

 

 

 

 

Bode et al. (2011) 



         How many years of experience do you have in a managerial role? 

Industry sector 

In which sector does your organization primarily operate? (e.g., manufacturing, healthcare, 

education, logistics, public sector, etc.) 

 

 

Appendix B: categorization of manufacturing and service 
Manufacturing - Manufacturing 

- Construction 

- Agriculture/food industry 

- Technology (production) 

- Pharmaceutical industry (production) 

Service - Logistics 

- Consultancy 

- Public sector 

- Energy public sector 

- Banking/financial 

- Retail 

- Healthcare 

- Education 

- ICT 

- Telecom 

- Hospitality/tourism 

- Transportation 

 -  

 

 

Appendix C: Interaction plots and main effect plots 

 



 

Appendix D: Conceptual model before adding coefficients 

 


